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#### Abstract

Complex dynamics tools applied on the rational functions resulting from a parametric family of roots solvers for nonlinear equations provide very useful results that have been stated in the last years. These qualitative properties allow the user to select the most efficient members from the family of iterative schemes, in terms of stability and wideness of the sets of convergent initial guesses. These tools have been widely used in the case of iterative procedures for finding simple roots and only recently are being applied on the case of multiplicity $m>1$. In this paper, by using weight function procedure, we design a general class of iterative methods for calculating multiple roots that includes some known methods. In this class, conditions on the weight function are not very restrictive, so a large number of different subfamilies can be generated, all of them are optimal with fourth-order of convergence. Their dynamical analysis give us enough information to select those with better properties and test them on different numerical experiments, showing their numerical properties.
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## 1 Introduction

Let $f: \mathbb{C} \rightarrow \mathbb{C}$ have a multiple zero $\xi$ with known integer multiplicity $m>1$ and let $f$ be analytic in a small neighborhood of $\xi$. Finding a repeated zero for such a function $f$ has always been of much interest and attention due to its wide applications in various fields of science and engineering; see, for example, the case of continuous stirred tank reactor in [1], fractional conversion problem in a chemical reactor [2], or the multipactor problem [3,4].

The modified Newton's method is usually applied to solve this problem. Keeping in view that this modified method for multiple roots is a quadratically convergent, one-point optimal method, there has always remained a need to define higherorder multipoint iterative schemes to significantly apply to more complicated problems of real world. In the last decade, some efforts have been made to give optimal and non-optimal fourth order convergent methods by Neta and Johnson [5] in 2008, Li et al. [6] in 2009, Neta [7], Sharma and Sharma [8] and Li et al. [9] in 2010, Zhou et al. [10] in 2011, Sharifi et al. [11] in 2012, Soleymani et al. [12], Soleymani and Babajee [13], Liu and Zhou [14] and Zhou et al. [15] in 2013, Thukral [16] in 2014, Behl et al. [17] and Hueso et al. [3] in 2015, Behl et al. [18] in 2016 and Lee et al. [19] in 2017.
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Among these methods, much attention have been given to Jarratt type schemes, however, Zhou et al. [15] proposed an optimal fourth order method for multiple roots involving two function and a derivative evaluation as follows:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \\
x_{n+1} & =x_{n}-m G(v) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \tag{1}
\end{align*}
$$

where $v=\left(\frac{f\left(y_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}$ and $G(\cdot) \in \mathcal{C}^{2}(R)$ is a weight function.
Many authors have also developed optimal fourth order methods involving free parameters as follows: In 2015, Behl et al. in [17] presented an optimal fourth-order convergent iterative method for investigating multiple roots of nonlinear equations by using five parameters as given below:

$$
\begin{align*}
y_{n} & =x_{n}-\frac{2 m}{m+2} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \\
x_{n+1} & =x_{n}-\left[\frac{2 m a_{1} f\left(x_{n}\right)}{(3 m-2) f^{\prime}\left(x_{n}\right)+(m+2) a_{2} f^{\prime}\left(y_{n}\right)}+\frac{m a_{3} f\left(x_{n}\right)}{(m-2) a_{4} f^{\prime}\left(x_{n}\right)+(m+2) a_{5} f^{\prime}\left(y_{n}\right)}\right], \tag{2}
\end{align*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}$, and $a_{5}$ are real parameters in which $a_{4}$ and $a_{5}$ are free parameters and others are depending on $m$ as given below:
$a_{1}=\frac{-(3 m-2)\left(m^{2}(m-2) a_{4}+u\left(m^{3}+4 m^{2}-8\right) a_{5}\right)^{3}}{2\left(m^{3}(m-2) a_{4}+u\left(m^{4}+2 m^{3}-4 m^{2}+16\right) a_{5}\right)\left((m-2)^{2} m^{3} a_{4}^{2}+2 m^{3} u\left(m^{2}-4\right) a_{4} a_{5}+u^{2}(m+2)^{2}\left(m^{3}-4 m+8\right) a_{5}^{2}\right)}$,
$a_{2}=-m^{2}(3 m-2)\left(\frac{m}{m+2}\right)^{1-m} \frac{(m-2) a_{4}+(m+2) u a_{5}}{m^{3}(m-2) a_{4}+u\left(m^{4}+2 m^{3}-4 m^{2}+16\right) a_{5}}$,
$a_{3}=-(m-2) \frac{\left(m(m-2) a_{4}+u(m+2)^{2} a_{5}\right)^{3}}{2\left((m-2)^{2} m^{3} a_{4}^{2}+2 m^{3} u\left(m^{2}-4\right) a_{4} a_{5}+u^{2}(m+2)^{2}\left(m^{3}-4 m+8\right) a_{5}^{2}\right)}$,
where $u=\left(\frac{m}{m+2}\right)^{m}$.
In 2016, Behl et. al. [18], developed a four parametric based optimal fourth-order convergent iterative scheme as follows:

$$
\begin{align*}
y_{n} & =x_{n}-\frac{2 m}{m+2} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \\
x_{n+1} & =x_{n}-\frac{1}{2}\left[\frac{f\left(x_{n}\right)\left((5 m+2) b_{1} f^{\prime}\left(x_{n}\right)-(m+2) b_{2} f^{\prime}\left(y_{n}\right)\right)}{4 m\left(f^{\prime}\left(x_{n}\right)\right)^{2}}+\frac{2 m b_{3} f\left(x_{n}\right)}{(m-2) f^{\prime}\left(x_{n}\right) b_{4}+(m+2) f^{\prime}\left(y_{n}\right)}\right] . \tag{3}
\end{align*}
$$

Here $b_{1}, b_{2}, b_{3}$ and $b_{4}$ are parameters, of which $b_{4}$ is a free parameter and others are given as

$$
\begin{aligned}
& b_{1}=-m^{2} \frac{(m-2)^{2} m^{3} a_{3}^{2}+3 v(m-2) m^{2}(m+2)^{2} a_{3}+2 v^{2}(m+2)^{2}\left(m^{3}+3 m^{2}+2 m-4\right)}{v^{2}(m+2)^{2}(5 m+2)}, \\
& b_{2}=-m^{5} \frac{(m-2) a_{3}+v(m+2)}{v^{2}(m+2)^{2}}, \\
& b_{3}=\frac{\left(\left(m^{2}-2 m\right) a_{3}+v(m+2)^{2}\right)^{3}}{8(v(m+2))^{2}},
\end{aligned}
$$

where $v=\left(\frac{m}{m+2}\right)^{m}$.
In 2016, Kim and Geum [20], presented a tri-parametric fourth order convergent family of optimal methods given by:

$$
\begin{align*}
y_{n} & =x_{n}-\frac{2 m}{m+2} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-\left(\frac{a}{f^{\prime}\left(x_{n}\right)}+\frac{b}{f^{\prime}\left(y_{n}\right)}\right) f\left(x_{n}\right)-\left(\frac{c}{f^{\prime}\left(x_{n}\right)}+\frac{d}{f^{\prime}\left(y_{n}\right)}\right) F\left(y_{n}\right) \tag{4}
\end{align*}
$$

where

$$
F\left(y_{n}\right)=f\left(x_{n}\right)+\left(y_{n}-x_{n}\right) \frac{\lambda f^{\prime}\left(x_{n}\right) f^{\prime}\left(y_{n}\right)}{f^{\prime}\left(x_{n}\right)+\rho f^{\prime}\left(y_{n}\right)}
$$

and $\lambda, \rho, d \in \mathbb{R}$ are free parameters. Similar bi-parametric schemes have also been suggested by Kim and Geum in [21,22].
More recently, Lee et al. in [19] have defined a tri-parametric two-point optimal fourth order method as follows:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+\lambda f\left(x_{n}\right)}, \\
x_{n+1} & =x_{n}-m W_{f}(s) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+2 \lambda f\left(x_{n}\right)}, \tag{5}
\end{align*}
$$

where $s=\left(\frac{f\left(y_{n}\right)}{f\left(x_{n}\right)}\right)^{\frac{1}{m}}$ and

$$
W_{f}(s)=\frac{s\left(1+(c+2) s+r s^{2}\right)}{1+c s}
$$

being $\lambda, c, r \in \mathbb{R}$ free parameters.
In this paper, we are interested in presenting a two point family of optimal fourth order convergent parametric based iterative methods for multiple roots that can allow us to choose the class of stable members from the family of methods. Our method has a simple body structure involving two functions and a derivative evaluation and it is also capable of recapturing scheme (5) as a special case.

Because of this simple structure, there exist many subfamilies that can be defined, all of them with the same order of convergence, depending on one or more parameters. The selection of any of these iterative methods is a hard task provided if it is expected to be more stable or efficient than the rest. From the past decade, the tools of complex dynamics have made it possible. The qualitative properties of iterative schemes on the most simple nonlinear functions (quadratic polynomials) give feasible information about their behavior on more complicated functions. These have been clearly stated in many scientific works, as [23-26] where the asymptotic behavior of fixed and critical points with their respective convergence properties to the roots of the polynomial generates the sets of values of the involved parameter that give information about iterative methods with stable behavior and other related chaotic behavior and convergence to undesired elements, periodic orbits or fixed points that are not roots of the nonlinear equation.

The rest of the paper is in the following order: in Section 2, we define a new two-point fourth-order family of methods and analyze its convergence. Some special cases are given in Section 3. In Section 4, a dynamical analysis of the proposed class is made, in order to select those members of the family with better stability properties. Moreover these results are compared with those obtained by Lee et al. in [19]. In Section 5, a numerical comparison of the proposed methods with the existing ones is given. Conclusions are stated in Section 6.

## 2 Construction of Optimal Fourth-Order Scheme

Our primary aim is to develop an extended method to (5) by replacing the weight function $W_{f}(u)$ with a more general form $u H(u)$ to be discussed below.

Let $\xi$ be a multiple zero of $f: \mathbb{C} \rightarrow \mathbb{C}$ with integer multiplicity $m \geq 1$, and $f$ be an analytic function in the neighborhood of $\xi$. Then, for a given $x_{0}$, we give an iterative class in order to find an approximation of $\xi$ :

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n} H\left(u_{n}\right) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{2} f\left(x_{n}\right)}, \tag{6}
\end{align*}
$$

where $a_{1}$ and $a_{2}$ are free parameters and the weight function $H: \mathbb{C} \rightarrow \mathbb{C}$ is analytic in the neighborhood of 0 , with $u_{n}=$ $\left[\frac{f\left(y_{n}\right)}{f\left(x_{n}\right)}\right]^{\frac{1}{m}}$.

We, now, investigate the convergence analysis of the proposed family (6) and find the necessary conditions on weight function $H\left(u_{n}\right)$ to assure the fourth-order convergence in the next result.

Theorem 1 Let $f: \mathbb{C} \rightarrow \mathbb{C}$ be an analytic function in the neighborhood of the multiple zero $\xi$ of $f$ with multiplicity $m \geq 1$. Additionally, let $H: \mathbb{C} \rightarrow \mathbb{C}$ is an analytic function in the neighborhood of 0 . Then, for a given $x_{0}$ in the neighborhood of $\xi$, the family of iteration functions (6) has fourth-order convergence with the following conditions:

$$
\begin{equation*}
H(0)=1, \quad H^{\prime}(0)=2, \quad a_{2}=2 a_{1} \tag{7}
\end{equation*}
$$

and $\left|H^{\prime \prime}(0)\right|<\infty$.
Proof Let $\xi$ be a multiple zero of $f(x)$ and $e_{n}=x_{n}-\xi$ be the error at the $n t h$-iteration. Expanding $f\left(x_{n}\right)$ and $f^{\prime}\left(x_{n}\right)$ about $x=\xi$ by using the Taylor's series expansion, we have

$$
\begin{equation*}
f\left(x_{n}\right)=\frac{f^{(m)}(\xi)}{m!} e_{n}^{m}\left[1+c_{1} e_{n}+c_{2} e_{n}^{2}+c_{3} e_{n}^{3}+c_{4} e_{n}^{4}+O\left(e_{n}^{5}\right)\right] \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
f^{\prime}\left(x_{n}\right)=\frac{f^{(m)}(\xi)}{m!} e_{n}^{m-1}\left[1+(m+1) c_{1} e_{n}+(m+2) c_{2} e_{n}^{2}+(m+3) c_{3} e_{n}^{3}+(m+4) c_{4} e_{n}^{4}+O\left(e_{n}^{5}\right)\right] \tag{9}
\end{equation*}
$$

where $c_{k}=\frac{m!}{(m+k)!} \frac{f^{(m+k)}(\xi)}{f^{(m)}(\xi)}, k=1,2,3, \ldots$
By using expressions (8) and (9), we have

$$
\begin{equation*}
\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}=\frac{1}{m} e_{n}-\frac{\left(a_{1}+c_{1}\right)}{m^{2}} e_{n}^{2}+\frac{A_{1}}{m^{3}} e_{n}^{3}+\frac{A_{2}}{m^{4}} e_{n}^{4}+O\left(e_{n}^{5}\right) \tag{10}
\end{equation*}
$$

where $A_{1}=\left(a_{1}+c_{1}\right)^{2}+m c_{1}^{2}-2 m c_{2}$ and $A_{2}=-\left(a_{1}+c_{1}\right)^{3}-2 m a_{1} c_{1}^{2}-m(m+2) c_{1}^{3}+4 m a_{1} c_{2}+m(4+3 m) c_{1} c_{2}-3 m^{2} c_{3}$.
Thus, by using expression (10) in the first step leads us to:

$$
\begin{equation*}
y_{n}-\xi=\frac{\left(a_{1}+c_{1}\right)}{m} e_{n}^{2}-\frac{A_{1}}{m^{2}} e_{n}^{3}-\frac{A_{2}}{m^{3}} e_{n}^{4}+O\left(e_{n}^{5}\right) \tag{11}
\end{equation*}
$$

Moreover,

$$
u_{n}=\frac{\left(a_{1}+c_{1}\right)}{m} e_{n}-\frac{\left(a_{1}^{2}+3 a_{1} c_{1}+(m+2) c_{1}^{2}-2 m c_{2}\right)}{m^{2}} e_{n}^{2}+\frac{B_{1}}{2 m^{3}} e_{n}^{3}+O\left(e_{n}^{4}\right)
$$

where $B_{1}=5 a_{1}(3+m) c_{1}^{2}+\left(7(m+1)+2 m^{2}\right) c_{1}^{3}+2 c_{1}\left(5 a_{1}^{2}-m(7+3 m) c_{2}\right)+2\left(a_{1}^{3}-5 m a_{1} c_{2}+3 m^{2} c_{3}\right)$.
Therefore,

$$
e_{n+1}=\frac{D_{1}}{m} e_{n}^{2}+\frac{D_{2}}{m^{2}} e_{n}^{3}+\frac{D_{3}}{m^{3}} e_{n}^{4}+O\left(e_{n}^{5}\right)
$$

where

$$
D_{1}=(-1+H(0))\left(a_{1}+c_{1}\right)
$$

Letting $H(0)=1$, we have:

$$
D_{2}=-\left(a_{1}+c_{1}\right)\left(-a_{2}+a_{1} H^{\prime}(0)+\left(-2+H^{\prime}(0)\right) c_{1}\right)
$$

that clearly leads to $H^{\prime}(0)=2$ and $a_{2}=2 a_{1}$. Upon simplification:

$$
e_{n+1}=\frac{a_{1}^{2}\left(-4+H^{\prime \prime}(0)\right)+2 a_{1} c_{1}\left(-7+H^{\prime \prime}(0)\right)+\left(-9-m+H^{\prime \prime}(0)\right) c_{1}^{2}+2 m c_{2}}{-2 m^{3}} e_{n}^{4}+O\left(e_{n}^{5}\right)
$$

This completes the proof.
Remark. The proposed family (6) has a free parameter $a_{1}$. It is also apparent that it can recapture (5) for a special case of the weight function $H\left(u_{n}\right)$. Thus, the proposed family of methods has the flexibility of choosing appropriate weight functions as a multiplier at the second step in order to obtain a stable class of methods for finding multiple roots of non-linear equations.

## 3 Some special cases of our scheme

From the conditions of Theorem 1, we can obtain several new subclasses from our family of methods by using different cases of $H\left(u_{n}\right)$ in the proposed scheme:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n} H\left(u_{n}\right) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+2 a_{1} f\left(x_{n}\right)}, \tag{12}
\end{align*}
$$

satisfying

$$
\begin{equation*}
H(0)=1, H^{\prime}(0)=2 \tag{13}
\end{equation*}
$$

and $H^{\prime \prime}(0)$ bounded.

Some particular cases of the proposed scheme are given as follows:
Case 1: Let us consider the polynomial weight function $H\left(u_{n}\right)=1+2 u_{n}+\frac{k}{2} u_{n}^{2}$ satisfying (7), where $k$ is a free parameter. Thus class (6) takes the form:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n}\left(1+2 u_{n}+\frac{k}{2} u_{n}^{2}\right) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+2 a_{1} f\left(x_{n}\right)} . \tag{14}
\end{align*}
$$

Note that this case is obtained from (5) by setting $c=0$ and $r=\frac{k}{2}$.
Case 2: Consider the rational weight function $H\left(u_{n}\right)=\frac{1+\beta u_{n}+\alpha u_{n}^{2}}{1+(\beta-2) u_{n}+\gamma u_{n}^{2}+\eta u_{n}^{3}}$ satisfying (7), where $\alpha, \beta, \gamma$ and $\eta$ are free parameters. Now, class (6) has the expression:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+\beta u_{n}+\alpha u_{n}^{2}}{1+(\beta-2) u_{n}+\gamma u_{n}^{2}+\eta u_{n}^{3}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+2 a_{1} f\left(x_{n}\right)} . \tag{15}
\end{align*}
$$

Note that setting $a_{1}=\lambda, \beta-2=c, \gamma=\eta=0, \alpha=r$ reduces to method (5).
Case 2A-B: For $\alpha=0, \gamma=1, \eta=0$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+\beta u_{n}}{1+(\beta-2) u_{n}+u_{n}^{2}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+2 a_{1} f\left(x_{n}\right)}, \tag{16}
\end{align*}
$$

holding $a_{1}$ and $\beta$ as free parameters.
Case 2C-D: For $\alpha=0$ or $\alpha=1, \beta=2$ and $\gamma=1$, we consider:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+a_{1} f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+2 u_{n}}{1+u_{n}^{2}+\eta u_{n}^{3}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+2 a_{1} f\left(x_{n}\right)}, \tag{17}
\end{align*}
$$

being $a_{1}$ and $\eta$ disposable parameters.

## 4 Selecting the most appropriate weight function: divergent cases

As it has been previously stated, the new class includes a known one from Lee et al. [19], when an specific rational function is used as the weight function $H\left(u_{n}\right)$. In what follows, we expose the reasons why selecting a second-degree polynomial (Case-1) or a different rational function (Case-2) can be better options, in terms of stability.

In order to arrange this analysis, we study the dynamical properties of the rational function resulting from the application of our proposed family on the nonlinear function $p(z)=(z-a)^{m}(z-b)^{m}$, with two multiple roots of multiplicity $m$. This is the most simple nonlinear function containing two $m$-multiple roots and, although the results cannot be directly extrapolated to any nonlinear function, several analysis on different nonlinear problems confirm, in the numerical section, these results.

Now, let us recall some dynamical concepts to increase the readability (see [27]). Let $R: \widehat{\mathbb{C}} \longrightarrow \widehat{\mathbb{C}}$ be a rational function self mapping on a Riemann sphere $\widehat{\mathbb{C}}$, then the orbit of a point $z_{0} \in \widehat{\mathbb{C}}$ is defined by

$$
\left\{z_{0}, R\left(z_{0}\right), R^{2}\left(z_{0}\right), \ldots, R^{n}\left(z_{0}\right), \ldots\right\}
$$

where $R^{k}$ denotes the $k$-th composition of the map $R$ with itself. We analyze the phase plane of the map $R$ by classifying the starting points from the asymptotic behavior of their orbits. The point $z_{0}$ is called a fixed point if $R\left(z_{0}\right)=z_{0}$ and it is a periodic point of period $p>1$ if $R^{p}\left(z_{0}\right)=z_{0}$ and $R^{k}\left(z_{0}\right) \neq z_{0}$, for $k<p$. A pre-periodic point is a point $z_{0}$ that is not periodic but there exists $k>0$ such that $R^{k}\left(z_{0}\right)$, is periodic.

Moreover, a fixed point of $R, z_{0}$, is called:
i) attracting if $\left|R^{\prime}\left(z_{0}\right)\right|<1$, or superattracting if $\left|R^{\prime}\left(z_{0}\right)\right|=0$,
ii) repulsive if $\left|R^{\prime}\left(z_{0}\right)\right|>1$ and
iii) parabolic or neutral if $\left|R^{\prime}\left(z_{0}\right)\right|=1$.

Indeed, when $R$ depends also on one or several parameters, then $\left|R^{\prime}\left(z_{0}, \alpha_{1}, \ldots, \alpha_{k}\right)\right|$ is not an scalar, but a function of $\alpha_{i}$, for $i=1,2, \ldots, k$. It is called stability function of the fixed point and its value give us the character of the fixed point in terms of the value of $\alpha_{i}$, for $i=1,2, \ldots, k$.

Point $z_{0}$ is a critical point of $R$ if the derivative of the rational function at $z_{0}$ vanishes, that is $R^{\prime}\left(z_{0}\right)=0$. The asymptotic behavior of the critical points is a key fact for analyzing the stability of the method: a classical result (see, for example, [29]) sets that a critical point appears in each immediate basin of attraction, that is, in the connected component of the basin of attraction that holds the attracting element. By using this fact, and using these critical points as initial estimations, parameter planes are generated and their comprehension allows us to allocate all the unstable behavior depending on the parameters of the family, if they exist.

On the other hand, let us also remark that the fixed and critical points that are not the roots of the polynomial $p(z)$ are called strange fixed and free critical points, respectively.

The basin of attraction of an attractor $\xi$ is defined as:

$$
\mathcal{A}(\xi)=\left\{z_{0} \in \widehat{\mathbb{C}}: R^{n}\left(z_{0}\right) \rightarrow \xi, n \rightarrow \infty\right\} .
$$

The Fatou set of the rational function $R$, is the set of points $z \in \widehat{\mathbb{C}}$ whose orbits tend to an attractor (fixed point, periodic point or infinity). Its complement in $\widehat{\mathbb{C}}$ is the Julia set, $\mathcal{J}(R)$. So the basin of attraction of any fixed point belongs to the Fatou set and the boundaries of these basin of attraction belong to the Julia set.

### 4.1 Case 1: Polynomial weight function

When the class (14) is applied on polynomial $p(z)$, a rational function $O_{p}(z)$ is obtained, depending on parameters $a_{1}, k$ and also on the multiple roots $a$ and $b$. To get a simpler operator, we use firstly the same conjugation as in Kim et al. paper [19], $a_{1}=\frac{k^{\prime}}{a-b}$ and also conjugacy maps (see the work of P. Blanchard in [27]) as Möbius transformation

$$
M(z)=\frac{z-a}{z-b}, \quad M^{-1}(z)=\frac{z b-a}{z-1}
$$

with properties:

$$
M(\infty)=1, \quad M(a)=0, \quad M(b)=\infty
$$

that yields a rational function that, being conjugated to $O_{p}(z)$ (and therefore, with equivalent dynamical behavior), does not longer depend on $a$ and $b$ :

$$
M_{p}\left(z, k^{\prime} k\right)=z^{4} \frac{\left(k^{\prime}-m z+m\right)^{2}}{\left(m(z-1)-k^{\prime} z\right)^{2}} \frac{N\left(z, k^{\prime}, k\right)}{D\left(z, k^{\prime}, k\right)}
$$

where $N\left(z, k^{\prime}, k\right)$ is the ninth-degree polynomial depending on parameters $k^{\prime}, k$ and also on the multiplicity $m$,

$$
\begin{aligned}
N\left(z, k^{\prime}, k\right)= & k^{\prime 4} m(z-1) z^{3}(k-2(9 z+8))+k^{\prime 3} m^{2}(z-1)^{2} z^{2}\left(8\left(4 z^{2}+8 z+3\right)-k(z+3)\right) \\
& -k^{\prime 2} m^{3}(z-1)^{3} z\left(4\left(7 z^{3}+23 z^{2}+21 z+4\right)-3 k(z+1)\right) \\
& +k^{\prime 4}(z-1)^{4}\left(-k(3 z+1)+12 z^{4}+56 z^{3}+88 z^{2}+48 z+4\right) \\
& -m^{5}(z-1)^{5}\left(2(z+1)^{2}\left(z^{2}+4 z+5\right)-k\right)+4 k^{\prime 5} z^{4}
\end{aligned}
$$

and $D\left(z, k^{\prime}, k\right)$ is the ninth-degree polynomial

$$
\begin{aligned}
D\left(z, k^{\prime}, k\right)= & k^{\prime 4} m z^{4}(z-1)((k-16) z-18)-k^{\prime 3} m^{2} z^{3}(z-1)^{2}\left(3(k-8) z^{2}+(k-64) z-32\right) \\
& +k^{\prime 2} m^{3} z^{2}(z-1)^{3}\left((3 k-16) z^{3}+3(k-28) z^{2}-92 z-28\right) \\
& -k^{\prime 4} z(z-1)^{4}\left((k-4) z^{4}+3(k-16) z^{3}-88 z^{2}-56 z-12\right) \\
& +m^{5}(z-1)^{5}\left((k-10) z^{4}-28 z^{3}-28 z^{2}-12 z-2\right)+4 k^{\prime 5} z^{5} .
\end{aligned}
$$

By solving equation $M_{p}\left(z, k^{\prime}, k\right)=z$, the fixed points of the rational function are obtained. Among them, $z=0$ and $z=\infty$, coming from the roots of the polynomial previous to the Möbius map. The asymptotic behavior of all the fixed points plays a key role in the stability of the iterative methods involved, as the convergence to fixed points different from the roots means an important drawback for an iterative method; so, we proceed now with this analysis.

Remark. A direct result of the Möbius transformation applied on the rational function is the conjugacy by the inverse,

$$
\begin{equation*}
\frac{1}{M_{p}\left(z, k^{\prime}, k\right)}=M_{p}\left(\frac{1}{z}, k^{\prime}, k\right) . \tag{18}
\end{equation*}
$$

## Immediate consequences of this property are:

(a) If $z^{*}$ is a fixed point satisfying $M_{p}\left(z^{*}, k^{\prime}, k\right)=z^{*}$, then so it is $1 / z^{*}$, satisfying $M_{p}\left(1 / z^{*}, k^{\prime}, k\right)=1 / z^{*}$.
(b) $z=1$ is always an strange fixed point of $M_{p}\left(z, k^{\prime}, k\right)$, except maybe for some specific values of the parameters that simplify the operator.

Theorem 2 ([28], page 40) Let $\xi \in \mathbb{C}$ be a fixed point of a rational map $R$. Then, the multiplier $m(R, \xi)=R^{\prime}(\xi)$ is invariant under any conjugation $g$ (provided that the corresponding fixed point $g(\xi) \in \mathbb{C}$ ), that is, $m(R, \xi)=m\left(g \circ R \circ g^{-1}, g(\xi)\right)$.

By using this result, the following statement can be proven.
Corollary 1 Let $\xi \in \hat{\mathbb{C}}$ and $\bar{\xi}=\frac{1}{\xi} \in \hat{\mathbb{C}}$ be fixed points of the rational map $R$. Then both have the same character, as their stability functions coincide.

Proof The stability function of a fixed point of a rational function is, by definition, the absolute value of its multiplier. Let us define the conjugation $g: \widehat{\mathbb{C}} \rightarrow \widehat{\mathbb{C}}$, as $g(z)=\frac{1}{z}$. Then, in view of (18), we find that $M_{p}$ is conjugated to itself via conjugation $g(z)=\frac{1}{z}$. Hence, for $z \neq 0, \infty$, by applying Beardon's Theorem 2 we immediately obtain $M_{p}^{\prime}\left(\xi, k^{\prime}, k\right)=M_{p}^{\prime}\left(\bar{\xi}, k^{\prime}, k\right)$ after identifying $R=M_{p}\left(\xi, k^{\prime}, k\right)$.

For cases $z=0$ and $z=\infty$, we need to treat their multipliers separately to be described below. Let us observe that the conjugate fixed points $z=0$ and $z=\infty$ come from the roots of the polynomial $p(z)$. As they are roots of $M_{p}\left(z, k^{\prime}, k\right)=z$ of multiplicity four, it can be concluded that $M_{p}^{\prime}\left(0, k^{\prime}, k\right)=M_{p}^{\prime}\left(\infty, k^{\prime}, k\right)=0$. This is in concordance with the proven fourth-order of convergence of the proposed class of iterative methods.

As a direct consequence of this corollary, it can be stated that the conjugate fixed points of operator $M_{p}$ have the same stability, that is,

$$
\left|M_{p}^{\prime}\left(z^{*}, k^{\prime}, k\right)\right|=\left|M_{p}^{\prime}\left(1 / z^{*}, k^{\prime}, k\right)\right| .
$$

In order to study the stability of the strange fixed points of $M_{p}\left(z, k^{\prime}, k\right)$, we calculate its first derivative and evaluate it at every fixed point. Its stability function gives us information about the asymptotic behavior of the point. In our case, the stability of other fixed points depend on the value of parameters $k^{\prime}$ and $k$. We start this analysis with the strange fixed point coming from the divergence of the original method, $z=1$.

From this rational function, the following result can be stated.
Theorem 3 Let us consider the rational function $M_{p}\left(z, k^{\prime}, k\right)$. If $k^{\prime} \neq 0, z=1$ is a parabolic strange fixed point of $M_{p}$, with independence of the value of parameter $k$ as well as the multiplicity $m$. If $k^{\prime}=0$, then $z=1$ is attracting wether $|k-80|>256$, repulsive if $|k-80|<256$ and parabolic for $k$ such that $|k-80|=256$.

Proof From the nature of Möbius transformation, $z=1$ is a fixed point of the resulting rational function (except for specific values of the parameters that can make the rational function simpler). By definition, its stability is directly deduced from the derivative of the rational operator:

$$
M_{p}^{\prime}\left(z, k^{\prime}, k\right)=z^{3} \frac{2\left(m(z-1)-k^{\prime}\right)\left(k^{\prime} z-m z^{2}+m\right)^{5}}{\left(m(z-1)-k^{\prime} z\right)^{3}} \frac{\tilde{N}\left(z, k^{\prime}, k\right)}{\left(\tilde{D}\left(z, k^{\prime}, k\right)\right)^{2}}
$$

being $\tilde{N}\left(z, k^{\prime}, k\right)$ and $\tilde{D}\left(z, k^{\prime}, k\right)$ tenth- and ninth-degree polynomials, respectively. It can be easily checked that, for $k^{\prime} \neq 0$, $M_{p}^{\prime}\left(1, k^{\prime}, k\right)=1$ and this gives the neutral character of the fixed point, with independence of $k$ and $k^{\prime}$.

On the other hand, when $k^{\prime}=0$,

$$
M_{p}^{\prime}(z, 0, k)=-z^{3} \frac{4(z+1)^{6}\left(k\left(2 z^{2}-3 z+2\right)-20(z+1)^{2}\right)}{\left(-(k-10) z^{4}+28 z^{3}+28 z^{2}+12 z+2\right)^{2}}
$$

and then $M_{p}^{\prime}(1,0, k)=-\frac{256}{k-80}$ and the thesis of the theorem is straightforward.

The importance of this result is related with the role of $z=1$ in Möbius map: as $M(\infty)=1, z=1$ in the conjugate operator corresponds to the divergence of the original one. So, an attracting or parabolic behavior of $z=1$ derives in divergent behavior of the iterative process, and it must be avoided. This is the reason why, in the following, we restrict ourselves to the case $k^{\prime}=0$ and analyze the stability of the resulting one-parametric rational function

$$
R(z, k) \equiv M_{p}(z, 0, k)=-z^{4} \frac{2(z+1)^{2}\left(z^{2}+4 z+5\right)-k}{(k-10) z^{4}-28 z^{3}-28 z^{2}-12 z-2} .
$$

According to Theorem 3, there exists an infinite set of iterative methods in the original family (14) whose behavior on $p(z)$ does not include the divergence. Our proposal has an advantage respect the family proposed by Lee et al. [19]: the rational operator $R(z, k)$ (and therefore, its dynamical behavior) does not depend on multiplicity $m$.

### 4.2 Case 2: Rational weight functions

Two general classes of rational weight functions have been described in the previous section, denoted as Cases 2A-B (see (20)) and 2C-D (see (17)). If a study is made on these subfamilies of methods, similar to the previous one with polynomial weight function, by applying them on $p(z)=(z-a)^{m}(z-b)^{m}$ and analyzing the conjugacy classes resulting from Möbius transformation, we get the following results.

In Case 2A-B, the resulting rational operator is

$$
M_{p}^{2}\left(z, k^{\prime}, \beta\right)=z^{4} \frac{\left(k^{\prime}-m z+m\right)^{2}}{\left(m(z-1)-k^{\prime} z\right)^{2}} \frac{N^{2}\left(z, k^{\prime}, \beta\right)}{D^{2}\left(z, k^{\prime}, \beta\right)},
$$

being

$$
\begin{aligned}
N^{2}\left(z, k^{\prime}, \beta\right)= & 2 \beta k^{\prime 4} z^{3}-k^{\prime 3} m(z-1) z^{2}(\beta(5 z+6)-1)+2 k^{\prime 2} m^{2}(z-1)^{2} z\left(3 \beta+(2 \beta+1) z^{2}+6 \beta z+z-1\right) \\
& -k^{\prime 3}(z-1)^{3}\left(2 \beta+(\beta+3) z^{3}+(7 \beta+6) z^{2}+(9 \beta+4) z-1\right) \\
& +m^{4}(z-1)^{4}(z+1)\left(2(\beta+1)+z^{2}+(\beta+2) z\right)
\end{aligned}
$$

and

$$
\begin{aligned}
D^{2}\left(z, k^{\prime}, \beta\right)= & 2 \beta k^{\prime 4} z^{4}-k^{\prime 3} m z^{3}(z-1)(5 \beta+(6 \beta-1) z)+2 k^{\prime 2} m^{2} z^{2}(z-1)^{2}\left(2 \beta+(3 \beta-1) z^{2}+6 \beta z+z+1\right) \\
& -k^{\prime 3} z(z-1)^{3}\left(\beta+(2 \beta-1) z^{3}+(9 \beta+4) z^{2}+(7 \beta+6) z+3\right) \\
& +m^{4}(z+1)(z-1)^{4}\left(2(\beta+1) z^{2}+(\beta+2) z+1\right)
\end{aligned}
$$

From this rational operator, it can be immediately deduced the following result, that gives us information about the presence of divergent behavior for any value of the disposable parameters $k$ and $\beta$ and for any value of the multiplicity $m$.

Theorem 4 Rational operator $M_{p}^{2}\left(z, k^{\prime}, \beta\right)$ has $z=1$ as an strange fixed point. Moreover, the character of $z=1$ is parabolic, with independence of the value of parameters $k^{\prime}$ and $\beta$, as well as the multiplicity $m$.

This parabolic character of $z=1$ yields us to the rejection of this specific case of rational functions, as the unstable behavior will be present for any value of the involved parameters.

In Case 2C-D, the rational function associated to the class acting on polynomial $p(z)$ is:

$$
M_{p}^{3}\left(z, k^{\prime}, \eta\right)=z^{4} \frac{\left(k^{\prime}-m z+m\right)^{2}}{\left(m(z-1)-k^{\prime} z\right)^{2}} \frac{N^{3}\left(z, k^{\prime}, \eta\right)}{D^{3}\left(z, k^{\prime}, \eta\right)}
$$

where

$$
\begin{aligned}
N^{3}\left(z, k^{\prime}, \eta\right)= & 2 k^{\prime 6} z^{5}(2+\eta)+m^{6}(-1+z)^{6}(1+z)\left(5+15 z^{2}+6 z^{3}+z^{4}+z(16+\eta)\right) \\
& -k^{\prime 5} m(-1+z) z^{4}(18+7 \eta+z(18+5 \eta)) \\
& -k^{\prime 5}(-1+z)^{5}\left(2+42 z^{4}+7 z^{5}+z(35+2 \eta)+z^{3}(97+3 \eta)+z^{2}(96+7 \eta)\right) \\
& -k^{\prime 3} m^{3}(-1+z)^{3} z^{2}\left(28+5 \eta+z^{3}(35+\eta)+7 z(17+3 \eta)+z^{2}(122+13 \eta)\right) \\
& +k^{\prime 2} m^{4}(-1+z)^{4} z\left(12+21 z^{4}+\eta+z^{3}(101+3 \eta)+z(93+11 \eta)+z^{2}(163+15 \eta)\right) \\
& \left.+k^{\prime 4} m^{2}(-1+z)^{2} z^{3}\left(32+9 \eta+z^{2}(34+4 \eta)+z(74+17 \eta)\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
D^{3}\left(z, k^{\prime}, \eta\right)= & 2 k^{\prime 6} z^{6}(2+\eta)+m^{6}(-1+z)^{6}(1+z)\left(1+6 z+15 z^{2}+5 z^{4}+z^{3}(16+\eta)\right) \\
& -k^{\prime 5} m(-1+z) z^{5}(18+5 \eta+z(18+7 \eta)) \\
& -k^{\prime 5}(-1+z)^{5} z\left(7+42 z+2 z^{5}+z^{4}(35+2 \eta)+z^{2}(97+3 \eta)+z^{3}(96+7 \eta)\right) \\
& -k^{\prime 3} m^{3}(-1+z)^{3} z^{3}\left(35+\eta+7 z^{2}(17+3 \eta)+z^{3}(28+5 \eta)+z(122+13 \eta)\right) \\
& +k^{\prime 2} m^{4}(-1+z)^{4} z^{2}\left(21+z^{4}(12+\eta)+z(101+3 \eta)+z^{3}(93+11 \eta)+z^{2}(163+15 \eta)\right) \\
& \left.+k^{\prime 4} m^{2}(-1+z)^{2} z^{4}\left(34+4 \eta+z^{2}(32+9 \eta)+z(74+17 \eta)\right)\right) .
\end{aligned}
$$

It can be also deduced the following result, where the unity is stated as strange fixed point of $M_{p}^{3}\left(z, k^{\prime}, \eta\right)$ and its character is proved, depending on parameters $k^{\prime}$ and $\eta$.

Theorem 5 Rational function $M_{p}^{3}\left(z, k^{\prime}, \eta\right)$ has $z=1$ as a parabolic strange fixed point, with independence of the value of parameter $\eta$ as well as the multiplicity $m$, if $k^{\prime} \neq 0$ and $\eta \neq-44$. If $k^{\prime}=0$ and $\eta \neq-44, z=1$ is an attracting strange fixed point if $|\eta+76|<16$, repulsive if $|\eta+76|>16$ and parabolic for $\eta$ such that $|\eta+76|=16$.

Proof The thesis is straightforward by checking the following aspects:

- $M_{p}^{3}\left(1, k^{\prime}, \eta\right)=1$ for all $k^{\prime} \in \mathbb{C}$ and $\eta \neq-44$.
- If $k^{\prime}=0$ and $\eta=-44$, then

$$
M_{p}^{3}\left(z, k^{\prime},-44\right)=z^{4} \frac{z^{3}+7 z^{2}+22 z-6}{6 z^{3}-22 z^{2}-7 z-1}
$$

and it can be easily checked that $z=1$ is not a fixed point of $M_{p}^{2^{\prime}}\left(z, k^{\prime}, \eta\right)$.

- For $\eta \neq-44$, the stability function of $z=1$ as fixed point of $M_{p}^{3}\left(z, k^{\prime}, \eta\right)$ is

$$
\left(M_{p}^{3}\right)^{\prime}\left(1, k^{\prime}, \eta\right)=2 \frac{\eta+68}{\eta+44} .
$$

So, $z=1$ is attracting if $\left|2 \frac{\eta+68}{\eta+44}\right|<1$, that is, considering $\eta=a+i b$, if

$$
\begin{aligned}
(a+68)^{2}+b^{2} & <\frac{1}{4}\left((a+44)^{2}+b^{2}\right) \\
a^{2}+b^{2}+152 a & <-5520 \\
(a+76)^{2}+b^{2} & <(16)^{2}
\end{aligned}
$$

Therefore, it is parabolic in the boundary of this disk and repulsive outside it.

As there exists a wide region in the parameter space where the divergence of the original class is not possible, we continue the analysis of the subclass $S(z, \eta)=M_{p}^{3}(z, 0, \eta)$ in the following section, along with the Case 1 of polynomial weight functions.

## 5 Stability of strange fixed points

The rest of strange fixed points of rational functions $R(z, k)$ and $S(z, \eta)$ and their respective stability (depending on parameters $k$, or $\eta$ ) plays also an important role in the general analysis of our class. In this section, we develop this study for polynomial weight functions as well as rational one.

### 5.1 Case 1: polynomial weight function

The fixed points of rational function $R(z, k)$ are the roots of equation $R(z, k)=z$. We focus our attention on those different from $z=0, z=\infty$ and $z=1$, as the stability of the later ones has been already analyzed. If $k \neq-176$, where the rational function is simplified, they are those satisfying $2+14 z+42 z^{2}+(60+k) z^{3}+42 z^{4}+14 z^{5}+2 z^{6}=0$. The symmetry of this polynomial yields to the following result.

Proposition 1 If $k \neq-176$, the strange fixed points of $R(z, k)$ different from $z=1$ are

$$
z_{i}^{+}=\frac{z_{i}+\sqrt{z_{i}^{2}-4}}{2}, z_{i}^{-}=\frac{z_{i}-\sqrt{z_{i}^{2}-4}}{2}=\frac{1}{z_{i}^{+}}, i=1,2,3,
$$

being $z_{i}, i=1,2,3$ the roots of the third-degree polynomial $r(t)=2 t^{3}+14 t^{2}+36 t+32+k$. Moreover, four of them are repulsive for any value of $k$ and the two left are simultaneously attractive for values of $k$ inside the disk $|k+119.699|<$ 56.2995 , being superattractive at $k \approx-96.62$.

Proof If $k=-176$, the rational operator is simplified and reduced to

$$
R(z,-176)=z^{4} \frac{z^{4}+6 z^{3}+14 z^{2}+14 z+93}{93 z^{4}+14 z^{3}+14 z^{2}+6 z+1}
$$

whose four strange fixed points different from $z=1$ are the roots of $t^{4}+9 t^{3}+38 t^{2}+9 t+1=0$, that is, $\frac{1}{4}(-9 \pm 3 i \sqrt{7} \mp \sqrt{2-54 i \sqrt{7}})$.
The value of the stability function at these points is (for all of them) $R^{\prime}\left(z_{i}^{ \pm},-176\right)=5.40904, i=1,2,3$, so they are repulsive for any value of $k$.

For $k \neq-176$, it has been previously stated that the strange fixed points are the roots of the polynomial $q(x)=2+14 x+$ $42 x^{2}+(60+k) x^{3}+42 x^{4}+14 x^{5}+2 x^{6}$. As it is symmetric of odd degree, it can be reduced to a half-degree polynomial by direct division by $x^{3}$ and the change of variables $t=x+\frac{1}{x}$. This yields to $r(t)$, whose roots, $z_{1}, z_{2}$ and $z_{3}$ can be calculated in an exact way. Therefore, their analytical expressions are obtained by undoing the change of variables.


Fig. 1: Stability functions of strange fixed points $z_{i}^{ \pm}, i=1,2,3$


Fig. 2: $1-\left|R^{\prime}\left(z_{1}^{ \pm}, k\right)\right|$ for $k$ such that $|k+119.699|<56.2995$

The stability of the strange fixed points have been obtained numerically. In Figure 1 the stability function of each of the conjugate fixed points is presented, showing the repulsiveness of $x_{i}^{ \pm}, i=2,3$ and the loci of stability of $x_{1}^{ \pm}$(complex area
where $x_{1}^{ \pm}$is attracting, that is, $\left|R^{\prime}\left(x_{1}^{ \pm}, k\right)\right|<1$. This loci of stability contains the disk $|k+119.699|<56.2995$, as has been numerically checked by calculating the error $1-\left|R^{\prime}\left(x_{1}^{ \pm}, k\right)\right|$ (see Figure 2).

By combining the results of Theorem 3 and Proposition 1, Figure 3 has been obtained. It shows that, excluding the stability area estimated by $|k+119.699|<56.2995$, the values of $k$ inside the complex disk $|k-80|<256$ make the rational operator $R(z, k)$ have only repulsive strange fixed points. Let us remark that this area is much bigger than that obtained in [19], for the


Fig. 3: Stability functions of attracting strange fixed points
operator resulting from a rational weight function. However, other kind of attracting undesired behavior can appear, such as periodic orbits.

### 5.1.1 2-periodic orbits

By analyzing the roots of the equation $R_{2}(z, k)=R(R(z, k), k)=z$, it is found that, besides the fixed points of $R(z, k)=0$, some of the 2-periodic orbits are roots of $2+14 t+42 t^{2}+70 t^{3}+(80-k) t^{4}+70 t^{5}+42 t^{6}+14 t^{7}+2 t^{8}=0$ (the rest are roots of a 48th-degree polynomial). The stability function of the only pair of roots $t_{7,8}$ of this eighth-degree polynomial that is attracting can be seen at Figure 4a, where two areas of the complex plane, one of them close to the origin (whose detail can be seen at Figure 4b) and the second is a big disk including $|k-232.9|<102.5$. For values of $k$ inside these areas, there exist attracting periodic orbits of period two. It can be numerically checked that they are superattracting for $k \approx-7.22$ $\left(R_{2}^{\prime}\left(t_{7,8},-7.22\right) \approx 4.40 \cdot 10^{-5}\right)$ and $k \approx 221.1\left(R_{2}^{\prime}\left(t_{7,8}, 221.1\right) \approx 9.84 \cdot 10^{-10}\right)$. These stability regions, and also those corresponding to attracting strange fixed points, can be seen in Figure 4c.

### 5.2 Case 2: Rational weight function

Let us consider now the case of rational operator $S(z, \eta)$. As the stability of strange fixed point $z=1$ has already been studied (see Theorem 5), and $z=0$ and $z=\infty$ are superattracting due to the fourth-order of convergence of the family (proven in Theorem 1), we focus ourselves in the calculation and analysis of the stability of the rest of strange fixed points.

Proposition 2 If $\eta \neq 0$, the strange fixed points of $S(z, \eta)$ different from $z=1$ are

$$
s_{i}^{+}=\frac{s_{i}+\sqrt{s_{i}^{2}-4}}{2}, s_{i}^{-}=\frac{s_{i}-\sqrt{s_{i}^{2}-4}}{2}=\frac{1}{s_{i}^{+}}, i=1,2,3,
$$

being $s_{i}, i=1,2,3$ the roots of the third-degree polynomial $r(t)=t^{3}+7 t^{2}+22 t+32+\eta$. Moreover, two of them, $s_{5}(\eta)$ and $s_{6}(\eta)$, are simultaneously attracting for a wide set of values of $\eta$ holding the region $|\eta+120|<27$, being superattracting at


Fig. 4: Stability functions of periodic orbits
$\eta \approx-117.95$ and the four left are attracting (two-by-two) in two symmetric complex areas inside $[0.9,0.98] \pm i[1.62,1.72] ;$ they are superattracting for $\eta \approx 0.938074 \pm 1.66811$ i. When $\eta=0$, the strange fixed points of $S(z, 0)$ are $z=1$ and the four roots of polynomial $1+5 t+11 t^{2}+5 t^{3}+t^{4}$, that are simultaneously repulsive.


Fig. 5: Stability functions $\left|S^{\prime}\left(s_{i}^{ \pm}\right), \eta\right|$ of strange fixed points $s_{i}^{ \pm}, i=1,2,3$ and $z=1$

The proof of this result, being numerical, is similar to those made in the previous subsection, by analyzing the value of the stability function of each one of the conjugate strange fixed points. In Figure 5, these stability functions are presented and it can be observed (see Figure 5b) how at the right of the disk of stability of $z=1$ a bigger loci of stability of two strange fixed points appear (Figure 5a) including $|\eta+120|<27$, and also two smaller areas near the origin, in $[0.9,0.98] \pm i[1.62,1.72]$, see Figure 5b corresponding to two pairs of conjugated fixed points $\left(\left|S^{\prime}\left(s_{1,2}^{ \pm}\right), \eta\right|\right.$ appears in orange color and $\left|S^{\prime}\left(s_{3,4}^{ \pm}\right), \eta\right|$ in blue one). The union of all these stability functions, denoted by stability set, is presented in Figure 5c.

By combining the results of Theorem 5 and Proposition 2, it is observed that, excluding the stability area of strange fixed points, there are wide areas of the complex plane (for example, values of $\eta$ with positive real part greater than 1 ) in which all there are no other attracting fixed point than the roots. It is possible that in this region attracting periodic orbits of different periods appear but, due to the complexity of the operator $S(S(z, \eta), \eta)$, they have not been calculated. However, they will appear in the parameter plane, where all the attracting elements different to the roots are visualized. It will be calculated in the following section.

## 6 Critical points: parameter and dynamical planes

A classical result establishes that there is at least one critical point associated with each invariant Fatou component. This is the main reason to calculate the free critical points of the rational function associated to the family of iterative methods (those critical points different to $z=\infty$ and $z=0$ ). All the attracting behavior are in the basins of attraction where these critical
points lay. Thus, dangerous behavior, as convergence to undesired attracting fixed points or periodic orbits, of some members of the class of iterative methods can be located by analyzing these free critical points.

### 6.1 Case 1: Polynomial weight function

The following result is devoted to this aim, setting the number and analytical expressions of the critical points of $R(z, k)$
Theorem 6 The set of critical points of rational operator $R(z, k)$ is defined by $z=0, z=\infty$ and the free critical points. These are:
a) $z=-1$, that is a pre-periodic point, as $R(-1, k)=1$ for any $k \in \mathbb{C}$.
b) For $k \notin\{0,10,80\}$, there exist two free conjugate critical points,

$$
c r_{1}(k)=\frac{3 k-\sqrt{7} \sqrt{(80-k) k}+40}{4(k-10)}, c r_{2}(k)=\frac{3 k+\sqrt{7} \sqrt{(80-k) k}+40}{4(k-10)}=\frac{1}{c r_{1}(k)} .
$$

Proof By definition, the critical points are the roots of $R^{\prime}(z, k)=0$, that is, of

$$
-4 z^{3}(1+z)^{6}\left((2 k-20) z^{2}-(3 k+40) z+2 k-20\right)=0
$$

so the free critical points are $z=-1, z=c r_{1}(k)$ and $z=c r_{2}(k)$. As the later two are not defined for $k=10$, we analyze the rational operator and see that it is simplified for this value of the parameter,

$$
R(z, 10)=z^{5} \frac{z^{3}+6 z^{2}+14 z+14}{14 z^{3}+14 z^{2}+6 z+1}
$$

From this expression, it can be deduced that the iterative method corresponding to $k=10$ has fifth-order of convergence (on quadratic polynomials) and also that its only critical points are $z=0, z=\infty$ and $z=-1$. It can be also observed that $c r_{1}(k)=c r_{2}(k)$ for $k=0$ and $k=80$, but, by studying $R(z, k)$ at these two values, we found that it is also simplified

$$
\begin{aligned}
R(z, 0) & =z^{4} \frac{z^{2}+4 z+5}{5 z^{2}+4 z+1} \\
R(z, 80) & =-z^{4} \frac{z^{3}+7 z^{2}+21 z+35}{35 z^{3}+21 z^{2}+7 z+1}
\end{aligned}
$$

in such a way that the only critical points are again (in both cases) $z=0, z=\infty$ and $z=-1$.


Fig. 6: Parameter plane of $R(z, k)$

Points $z=\infty$ and $z=0$ are both superattractive fixed points of $R(z, k)$, so they also are critical points and give rise to their respective Fatou components [30]. Therefore, the way to calculate the parameter planes associate to $R(z, k)$ is to study
the orbits of each free independent critical point for all the complex values of the parameter $k$ in the defined mesh. In this subsection, we analyze the only parameter plane of $R(z, k)$, as it has only one free independent critical point, $c r_{1}(k)$.

The way to calculate the parameter plane associate to $R(z, k)$ is the study of the orbits of the free independent critical point for all the complex values of the parameter $k$ in a defined mesh of 2000 points per axis. In order to get this parameter plane we study the orbits of the free critical point for each $k$ in the complex square $[-200,400] \times[-300,300]$, that includes all the stability functions of the fixed and periodic points analyzed in the previous section. By using the routines appearing in [31], we have painted in red the values of the parameter that makes the critical point converge to $z=0$ or $z=\infty$ (brighter as lower is the number of iterations needed), and in black if the critical point has not converged after 500 iterations, or has converged to another element (attracting strange fixed point or periodic orbit). We show the resulting parameter plane in Figure 6, including a detail of the central red area of stable behavior.

It is clear, by observing Figure 6, that all the structures of the stability functions of fixed and 2-periodic points plotted in Figure 4c (and analyzed in the results of the previous section) are identified. The rest of black structures correspond to attracting periodic orbits of higher periods. Also, the red area between the two biggest black areas corresponding to attracting strange fixed points (see Proposition 1) and attracting 2-periodic orbits (estimated by $|k-232.9|<102.5$ ) includes the real interval $[0,65]$ and it is much wider than that obtained in [19] for the rational weight function. All these real an complex values of parameter $k$ correspond to iterative methods of the proposed class whose only possible behavior is to converge to the roots. They are the best candidates to have stable behavior for any other kind of nonlinear functions.


Fig. 7: Dynamical planes corresponding to stable performance

This stable performance can be observed in the different cases presented in Figure 7, where the only basins of attraction are those corresponding to the original roots of the polynomial, that is, the basin of $z=0$ and that of $z=\infty$. These dynamical planes have been obtained by using the routines in [31], by means of a mesh of $800 \times 800$ points as initial guesses of the iterative method corresponding to an specific value of parameter $k$. Each one of this initial estimations is plotted in orange (blue) color if the method converges to zero (infinity) in less than 200 iterations or in black in other cases. Moreover, fixed points are marked with white circles, meanwhile attraction ones appear as white stars and critical points as white squares. In this way, it can be visualized as attracting fixed points lay in their own basin of attraction, that contains at least one critical
point; on the other hand, repulsive fixed point always appear in the boundary of the basins of attraction, that is, in the Julia set.


Fig. 8: Dynamical planes corresponding to unstable performance

The biggest area of stability of 2-periodic orbits is represented by a dynamical plane for $k=221$, very close to the value of $k$ where this orbit is superatracting. The black area in the dynamical plane (see Figure 8a) corresponds to the basin of attraction of the periodic orbit, that is plotted in yellow.

It is known, by Sharkowski's Theorem (see, for example, [29]), that the existence of 3-periodic orbits yields to the existence of periodic orbits of any period. In Figure 8b, one attracting 3-periodic orbit appears in the dynamical plane corresponding to $k=205+200 i$.

Although we have checked that $k=80$ yields to a simplified rational function with no other free critical point than $z=-1$, it does not appear in the set of stable behavior (Figure 7). The reason is that, for this value of parameter $k, z=1$ is no longer an strange fixed point and it can be proven that, not also $z=-1$ is a pre-image of $z=1$, but also $z=-1$ is an image of $z=1$; that is, both points form an attracting 2-periodic orbit. This can be visualized in Figure 8c, where yellow lines represent the orbit.

A different unstable behavior can be observed in Figure 8d, corresponding to $k=-150$, in the loci of stability of two attracting strange fixed points. For this value of $k$, these points are $0.8818 \pm 0.4717 i$ and their respective basins of attraction appear in yellow and green in the figure.

Another value of $k$ where the rational function $R(z, k)$ is simplified is $k=-176$; in it, four of the strange fixed points collapse in $z=1$. However, this does not means that it is more stable as, for this value of $k, z=1$ is parabolic and, therefore, it behaves as attracting or repulsing fixed point in different areas of the dynamical plane; corresponding to its stable manifold, it has a wide basin of attraction, as can be seen at Figure 8e. However, for $k=-250, z=1$ is attracting and its basin of attraction can be seen plotted in green color in Figure 8f.

### 6.2 Case 2: Rational weight function

In case of fixed point operator $S(z, \eta)$, the critical points that will lead us through the parameter plane to find all the pathological behavior, are described in the following result.

Theorem 7 The set of critical points of rational operator $S(z, \eta)$ is defined by $z=0, z=\infty$ and (if $\eta \neq 0$ ) eight free critical points, two-by-two dependent by conjugation. These are:

$$
c s_{i}^{+}(\eta)=\frac{1}{2}\left(u_{i}(\eta)+\sqrt{u_{i}(\eta)^{2}-4}\right), c s_{i}^{-}(\eta)=\frac{1}{2}\left(u_{i}(\eta)-\sqrt{u_{i}(\eta)^{2}-4}\right), \quad i=1,2,3,4
$$

being $u_{i}(\eta), i=1,2,3,4$ the roots of polynomial $24 u^{4}+(188+5 \eta) u^{3}+(654+24 \eta) u^{2}+(1308+51 \eta) u+\left(1636+64 \eta+2 \eta^{2}\right)$. However, if $\eta=0$, there are only four critical points, roots of the polynomial $12+46 t+71 t^{2}+46 t^{3}+12 t^{4}$, as the four left collapse in $z=-1$, pre-image of $z=1$.
Proof By definition, critical points are found by solving the equation $S^{\prime}(z, \eta)=0$; in this case, it is equivalent to calculate the roots of $24+(188+5 \eta) t+(654+24 \eta) t^{2}+(1308+51 \eta) t^{3}+\left(1636+64 \eta+2 \eta^{2}\right) t^{4}+(1308+51 \eta) t^{5}+(654+24 \eta) t^{6}+(188+$ $5 \eta) t^{7}+24 t^{8}$. Due to the symmetry of this polynomial, its simple division of the polynomial by $t^{4}$ and by means of the change of variables $u=t+\frac{1}{t}$, the polynomial results as $24 u^{4}+(188+5 \eta) u^{3}+(654+24 \eta) u^{2}+(1308+51 \eta) u+\left(1636+64 \eta+2 \eta^{2}\right)$ (that can be analytically solved) and the original critical points can be found through its roots as it is stated in the thesis of this result. If $\eta=0$, the fixed point operator

$$
S(z, 0)=\frac{x^{4}\left(z^{2}+4 z+6\right)}{6 z^{2}+4 z+1}
$$

is simplified and there are only four critical points, conjugated two-by-two, obtained by solving $S^{\prime}(z, 0)=0$.
By using the same routines than in the case of polynomial weight function and stating a mesh of $800 \times 800$ points and a maximum of 200 iterations, the parameter planes associated to $S(z, \eta)$ are found and can be seen in Figure 9. In it, four parameter spaces are shown, corresponding to each one of the free independent critical points of $S(z, \eta)$; in this case, $c s_{i}^{+}(\eta)$, $i=1,2,3,4$, have been used as initial estimation in the corresponding parameter plane. As before, red areas correspond to values of parameter $\eta$ such that $S\left(c s_{i}^{+}(\eta), \eta\right)$ converges to $z=0$ or $z=\infty$, coming from the original roots of the polynomial. The values of $\eta$ that assure convergence only to the roots are those that are found to be simultaneously red in all the parameter planes. As can be observed, this area is wide enough to consider this rational weight function a a stable selection.

From these results, several stable elements can be selected from the rational class of iterative methods: those corresponding to values of parameter $\eta$ where there no exist attracting strange fixed nor periodic points. The dynamical planes corresponding to some of them can be seen at Figure 10, where a mesh of $800 \times 800$ points have been used, with a maximum of 200 iterations. In Figure 10a, the case of $\eta$ null is presented, whose main characteristic is that the basins of the roots are disconnected. The same happens for Figure 10 b where some black points appear simulating to connect the different components of the basins of attraction, but thy are only points of slower convergence. Again disconnected are the basins for Figure 10c. The best behavior appears for $\eta=-44$ (see Figure 10d), where the behavior is as that of Newton's method for simple roots (that is, global convergence) but with fourth-order of convergence. For this value of the parameter, the rational operator $S(z, \eta)$ is simplified and $z=1$ is not a fixed point.

In a similar way, any of the values of $\eta$ that appears in black in any of the parameter planes in Figure 9 can be selected as a unstable member of the rational class of iterative methods. In Figure 11, some of them are presented, as in Figure 11b, where the basins of simultaneous superattracting fixed points $-0.3870+0.2135 i$ and $-1.9811-1.0927 i$ corresponding to $\eta=$ $0.938074+1.66811 i$ appear. Also in Figure 11c, strange fixed points $z=0.5241$ and $z=1.9080$ are simultaneously attracting and show their own basin of attraction. A 2-periodic orbit appears in the dynamical plane of Figure 11d, corresponding to $\eta=-150$.

## 7 Numerical results

In this section, we investigate the numerical performance of our proposed fourth order schemes namely (19)-(20) and (21)-(24) denoted by S1A, S1B, S2A, S2B, S2C and S2D, respectively, by carrying out some standard non-linear test functions. From the stability analysis made in the previous section, the selected values of the parameters in each case give us expectations of good performance in cases 1A, 2C and 2D, meanwhile worse behavior can be expected in cases 1B, 2A, and 2B.

Case 1A: For $a_{1}=0, k=11$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
x_{n+1} & =y_{n}-m u_{n}\left(1+2 u_{n}+\frac{11}{2} u_{n}^{2}\right) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} . \tag{19}
\end{align*}
$$



Fig. 9: Parameter planes of $S(z, \eta)$

Let us remark that $a_{1}=0$ involves $k^{\prime}=0$ in the dynamical analysis (Theorem 3, Section 4.1) and, in this case, $k=11$ makes repulsive the strange fixed point $z=1$, coming from the divergence of the original method. So, divergence is avoided in this case. Moreover, Proposition 1 (Section 5) tell us that for this value of $k$, the strange fixed points are all repulsive. Regarding critical points, Theorem 6 in Section 6 assures us that $k=11$ is in the stable region of the parameter plane (see Figure 6).

Case 1B: For $a_{1}=\frac{m}{2}, k=11$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{2 f\left(x_{n}\right)}{2 f^{\prime}\left(x_{n}\right)+m f\left(x_{n}\right)}, \\
x_{n+1} & =y_{n}-m u_{n}\left(1+2 u_{n}+\frac{11}{2} u_{n}^{2}\right) \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+m f\left(x_{n}\right)} . \tag{20}
\end{align*}
$$

From Theorem 3, it can be deduced in this case that $z=1$ is parabolic; so, it can behave both as an attractor or as a repulsor. In this case, we can not assure that divergence is avoided.


Fig. 10: Dynamical planes corresponding to stable performance of $s(z, \eta)$

Case 2A: For $a_{1}=0, \alpha=0, \beta=4, \gamma=1, \eta=0$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+4 u_{n}}{\left(1+u_{n}\right)^{2}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{21}
\end{align*}
$$

This particular rational function yields to a parabolic strange fixed point $z=1$, so it will be unstable, as it has been stated in Theorem 4 of Section 4.2.

Case 2B: For $a_{1}=\frac{m}{2}, \alpha=0, \beta=4, \gamma=1, \eta=0$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{2 f\left(x_{n}\right)}{2 f^{\prime}\left(x_{n}\right)+m f\left(x_{n}\right)} \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+4 u_{n}}{\left(1+u_{n}\right)^{2}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)+m f\left(x_{n}\right)} \tag{22}
\end{align*}
$$

This selection of the values of the parameters give an iterative method with the same stability properties as in the previous case.


Fig. 11: Dynamical planes corresponding to unstable performance of $s(z, \eta)$

Case 2C: For $a_{1}=0, \alpha=0, \beta=2, \gamma=1, \eta=-44$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+2 u_{n}}{1+u_{n}^{2}-44 u_{n}^{3}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} . \tag{23}
\end{align*}
$$

As $a_{1}=0$ and $\eta=-44$, Theorem 5 in Section 4.2 sets that $z=1$ is not an strange fixed point; so, divergence is avoided. Indeed, Proposition 2 states that the strange fixed points are simultaneously repulsive for these values of the parameters and Theorem 7 says that there exist four independent free critical points and in Figure 9 it can be seen that $\eta=-44$ is in the stable area of all of them.

Case 2D: For $a_{1}=0, \alpha=1, \beta=2, \gamma=1, \eta=-44$, we have:

$$
\begin{align*}
y_{n} & =x_{n}-m \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \\
x_{n+1} & =y_{n}-m u_{n} \frac{1+2 u_{n}+u_{n}^{2}}{1+u_{n}^{2}-44 u_{n}^{3}} \frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{24}
\end{align*}
$$

As the values of $a_{1}$ and $\eta$ coincide in this case with those of Case 2 C , we can affirm that their qualitative behavior is the same.

We compare the methods with the recent parametric-based optimal fourth order methods proposed by Behl et al. [18] (Behl) given by (28) and Lee et al. [19] (Lee) method.

In the comparison tables, we display the number of iteration indexes $n$, error at each iterations $\left|x_{n}-\xi\right|$, functional value at $x_{n},\left|f\left(x_{n}\right)\right|$, asymptotic error constant $\left|e_{n} / e_{n-1}^{4}\right|$, computational order of convergence $\rho_{n}$ using the formula by Jay [32] as:

$$
\rho_{n} \approx \frac{\ln \left|f\left(x_{n+1}\right) / f\left(x_{n}\right)\right|}{\ln \left|f\left(x_{n}\right) / f\left(x_{n-1}\right)\right|} .
$$

In this regard, we consider the test functions that have applications in real world problems as follows:

## Example 1 Malthusian Model with Immigration

Let us consider the Malthusian population growth model with constant immigration. Let $\mathrm{P}(\mathrm{t})$ be population at any time t , r is the fixed immigration, k is the constant birth rate, then we have:

$$
\frac{d P}{d t}=k P(t)+r, P(0)=P_{0}
$$

The solution is given as

$$
P(t)=P_{0} e^{k t}+\frac{r}{k}\left(e^{k t}-1\right) .
$$

Suppose, a certain community has 1000 thousand individuals initially and 300 thousand immigrate into the community in the first year. Also, let there be 1365 thousand people at the end of one year. Using the data, we are required to solve the non-linear equation:

$$
f_{1}(x)=1365-1000 e^{x}-\frac{300}{x}\left(e^{x}-1\right)
$$

to find the birth rate. The desired zero of $f_{1}$ is 0.05504622451335177827483421 with $\mathrm{m}=1$. We choose $x_{0}=0.06$.
Example 2 We consider a standard nonlinear test function as follows:

$$
f_{2}(x)=(x-1)^{2}\left(2 x^{2}-2 \sin \frac{\pi x}{6}-\sqrt{x}\right)^{2}
$$

It has a multiple zero $\xi=1$ of multiplicity of order four We consider an initial guess $x_{0}=3.3$ and $m=4$ for this problem.
Example 3 We consider another standard nonlinear test function as follows:

$$
f_{3}(x)=\left(e^{x}+x-20\right)^{2}
$$

It has a multiple zero $\xi=2.842438953$ of multiplicity of order two We consider an initial guess $x_{0}=3.0$ and $m=2$ for this problem.

## Example 4 Eigenvalue problem:

One of the challenging task of linear algebra is to find the eigenvalues of a large square matrix. It gets complicated further if we are required to find the zeros of characteristic equation of a square matrix of order greater than 4 . Let us consider the following square matrix of order 4

$$
A=\frac{1}{8}\left[\begin{array}{ccccccccc}
-12 & 0 & 0 & 19 & -19 & 76 & -19 & 18 & 437 \\
-64 & 24 & 0 & -24 & 24 & 64 & -8 & 32 & 376 \\
-16 & 0 & 24 & 4 & -4 & 16 & -4 & 8 & 92 \\
-40 & 0 & 0 & -10 & 50 & 40 & 2 & 20 & 242 \\
-4 & 0 & 0 & -1 & 41 & 4 & 1 & 2 & 25 \\
-40 & 0 & 0 & 18 & -18 & 104 & -18 & 20 & 462 \\
-84 & 0 & 0 & -29 & 29 & 84 & 21 & 42 & 501 \\
16 & 0 & 0 & -4 & 4 & -16 & 4 & 16 & -92 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 24
\end{array}\right] .
$$

The corresponding characteristic polynomial of the above matrix (A) is given as follows:

$$
\begin{equation*}
f_{4}(x)=x^{9}-29 x^{8}+349 x^{7}-2261 x^{6}+8455 x^{5}-17663 x^{4}+15927 x^{3}+6993 x^{2}-24732 x+12960 \tag{25}
\end{equation*}
$$

The above function has one multiple zero at $\xi=3$ of multiplicity 4 with initial approximation $x_{0}=2.4$.

Example 5 Fractional conversion in a chemical reactor:
Let us consider the following non-linear function involved in fractional conversion in a chemical reactor (See [2])

$$
\begin{equation*}
f_{5}(x)=\frac{x}{1-x}-5 \log \left[\frac{0.4(1-x)}{0.4-0.5 x}\right]+4.45977 \tag{26}
\end{equation*}
$$

Here $x$ represents the fractional conversion of species X in a chemical reactor. It is evident that there will be no physical meaning of above fractional conversion if $x$ is less than zero or greater than one. Due to which we take $x$ in the bounded region $0 \leq x \leq 1$. The required solution is $\xi=0.757396246253753879459641297929$. Moreover, we consider the initial guess as $x_{0}=0.76$.

We have done our calculations with 1000 significant digits to minimize the round off error. Due to limitations, we display the values up to 10 significant digits only with exponent power denoted by $E(-i)$ for $E \times 10^{-i}$ in the Tables $1-5$. D stands for divergence.

| Schemes | $n$ | $x_{n}$ | $\left\|f\left(x_{n}\right)\right\|$ | $\left\|x_{n}-\xi\right\|$ | $\left\|e_{n} / e_{n-1}^{4}\right\|$ | $\rho_{n}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Behl | 1 | 0.05504622471 | $2.4070009598(-7)$ | $1.985631340(-10)$ | $3.297261107(-1)$ |  |
|  | 2 | 0.05504622451 | $6.256736895(-37)$ | $5.161432453(-40)$ | $3.320288127(-1)$ |  |
|  | 3 | 0.05504622451 | $2.856501193(-155)$ | $2.356442057(-158)$ | $3.320288127(-1)$ | 3.999999999 |
| Lee | 1 | 0.05504622479 | $3.431024134(-7)$ | $2.830389004(-10)$ | $4.700032375(-1)$ |  |
|  | 2 | 0.05504622451 | $3.688395710(-36)$ | $3.042705109(-39)$ | $4.741058891(-1)$ |  |
|  | 3 | 0.05504622451 | $4.925977797(-152)$ | $4.063636060(-155)$ | $4.741058893(-1)$ | 3.999999999 |
| $S 1 A$ | 1 | 0.05504622443 | $9.146728958(-8)$ | $7.545502468(-11)$ | $1.252976386(-1)$ |  |
|  | 2 | 0.05504622451 | $5.092442840(-39)$ | $4.200959730(-42)$ | $1.295972709(-1)$ |  |
|  | 3 | 0.05504622451 | $4.892913910(-164)$ | $4.036360338(-167)$ | $1.295972708(-1)$ | 4.000000000 |
| $S 1 B$ | 1 | 0.05504622332 | $1.444440637(-6)$ | $1.191576841(-9)$ | 1.978685516 |  |
|  | 2 | 0.05504622451 | $5.031003323(-33)$ | $4.150275816(-36)$ | 2.058679519 |  |
|  | 3 | 0.05504622451 | $7.404133206(-139)$ | $6.107965551(-142)$ | 2.058679500 | 4.000000000 |
| $S 2 A$ | 1 | 0.05504622512 | $7.366771663(-7)$ | $6.077144519(-10)$ | 1.009146655 |  |
|  | 2 | 0.05504622451 | $1.691299495(-34)$ | $1.395220583(-37)$ | 1.022926942 |  |
|  | 3 | 0.05504622451 | $4.698873591(-145)$ | $3.876288719(-148)$ | 1.022926944 | 3.999999999 |
| $S 2 B$ | 1 | 0.05504622906 | $5.521846244(-6)$ | $4.555191759(-9)$ | 7.564171818 |  |
|  | 2 | 0.05504622451 | $4.064486249(-30)$ | $3.352957233(-33)$ | 7.787559135 |  |
|  | 3 | 0.05504622451 | $1.193139078(-126)$ | $9.842681359(-130)$ | 7.787559344 | 3.999999999 |
| $S 2 C$ | 1 | 0.05504622485 | $4.142353002(-7)$ | $3.417192631(-10)$ | $5.674455339(-1)$ |  |
|  | 2 | 0.05504622451 | $9.650986863(-36)$ | $7.961484978(-39)$ | $5.838700991(-1)$ |  |
|  | 3 | 0.05504622451 | $2.843611096(-150)$ | $2.345808501(-153)$ | $5.838701003(-1)$ | 3.999999999 |
| $S 2 D$ | 1 | 0.05504622478 | $3.352230221(-7)$ | $2.765388755(-10)$ | $4.592095523(-1)$ |  |
|  | 2 | 0.05504622451 | $3.361071599(-36)$ | $2.772682362(-39)$ | $4.741058885(-1)$ | 3.999999999 |

Table 1: Comparison of methods for $f_{1}(x)$

It can be observed in the Tables 1-5 that proposed methods behave as it is expected, confirming the theoretical results. It is also seen that methods coming from stable values of the dynamical analysis perform better than those classified as unstable, that is, methods S1A and S2A have lower errors than S1B and S2B. Moreover, both S2C and S2D corresponding to stable values for rational weight functions show very good results. In general, schemes with better results are S2D and S1A.

## 8 Conclusions

In this manuscript, we have designed a new optimal fourth-order class of iterative methods for multiple roots that contains some known methods. As it has been done by using weight-function procedure, a big variety of subclasses can be defined holding the order of convergence. We have selected some polynomial and rational weight functions to analyze the dynamical behavior of the resulting families. Some interesting results have been obtained that have been confirmed by numerical tests.
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| Schemes | $n$ | $x_{n}$ | $\left\|f\left(x_{n}\right)\right\|$ | $\left\|x_{n}-\xi\right\|$ | $\left\|e_{n} / e_{n-1}^{4}\right\|$ | $\rho_{n}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Behl | 1 | 1.163143822 | $6.213998677(-3)$ | $1.631438226(-1)$ | $5.829875630(-3)$ |  |
|  | 2 | 1.000157615 | $4.151009251(-15)$ | $1.576154954(-4)$ | $2.224930119(-1)$ |  |
|  | 3 | 1.000000000 | $2.514716599(-62)$ | $2.4729344401(-16)$ | $4.006977989(-1)$ | 3.878178342 |
| Lee | 1 | 1.164331487 | $6.408520313(-3)$ | $1.643314873(-1)$ | $5.872316329(-3)$ |  |
|  | 2 | 1.000177229 | $6.636208744(-15)$ | $1.772298136(-4)$ | $2.430265022(-1)$ |  |
|  | 3 | 1.000000000 | $2.798865388(-61)$ | $4.516851824(-16)$ | $4.578136319(-1)$ | 3.869467328 |
| $S 1 A$ | 1 | 1.111018298 | $1.228691791(-3)$ | $1.110182987(-1)$ | $3.967192040(-3)$ |  |
|  | 2 | 1.000006141 | $9.563645886(-21)$ | $6.141084161(-6)$ | $4.042655903(-2)$ |  |
|  | 3 | 1.000000000 | $2.732822485(-94)$ | $2.524894267(-24)$ | $1.775264216(-3)$ | 4.298602378 |
| $S 1 B$ | 1 | 1.258896314 | $4.537016137(-2)$ | $2.588963144(-1)$ | $9.251550503(-3)$ |  |
|  | 2 | 0.999300233 | $1.610347850(-12)$ | $6.997660387(-4)$ | $1.557576511(-1)$ |  |
|  | 3 | 1.000000918 | $4.794357138(-24)$ | $9.189095440(-7)$ | $3.832316038(6)$ | 2.283295522 |
| $S 2 A$ | 1 | 1.201747543 | $1.539961374(-2)$ | $2.017475436(-1)$ | $7.209363302(-3)$ |  |
|  | 2 | 1.000582286 | $7.737953036(-13)$ | $5.822863250(-3)$ | $3.514823879(-1)$ |  |
|  | 3 | 1.000000000 | $6.739694875(-52)$ | $1.000576732(-13)$ | $8.703702461(-1)$ | 3.792642663 |
| $S 2 B$ | 1 | 1.944480972 | $1.778648632(1)$ | $9.444809728(-1)$ | $3.375062885(-2)$ |  |
|  | 2 | 1.186510886 | $1.099612324(-2)$ | $1.865108863(-1)$ | $2.343858195(-1)$ |  |
|  | 3 | 1.002879056 | $4.643207582(-10)$ | $2.879056528(-3)$ | 2.379213680 | 2.298150490 |
| $S 2 C$ | 1 | 1.049813740 | $4.507825712(-5)$ | $4.981374096(-2)$ | $1.780073004(-3)$ |  |
|  | 2 | 1.000002343 | $2.026524674(-22)$ | $2.343030116(-6)$ | $3.805232861(-1)$ |  |
|  | 3 | 1.000000000 | $4.756664815(-91)$ | $1.630857360(-23)$ | $5.411335917(-1)$ | 3.956222856 |
| $S 2 D$ | 1 | 1.03744627 | $1.409885742(-4)$ | $3.744627423(-2)$ | $1.338126801(-3)$ |  |
|  | 2 | 1.000000682 | $1.456074038(-24)$ | $6.821597270(-7)$ | $3.469378014(-1)$ |  |
|  | 3 | 1.000000000 | $6.514566551(-100)$ | $9.921143288(-26)$ | $4.581602608(-1)$ | 3.968676714 |

Table 2: Comparison of methods for $f_{2}(x)$

| Schemes | $n$ | $x_{n}$ | $\left\|f\left(x_{n}\right)\right\|$ | $\left\|x_{n}-\xi\right\|$ | $\left\|e_{n} / e_{n-1}^{4}\right\|$ | $\rho_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Behl | 1 | $D$ | - | - | - | - |
|  | 2 | - | - | - | - | - |
|  | 3 | - | - | - | - | - |
| Lee | 1 | 2.842655376 | $1.544574100(-5)$ | 2.164225216(-4) | 3.511616083(-1) |  |
|  | 2 | 2.842438953 | $3.252744931(-28)$ | $9.932703953(-16)$ | $4.527491873(-1)$ |  |
|  | 3 | 2.842438953 | $6.407431039(-119)$ | $4.408435159(-61)$ | $4.529126925(-1)$ | 3.999970502 |
| S1A | 1 | 2.842419561 | $1.239841123(-7)$ | $1.939230730(-5)$ | 3.146545826(-2) |  |
|  | 2 | 2.842438954 | $4.163414480(-17)$ | $3.553589935(-10)$ | 2.512750523 (9) |  |
|  | 3 | 2.842438953 | $1.355227554(-75)$ | $2.027442745(-39)$ | $1.271391647(-1)$ | 6.173522651 |
| $S 1 B$ | 1 | 2.842092176 | $3.963444678(-5)$ | 3.467768038(-4) | $5.626711084(-1)$ |  |
|  | 2 | 2.842439187 | $1.807060181(-11)$ | $2.341147341(-7)$ | 1.618931931 (7) |  |
|  | 3 | 2.842438953 | $1.227939872(-50)$ | $6.102826703(-27)$ | 2.031496362(13) | 6.176813861 |
| $S 2 A$ | 1 | 2.842848889 | $5.542617408(-5)$ | $4.099357747(-4)$ | $6.651512275(-1)$ |  |
|  | 2 | 2.842438953 | $2.520918726(-25)$ | $2.765170463(-14)$ | $9.791711911(-1)$ |  |
|  | 3 | 2.842438953 | $1.082800758(-106)$ | $5.730819932(-55)$ | $9.802325631(-1)$ | 3.999920660 |
| S2B | 1 | 2.844556510 | $1.481339170(-3)$ | $2.117557214(-3)$ | 3.43589378 |  |
|  | 2 | 2.842438953 | $7.560308189(-18)$ | $1.514301096(-10)$ | 7.531329058 |  |
|  | 3 | 2.842438953 | $5.299869283(-75)$ | $4.009360119(-39)$ | 7.624758960 | 3.999007446 |
| S2C | 1 | 2.842561204 | $4.928005506(-6)$ | $1.222511616(-4)$ | $1.983615854(-1)$ |  |
|  | 2 | 2.842438953 | $5.121499337(-30)$ | $1.246352954(-16)$ | $5.579934095(-1)$ |  |
|  | 3 | 2.842438953 | $5.985465465(-126)$ | $1.347384204(-64)$ | $5.583766667(-1)$ | 3.999966765 |
| $S 2 D$ | 1 | 2.842517962 | 2.058262941 (-6) | $7.900902501(-5)$ | $1.281980085(-1)$ |  |
|  | 2 | 2.842438953 | $1.025949521(-31)$ | $1.764028038(-17)$ | $4.526876781(-1)$ |  |
|  | 3 | 2.842438953 | $6.341439870(-133)$ | $4.385674810(-68)$ | $9.802325631(-1)$ | 3.999977815 |

Table 3: Comparison of methods for $f_{3}(x)$
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| Schemes | $n$ | $x_{n}$ | $\left\|f\left(x_{n}\right)\right\|$ | $\left\|x_{n}-\xi\right\|$ | $\left\|e_{n} / e_{n-1}^{4}\right\|$ | $\rho_{n}$ |
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|  | 2 | 2.99999999 | $1.184831738(-49)$ | $1.961741019(-13)$ | $1.674106588(-1)$ |  |
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Table 4: Comparison of methods for $f_{4}(x)$

| Schemes | $n$ | $x_{n}$ | $\left\|f\left(x_{n}\right)\right\|$ | $\left\|x_{n}-\xi\right\|$ | $\left\|e_{n} / e_{n-1}^{4}\right\|$ | $\rho_{n}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
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