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September 2020



Abstract

Image-based and range-based solutions have great potential for accurate
measurements in many different fields, including medicine. Cranial defor-
mation is a problem with high prevalence among infants during their first
months of life. Cranial deformation has different causes and associated
risks. Most common deformations have positional causes and have long
been considered to cause aesthetical problems only. Nowadays, authors are
pointing at these deformations as a possible indicator of future develop-
mental delays. Another type of cranial deformation is caused by the early
closing of cranial sutures, that can lead to important health risks and is
usually corrected by surgery. Early detection of the deformation leads to
better development prospects, as cranium is especially malleable during the
first months of life. Good monitoring also provides better data for evalu-
ation of the different correction procedures, improving the outcome of the
patients over time. Cranial deformation evaluation methodologies can be
divided into three mean groups: 1) Low-cost measurements carried out by
simple tools such as calliper and measuring tape and even visual assess-
ment; 2) Radiological tests (Computed Tomography (CT) and Magnetic
Resonance Imaging (MRI)), considered the gold standard, but costly and
highly invasive; and 3) Image-based and range-based commercial solutions,
non-invasive but too costly to be implemented as part of the clinical routine
in many hospitals and clinics.

In this doctoral thesis, the possibilities of photogrammetry as a method for
cranial deformation assessment has been studied and a novel tool has been
developed. The tool was required to be low-cost, objective and non-invasive,
so no sedation would be required. The main challenge of the project was
dealing with the movement of the infants during the consultation.



In the first place, single-lens reflex (SLR) cameras were used to obtain head
models of the patients. The methodology provided the required accuracy
but the data acquisition was time-consuming and required an important
setup. The data processing was also time-consuming, being totally manual
and requiring expert users. The necessities to automatically obtain accurate
3D models from moving infants were studied and a novel tool was developed.
The developed tool consists of a coded cap that works together with a
smartphone app to guide the user during the data acquisition. Therefore,
no expertise is required for data acquisition. The data is later processed on
a server and the model and deformation parameters are made available to
the user in less than 4 minutes with an accuracy of 2 mm. In order to make
the model valuable for doctors, automatic measurements and deformation
indexes are extracted from the model.

Photogrammetry is a suitable technique to obtain high quality data and
overcome the limitations. Together with ad-hoc developed software, it is
the base of a fully automatic tool that is optimised for its use in clinics
and hospitals. The developed tool is considered highly cost-effective and an
important improvement as it provides similar data as existing costly setups,
but it is also low-cost and portable.



Resumen

La fotogrametŕıa ha demostrado un gran potencial para la obtención de
mediciones precisas en diferentes campos de estudio, incluyendo la medic-
ina. La deformación craneal es un problema con una alta prevalencia entre
lactantes durante sus primeros años de vida, esta deformación puede tener
diferentes causas y riesgos asociados. La causa más común de las defor-
maciones es posicional, este tipo de deformaciones se han asociado durante
mucho tiempo a problemas únicamente estéticos. Sin embargo, diferentes
autores han puesto de manifiesto la posible relación entre deformaciones
posicionales y retrasos en el desarrollo. Otro tipo de deformación craneal es
el causado por el cierre prematuro de algunas suturas craneales, que puede
tener como consecuencia importantes riesgos para la salud de los lactantes y
a menudo es corregido mediante ciruǵıa. La detección precoz de estas defor-
maciones es importante para asegurar los mejores resultados futuros, ya que
el cráneo es especialmente maleable durante los primeros meses de vida. La
correcta monitorización de los pacientes también hace posible la evaluación
de los diferentes tratamientos posibles y asegura una mejor evolución.

Las metodoloǵıas actuales para la evaluación de la deformación craneal
pueden dividirse en tres grupos principales: 1) Mediciones de bajo coste,
realizadas con dispositivos simples como cinta métrica y calibre, o mediante
un simple análisis visual; 2) Pruebas radiológicas, en concreto Tomograf́ıa
Computerizada e Imagen por Resonancia Magnética, son consideradas la
opción más precisa pero tienen un alto coste y son invasivas y 3) Soluciones
basadas en imagen o escáneres 3D, que no son invasivas pero si tienen un
alto coste y, como consecuencia, no están presentes en la práctica cĺınica
habitual.



En esta tesis doctoral se han estudiado las posibilidades de la fotogrametŕıa
como método para evaluar la deformación craneal en lactantes y se ha de-
sarrollado una herramienta para llevarlo a cabo. La herramienta presentada
es de bajo coste, objetiva y no invasiva, ya que no es necesaria la sedación
de los pacientes. El mayor reto de este proyecto fue la obtención de datos
con lactantes en movimiento durante una consulta médica rutinaria.

En primer lugar, se utilizó cámara réflex para crear modelos 3D de la cabeza
de los lactantes. La metodoloǵıa generó modelos con una precisión adecuada
pero la toma de datos requeŕıa largos periodos de tiempo y el montaje de
diferentes dispositivos. El procesado de los datos también requeŕıa un largo
periodo de tiempo al ser totalmente manual y requeŕıa de la intervención
de un experto.

Se han estudiado las necesidades para el desarrollo de una herramienta
capaz de obtener de forma automática modelos 3D de las cabezas de lac-
tantes en movimiento, y se ha desarrollado una herramienta innovadora.
Esta herramienta consiste en un gorro codificado, que funciona junto a una
aplicación móvil y gúıa al usuario durante la toma de datos, como conse-
cuencia, no es necesario ningún conocimiento de fotogrametŕıa por parte de
este. Los datos son procesados en un servidor, obteniéndose el modelo y
los parámetros de deformación en un tiempo aproximado de 4 minutos y
con una precisión de 2 mm. Con el objetivo de hacer la herramienta útil
para el personal médico, diferentes ı́ndices y parámetros de deformación se
obtienen de forma automática a partir del modelo.

La fotogrametŕıa es una técnica válida para obtener datos de gran calidad
y superar los retos que supone esta aplicación en concreto. Junto con el
software desarrollado, la fotogrametŕıa es la base para de una herramienta
totalmente automatizada y optimizada para su uso en cĺınicas y hospitales.
La herramienta desarrollada es altamente coste-efectiva y mejora consider-
ablemente las opciones disponibles, ya que permite precisiones similares a
soluciones complejas, pero con la ventaja de ser totalmente portable y de
bajo coste.



Resum

La fotogrametria ha demostrat un gran potencial per a l’obtenció de mesura-
ments precises en diferents camps d’estudi, incloent la medicina. La defor-
mació cranial és un problema amb una alta prevalença entre lactants durant
els seus primers anys de vida, esta deformació pot tindre diferents causes
i riscos associats. La causa més comuna de les deformacions és posicional,
este tipus de deformacions s’han associat durant molt de temps a problemes
únicament estètics. No obstant això, diferents autors han posat de manifest
la possible relació entre deformacions posicionals i retards en el desenrotl-
lament. Un altre tipus de deformació cranial és el causat pel tancament
prematur d’algunes sutures cranials, que pot tindre com a conseqüència im-
portants riscos per a la salut dels lactants i sovint és corregit per mitjà de
cirurgia. La detecció precoç d’estes deformacions és important per a asse-
gurar els millors resultats futurs ja que el crani és especialment mal·leable
durant els primers mesos de vida. La correcta monitorització dels pacients
també fa possible l’avaluació dels diferents tractaments possibles i assegura
una millor evolució. Les metodologies actuals per a l’avaluació de la de-
formació cranial poden dividir-se en tres grups principals: 1) Mesuraments
de baix cost, realitzades amb dispositius simples com a cinta mètrica i cal-
ibre, o per mitjà d’una simple anàlisi visual; 2) Proves radiològiques, en
concret Tomografia Computeritzada i Imatge per Ressonància Magnètica,
són considerades l’opció més precisa però tenen un alt cost i són invasives;
i 3) Solucions basades en imatge o escàners 3D, que no són invasives però
si tenen un alt cost i, com a conseqüència, no estan presents en la pràctica
cĺınica habitual. En esta tesi doctoral s’han estudiat les possibilitats de la
fotogrametria com a mètode per a avaluar la deformació cranial en lactants
i s’ha desenrotllat una ferramenta per a dur-ho a terme. La ferramenta
presentada és de baix cost, objectiva i no invasiva, ja que no és necessària



la sedació dels pacients. El major repte d’este projecte va ser l’obtenció de
dades amb lactants en moviment durant una consulta mèdica rutinària. En
primer lloc, es va utilitzar càmera rèflex per a crear models 3D del cap dels
lactants. La metodologia va generar models amb una precisió adequada
però la presa de dades requeria llargs peŕıodes de temps i el muntatge de
diferents dispositius. El processat de les dades també requeria un llarg
peŕıode de temps al ser totalment manual i requeria de la intervenció d’un
expert. S’han estudiat les necessitats per al desenrotllament d’una ferra-
menta capaç d’obtindre de forma automàtica models 3D dels caps de lac-
tants en moviment, i s’ha desenrotllat una ferramenta innovadora. Esta
ferramenta consisteix en una capelina codificada, que funciona junt amb
una aplicació mòbil i guia l’usuari durant la presa de dades, com a con-
seqüència, no cal cap coneixement de fotogrametria per part d’este. Les
dades són processats en un servidor, obtenint-se el model i els paràmetres
de deformació en un temps aproximat de 4 minuts i amb una precisió de 2
mm. Amb l’objectiu de fer la ferramenta útil per al personal metge, difer-
ents ı́ndexs i paràmetres de deformació s’obtenen de forma automàtica a
partir del model. La fotogrametria és una tècnica vàlida per a obtindre
dades de gran qualitat i superar els reptes que suposa esta aplicació en con-
cret. Junt amb el programari desenrotllat, la fotogrametria és la base para
d’una ferramenta totalment automatitzada i optimitzada per al seu ús en
cĺıniques i hospitals. La ferramenta desenrotllada és altament cost-efectiva
i millora considerablement les opcions disponibles, ja que permet precisions
semblants a solucions complexes, però amb l’avantatge de ser totalment
portable i de baix cost.
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Universitat Politècnica de València and Pablo Miranda, Head of Pediatric
Division of Neurosurgery at Hospital Universitari i Politècnic La Fe.
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Introduction

1.1 Cranial deformation

During infancy, the skull has to adapt to accommodate a growing brain. For this
reason, during an early age, cranial bones are malleable and cranial sutures are open.
Therefore, the infant’s head is highly susceptible to be affected by deformation. Worth
noticing is that cranial deformation is one of the most common problems treated by
paediatric neurosurgeons (1). In most cases, the deformation is due to positional causes,
but it can also be a consequence of early closure of cranial sutures. In the following
paragraphs, we provide a brief and simplified explanation of the most common causes
and types of cranial deformation.

The type of deformation with the highest incidence is positional plagiocephaly or
deformational plagiocephaly (DP). According to different authors, if affects, at different
degrees, between approximately 40-50% of infants during the firsts weeks of life (2, 3, 4).
DP is characterised by the flattening of an area of the head, resulting in asymmetry,
typically occipital flattening associated with a compensatory ipsilateral frontal bosing.
Flattening can also affect the posterior area of the head, not resulting in head asymme-
try. This type of deformation is known as positional brachycephaly. DP and positional
brachycephaly are caused by mechanical forces applied in utero, at birth or after birth,
in most cases due to a maintained supine sleep position (5).

The incidence of positional plagiocephaly and positional brachycephaly experi-
mented a dramatic increment in the 1990s as a consequence of the ”Back to Sleep”
Campaign of the American Association of Pediatrics. The campaign encouraged par-
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ents to maintain infants on their backs while sleeping in order to prevent the sudden
infant death syndrome (SIDS) (6). The initiative reduced SIDS by 50% (3) in the US
and was adopted by many other countries (6) with positive results. This campaign
had as consequence a decrease in prone sleep position from 70% to 24% from 1992
to 1996 (1). Before 1991, only 0.3% of children had been diagnosed with DP. It has
been pointed out that the rise in DP after the ”Back to Sleep” campaign may have
motivated paediatricians to give cranial deformation higher importance and diagnose
children with DP at younger ages (3).

DP and brachycephaly were considered by many experts to cause aesthetic problems
only. However, different authors have found a correlation between DP and low develop-
mental outcomes. It is not stated that DP is the cause for developmental problems, but
it is to be considered a factor of developmental risk by some authors (7, 8). According
to these results, the detection and evaluation of positional deformation at early ages
should be considered extremely useful (9, 10). The usual treatment for DP and brachy-
cephaly depends on the degree of the deformation. Mild cases are usually treated by
repositioning and physical therapy, while more severe cases are often recommended to
use orthotic helmets (3, 11).

A much less common deformation cause is craniosynostosis. Craniosynostosis is
defined as a premature closing of one or various cranial sutures. The early closure
leads to the restriction of growth perpendicular to the closed suture and the compen-
satory overgrowth perpendicular to the other, non-fused, sutures (12). The incidence of
craniosynostosis is approximately 3.1 to 7.2 in 10.000 living births (13, 14). The early
detection of craniosynostosis is extremely important as it can involve aesthetic prob-
lems but also visual deficit, hydrocephalus and increased cranial pressure (15). Single
suture synostosis can be, starting for the most common, classified as follows: sagittal,
coronal, metopical or lamboidal (12). Most craniosynostosis cases require surgery to
correct the skull shape (3, 11).

1.1.1 Current methodologies for deformation measurement

Despite the importance and high prevalence of cranial deformation, there is not a widely
used standard for its measurement and diagnosis. The measurement and assessment
of the head shape is the only possible way to detect positional deformations as there
are no inner causes that can be detected. For craniosynostosis, information of the bone
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sutures is required for diagnosis. However, the assessment of the head shape is the first
step to find susceptible cases.

Many different approaches are followed for the detection and measurement of cranial
deformation. Visual assessment is the most simple methodology for detection of cranial
deformation. For visual evaluation, most paediatricians follow the indications given
by Argenta (16). The most common approach for deformation assessment is the use
of callipers and measuring tapes (17, 18). These devices allow the acquisition of a
low number of measurements. The approach is low-cost and non-invasive. Normative
guidelines for these manual measurements were given by Farkas (19). Authors have
come to different conclusions on the reliability and accuracy of these measurements,
with some of them estimating an intrauser accuracy of 2 mm (17, 20). This methodology
provides very limited information compared to a 3D model and the time required
to acquire repeated measurements, in order to obtain acceptable accuracy, is high.
The experts carrying out the measurement also require important training (21). The
gold standards for the acquisition of medical 3D models are radiological tests, such as
Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). The accuracy
of the 3D models obtained with these techniques are considered to have submilimeter
accuracy. However, the accuracy of mesasurements manually taken on the models is
set to approximately 2 mm (22). These methodologies have the unrivalled advantage
of providing detailed information on the inner tissues. Information on the state of
the bone sutures is required for accurate diagnosis of craniosynostosis. Despite their
great advantages, these techniques are costly and, more importantly, highly invasive,
as infants usually require sedation to stay still during the test. Moreover, CT implies
radiation. For these reasons, these methodologies are not included in the routine tests
and are only used when craniosynostosis is suspected (16). Moreover, some authors
suggest that the lying position during these test can alter the position of soft tissues.
As a consequence, it can be suggested that CT and MRI would not be the optimal way
to evaluate the aesthetic outcomes (23, 24).

Image-based and range-based setups are able to provide complete information on
head shape with high accuracy (25). There are many available devices with differ-
ent characteristics. Some of the most widely known devices are 3dMD Head System
(3dMD, Atlanta, GA) and STARScanner (Orthomerica, Orlando, FL). These are se-
tups of several cameras capable of carrying out the necessary data acquisition in a very
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short time and even with moving infants. They provide accurate 3D models of the
external head’s shape with submillimeter accuracy (25). These methodologies are used
for different applications such as diagnosis (26), evaluation of surgical outcomes (27),
definition of normal head parameters (28) or creation of orthotic helmets (29). The
main disadvantages of these devices are their high cost and the lack of portability. For
these reasons, they are not included as part of the clinical routine (4).

1.2 Image-based and range-based solutions in medicine

Photogrammetry has been proved to be an extremely useful tool for medical imaging.
Different photogrammetric tools had been incorporated as part of the clinical prac-
tice, improving and providing higher accuracy than previously existing tools (30, 31).
Image-based and range-based solutions are commonly used for documentation of the
external body (32, 33). These technologies have a wide range of applications, such
as surgery planning (34), deformation assessment (35), prosthetics design (36, 37, 38)
or obtainment of anthropometric and craniofacial measurements for different purposes
(39, 40, 41).

As happens with cranial deformation analysis technologies, the use of image-based
and range-based solution in medicine needs to evolve to more portable and low-cost
solutions in order to become part of the clinical routine (18, 42, 43).

Nowadays, advances in 3D technology and improvement in the quality of consumer-
grade cameras and computational capabilities of commonly used devices, make it pos-
sible to create accurate 3D models using non-specific technology, such as smartphones.
This advance has open the possibility to develop methodologies that require a very low
investment and can provide low-cost solutions for specific problems (44), even compet-
ing, in some specific problems, with the gold standards in the obtainment of 3D models
in medicine, CT and MRI.

1.3 The development of the tool

1.3.1 Objectives

The project responded to the necessity of achieving accurate and objective ways to
measure the cranial deformation of the infants during the usual consultation at hos-
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pitals, clinics or primary care units. The methodology should provide the possibility
to carry out as many tests as necessary for detailed monitoring of the patients. The
following objectives were identified:

• The tool should accurately represent the deformation. The results should provide
more complete information that commonly used methodology using callipers and
metric tape. A 3D model of the head would be ideal.

• The methodology should non-invasive, no sedation of the infants should be re-
quired. For this reason, the tool should not be affected by the infant’s quick
movements.

• The data acquisition should be quick. This would make the process more friendly
for the infants and would also allow doctors to carry out the process during the
limited time of the consultation.

• The tool should be low-cost and require the minimum possible setup so it can be
used in different environments easily.

• The tool must be fully automatic. No knowledge of photogrammetry should be
required from the users.

1.3.2 The development process

1.3.2.1 The first tests

The first step of the development, implemented under different research projects, was
a proof of concept. The goal at this point was proving whether photogrammetry would
be a valuable tool for the obtainment of accurate 3D models of infant’s heads. We
were aware that the movement of the infants would be a major problem during the
acquisition of the data.

We visited the Hospital Universitari La Fe (in Valencia) to carry out the first tests.
The imaging sensor on that occasion was a SLR high-end camera. We used tripods and
took special care of the light conditions. A simple cap was fitted on every patient’s head
to avoid the effect of hair (Fig. 1.1a). Many images were taken for each patient, always
overestimating the requirements of a regular 3D modelling process. The results of this
first test were limited. For most patients, the majority of the images were blurred due to
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the infant’s movement. After careful selection, the still images were masked to avoid the
background and a 3D model of the patient’s head was obtained. The data acquisition
and processing were very time consuming and it was clear that another approach was
required to create a clinically useful tool. At this point, some tests were also carried out
using a range-based sensor, specifically a Sense 3D scanner (3D Systems, NC, USA).
The methodology was quickly discarded as the infant’s movement made impossible the
obtainment of acceptable results.

1.3.2.2 A smartphone approach

The necessity to simplify the solution and deal with movement at the same time lead us
to the use of smartphones. The slow-motion video mode would allow the acquisition of
still images of moving infants. The data acquisition was simplified. No extra equipment,
such as tripods, was required and the acquisition time was considerably lower. A
specialist was still required to record the video, as all areas needed to be covered from
different angles. The processing of the data was still difficult and time-consuming at this
point. The process included the selection of useful video frames, the manual masking
for each frame and, in most cases, the manual selection of tie-points between images,
as the automatic solution would not provide good quality models.

1.3.2.3 A marker-based approach

Using easily identifiable markers on the cap greatly simplified the 3D modelling process.
At the beginning, a small number of stickers were placed on the cap once it was on the
patient’s head. The stickers were not coded and were manually identified in the post-
processing step (Fig. 1.1b). After several tests, it became clear that a high quantity
of automatically detected markers could greatly simplify 3D modelling (Fig. 1.1c). To
avoid increasing the time required for the data acquisition the markers were added
to the cap beforehand and a new cap was developed (Fig. 1.1d). It soon became
clear that a high number of well-distributed markers would be enough for an accurate
representation of the head and, therefore, images were no longer necessary.

1.3.2.4 The app and web-based tool

The automation of the 3D modelling process became possible with the use of coded
targets. However, the acquisition of the data was still complicated and an incomplete
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set of data would easily hamper the creation of the 3D model. A smartphone application
was developed to guide users during data acquisition. The smartphone would detect
the markers and guide the user to assure the whole head was registered before sending
the data to a server. Once in the server, the data was automatically processed to
obtain the 3D model of the head. A new version of the cap was developed. It had a
higher number of automatically-detected markers and it was optimised to facilitate its
production (Fig1.1e).

Figure 1.1: The evolution of the cap: (a) First version, a mesh with measuring tape
for scale. (b)Including non-coded markers identifying cranial landmarks. (c) Some coded
markers that are placed after placing the cap. (d) A high number of coded markers,
whose relative position is known. (e) Last version of the cap. More and better-distributed
markers. Optimized for production.

1.3.2.5 Evaluation of the deformation

During the whole process, we worked closely to paediatric neurosurgeons and adapted
the outcomes to make the tool useful for them. The model itself provides little infor-
mation a doctor can use. For that reason, we work to automatically obtain cranial
measurements from the models. The measurements would give concrete information
that neurosurgeons could understand and use to support the diagnosis.

1.4 Structure of the document

The present document is structured in nine chapters. The current chapter is an intro-
duction that explains the problem of cranial deformation in infants. It also presents
the state of the art and gives an introduction of the contents of the following chapters.

Chapter 2-7 are based on published research papers and explain the process of the
development of the cranial deformation analysis tool and the present thesis. Chapters
8 and 9 are the overall discussion and conclusions sections, respectively.
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• Chapter 2: A manual photogrammetric approach for the obtainment of cranial
models is presented. The methodology is based on the use of SLR cameras and
it is still not applicable to the standard clinical practice. The aim of the study
was to demonstrate the possibilities of photogrammetry to obtain accurate 3D
models of the children’s head. The obtained results were compared to the manual
measurements carried out by an expert neurosurgeon. The possibility to compare
the real head to ideal head’s shape, given by a fitted ellipsoid is also presented.

• Chapter 3: In this chapter, the use of smartphone cameras was evaluated as an
alternative to SLR high-end cameras. Smartphone cameras in slow-motion mode
are useful to obtain still images of moving targets (such as the infant’s heads).
However, the lack of stability of the smartphone camera sensors may hamper
the accuracy of the final models. Head models obtained using a smartphone
were compared with models created using a SLR camera. The final models were
compared by measuring distances between them. The fitted ellipsoids extracted
from the models were also compared.

• Chapter 4: The study presented in this chapter has the goal of finding the best
possible photogrammetric solution for the creation of the 3D models. Different
parameters were evaluated, including the geometry of the images, use of targets,
number of images and camera calibration methodology.

• Chapter 5: A smartphone-based, semiautomatic tool is presented. Its accuracy
was evaluated by comparing the models to those acquired using CT or MRI,
considered the gold standards.

• Chapter 6: An important limitation in the use of the 3D models is the regis-
tration. In this study, various methodologies were tested to assure an accurate
registration of the models. Finally, the use of stickers placed by the user was the
base methodology that will be used in the tool.

• Chapter 7: A fully automatic, patent-pending tool is presented. The accuracy
and repeatability of the models were evaluated. Automatic linear magnitudes
were computed, its accuracy and repeatability were tested.

These chapters are followed by an overall discussion and conclusions, where the whole
methodology is evaluated and the future lines of development are pointed out.
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A manual solution for the
creation of head 3D models

This chapter is based on the following paper:
Barbero-Garćıa, I., Lerma, J. L., Marqués-Mateu, Á., & Miranda, P. (2017). Low-

Cost Smartphone-Based Photogrammetry for the Analysis of Cranial Deformation in
Infants. World Neurosurgery, 102, 545–554. https://doi.org/10.1016/j.wneu.2017.03.015

2.1 Introduction

In this chapter, a manual approach to extract 3D models of infants’ heads is presented.
The obtained models are used to carry out measurements that are later compared by
manual measurements carried out by an expert neurosurgeon. The models are also
fitted to an ellipsoid, representing the ideal head shape. At present, the advances in
3D techniques allow users to create accurate 3D models using non-specific technology
such as consumer-grade cameras, SLR cameras, video cameras or even smartphones.
This methodology can be undertaken with very low investment, depending on the
camera, large/medium/small/mini frame camera, ultra-high/high speed video camera,
etc. Without any doubt, image-based 3D photography is a low-cost approach compared
to other highly sophisticated 3D measurement techniques such as active laser scanning
and CT. In the post-processing step, 3D models allow a much more complex asymmetry
evaluation than clinical examination. Three-dimensional cranial models can be fitted
into geometrical models representing a so-called ideal cranial shape, such as an ellipsoid.
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Using this methodology, it is possible to evaluate the deformation in terms of the well-
known Root Mean Square Error (RMSE). The RMSE has already been used by some
authors to calculate the differences in shape and volume between two surfaces. These
authors used RMSE to evaluate asymmetry by superposing left and right side of the
head and calculating differences between them. Although the estimation of cranial
volume with the assumption that it fits an ellipsoid dates back to the 1950s, as pointed
out by several studies (45, 46) reported by Manjunath (47), no studies have focused
in comparing the true cranial shape with an ideal mathematical model such as an
ellipsoid. The aim of this study is to extend the diagnosis of cranial deformation by 3D
modelling, using simple, automatic, low-cost and low-invasive techniques.

2.2 Materials and methods

The evaluation of the cranial deformation of patients was carried out using different
methodologies. Firstly, the deformation measures were taken by a paediatric neurosur-
geon during a medical consultation using a calliper. Afterwards, a 3D cranial model
was created using image-based 3D modelling, namely photogrammetry, the science and
technology of extracting measurements from photographs. The 3D model was anal-
ysed to measure the cranial deformation using both traditional clinical measurements
(matching the measurements taken with the calliper) and automatic 3D image-based
methodologies (Fig. 2.1).

2.2.1 Planning

Photography sessions with infants place several problems that should be solved with a
suitable setup and session planning. Infants (in the range of 3-8 months) are very vivid
during medical consultation and it is extremely difficult to keep them calm during the
image survey. Imagery acquisition using conventional cameras usually results in bad-
focused images due to the movement. However, the use of anaesthesia to put the patient
to sleep is a highly invasive methodology and it was avoided. Lighting conditions do
need to be specifically set up for the image acquisition process, in case normal indoor
illumination is not enough. On the one hand, for digital photography in the patient visit
room; additional lighting in the form of halogen (or better LED) lamps was required to
guarantee low ISO values on the camera systems with our digital SLR camera (Canon
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Figure 2.1: Methodology workflow
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EOS 1 Ds Mark III). On the other hand, the use of videos, and specifically, slow-motion
videos (smartphone Samsung S7 Edge) was found a good alternative to obtain high
resolution, well-focused images even with movement. Neither special lighting lamps
nor photographic devices such as tripods were required. In addition, it was found to
be a quick methodology compared to taking pictures with a SLR camera. A second
problem is posed by the movement, specifically, the head and the background changing
position in relation to each other. This issue can be solved by using a setup of multiple
synchronised cameras that take images at the same exact moment, each one from a
different location around the head. This setup works well for moving targets, however,
it is expensive and complex. The pre-processing step of creating digital masks can
solve this problem in a simpler way making use of just one camera. A mask delimitates
the area of the image that will be used for the 3D modelling and the background
is, therefore, excluded. Manual masking is a time-consuming process but it can be
automated to some extent. To avoid the effect of the hair on the quality of the model
a cap was used. Targets were placed on the cap to improve the quality of the model
and facilitate its creation with well-defined marks.

2.2.2 Setup

The setup was considered to be a simple and quick process. Firstly, the cap is placed
(Fig. 2.2): the cap is easy to place and fits well to the cranial shape. Second, some
targets are placed on the cap. These targets facilitate the creation of a 3D model and
are easily identified as marks. They will also allow the scaling of the model. Different
types of stickers can be used as targets as long as their size is known. For good results,
targets must be evenly distributed on the cap. The illumination of the area must be
acceptable. Although no special equipment is used, it is important to assure that there
is enough light in the room. Prior to the video recording, the patient has to be set in
place. The infant can be hold upright by an adult or be lying, provided that all the
areas of the head are visible. It is also possible to interrupt the video recording and
move the infant to a new position, to assure that the whole head is covered.

2.2.3 Image acquisition

After planning and setup, image acquisition goes on. The acquired images will be
later used to obtain both accurate measurements and the 3D model. A large number
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of images were necessary to create the model without any manual intervention. The
largest limitation found was taking high-quality images in movement, as the infant is
rarely static. Different techniques were tested for this purpose. Standard photography
provides high quality images; however, it would require a large amount of time to take
all the necessary images. On the other hand, videos would not work adequately as
most frames were bad-focused due to the movement of the patient. A slow-motion
video taken with a smartphone was found to be the most suitable technique. Videos
have been used by different authors as an input for 3D models in order to reduce the
image acquisition time (48). The amount of time required was small, between 3 and 5
minutes for the preparation and video recording. The quality of the extracted images,
720p, was proven to be sufficient for 3D modelling. Moreover, the camera worked
well with moving targets and most of the frames were correctly focused. During the
video session, the infant was being held by an adult; therefore, no special equipment
was necessary. A special cap was used to avoid hair from affecting the model. Some
measures were registered on the cap to allow the later escalation of the model. A total
of 120 images were automatically extracted from the video using a fixed frequency, for
instance, 1 frame out of 10. This high number of images assured that the process would
work even with some low-quality images.

Figure 2.2: Sample of images used for 3D modelling. Without masks (top) and with
masks (bottom).

In order to obtain an accurate 3D model the images must have a good geometric
distribution and cover the whole head. The images were masked (Fig. 2.2), so only the
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area of interest is taken into account for processing, while the background is disregarded.

2.2.4 Camera orientation and calibration

In this research, the model was created using the Agisoft Photoscan software (Agisoft
LLC, Russia). The first step of the process is the image orientation in 3D space, also
known as alignment. In this step, the common points between images are matched, the
position of the cameras is determined and the inner calibration parameters are com-
puted. This process is highly conditioned by the texture of the object being modelled,
the distribution of the marks and the geometry and quality of the images. A good
geometry of the images covering the whole model is required (Fig. 2.3). Manually
chosen points can be used to improve the results. However, in this case with image
over-redundancy, the process was fully automatic due to the fact that masked images
were used and enough image features were extracted, detected and matched among
imagery. The result is a 3D point cloud with oriented images covering the vault of the
infant (Fig. 2.3).

Figure 2.3: Oriented images (blue), with principal distances in 3D space (black lines)
and sparse 3D point cloud.

Distortion affects all camera lenses and digital cameras. Especially important are
radial and decentring distortion on amateur digital cameras. Fraser (49) identified
up to 10 additional parameters to be considered for close-range imaging: principal
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distance (1), principal point offsets (2), coefficients of radial distortion (3), coefficients
of decentring distortion (2) and in-plane camera distortions (2). The compensation of
the distortion effects must be determined in order to achieve maximum accuracy and
reliability in the photogrammetric results. For this particular project, the smartphone
camera was self-calibrated during the project, i.e. the same images were used for
the calibration as for the orientation and reconstruction following the Structure from
Motion (SfM) photogrammetric pipeline. The calibration was carried out with the
same software. The calibration parameters for the smartphone camera are displayed in
Table 2.1. Instead of the 10 additional parameters specified by Fraser (49), 11 additional
parameters were determined, increasing both the coefficients of radial and decentring
distortions up to 4. The effects of the camera calibration with all the distortions can
be visualised in Figure 2.4, where a large distortion effect (up to 25 pixels) is present
around the corners.

Width 1280
Height 738

PW 0.0292834
PH 0.0292834
F 29,3963

XP -0.00026884
YP -0.00728432
K1 -0.00066592
K2 0.394911
K3 -0.00102179
K4 1.05584E-06
P1 0.000174136
P2 -0.00040031
P3 -0.00242478
P4 0.608682

Table 2.1: Calibration Parameters from PhotoScan. Values are in mm. PW, pixel width;
PH, pixel height; F, focal; XP and YP, principal point coordinates; K1, K2, K3 and K4,
radial distortion coefficients; P1, P2, P3 and P4, tangential distortion coefficients.

It is worth noticing that if more than one camera is used for the data acquisition,
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Figure 2.4: Camera distortion grid

different calibration parameters will be achieved and applied to correct the image dis-
tortions. Furthermore, if the settings of the camera change, such as the zoom, the
camera must be recalibrated because the distortion parameters change.

2.2.5 Creation of the 3D model

Once the images are correctly oriented in 3D (Fig. 2.3) and calibrated, a sparse point
cloud is derived (Fig. 2.5a). After image matching, a dense point cloud can be achieved
(Fig. 2.5b). For this particular project with 120 images, the point cloud had approx-
imately 60.000 XYZ coordinates. The dense point cloud was finally used to create an
uncleaned 3D mesh (Fig. 2.5c); the mesh is formed by the vertexes and faces of the
model, the faces were obtained by triangulation of the dense point cloud. This latter
mesh was scaled, smoothed and rotated (Fig. 2.5d). The scaling process was carried
out using reference marks placed on the cap, the marks were distributed around the
whole cap to minimize the errors. Three distances were measured for the model and
the obtained accuracy was better than 1 mm. The model was smoothed to remove
small imperfections, the cap texture and other details that do not provide any useful
information to the model.

The last step is texturing this mesh for visualisation purposes (Fig. 2.6). The
images need to be correctly registered. For each polygon of the mesh, the texture is
mapped from the best-quality image visible from it. The images are normalised to
avoid changes in illumination.
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Figure 2.5: Model creation steps : a) Tie points. b) Dense point cloud. c) Mesh. d)
Mesh after smoothing.

Figure 2.6: Textured mesh.
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2.2.6 Extraction of clinical measurements

Clinical measurements (Fig. 2.7) were obtained as part of the routine assessment of
the patients, during the same session as the video recording. These measurements are
used to calculate different indexes that are used as a measure of deformation. In this
case, the measurements extracted during the medical consultation were compared with
those extracted from the 3D model in order to evaluate the methodology.

Figure 2.7: Diagram of reference for clinical measurements.

2.2.7 Ellipsoid fitting

The use of 3D data models enables new possibilities, such as the comparison between
the model and other standard surfaces. The ellipsoid has been identified as the perfect
head shape, as pointed out for the estimation of cranial volume by several experts (47).
However, we are not interested herein in determining volumes, but ideal geometric
cranial shapes. Following this way, it is possible to accurately compute and characterize
the deformations as differences between the deformed cranial head and the ideal fitted
ellipsoid that will be used as a supporting surface. The image-based 3D textured model
was rotated according to the EF axis (Fig. 2.7). An ellipsoid was created to fit the
points in the 3D model. The mathematical model to fit the ellipsoid can be found
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in Bektas (50). Instead of the geometric distance, a more robust one, the orthogonal
distance from each point to the ellipsoid, was calculated as pointed out by Bektas (51).
The results are shown as hypsometric colours in the 3D model (Fig. 2.9).

2.3 Results

Firstly, we conducted this systematised image acquisition for a patient with positional
plagiocephaly: a six-month-old child who showed a neat occipital flattening despite
previous rehabilitation treatment. The two sets of clinical measures taken with the
calliper and using the 3D model were compared 2.1. Important differences can be found
between the two methodologies. The differences in the perimeter measures are small (2
mm); however, the distances of the diagonals show higher differences (up to 19 mm).
The large differences among measurements are thought to be due to wrongly chosen
cranial marks. As there is no possible way to infer the position of the bones on the
3D model it is difficult to choose the correct points for measurement. Small differences
in the position of these points will cause large differences in the measurement of the
distances.

Caliper 3D Model
Perimeter 450 452

AB 130 147
CD 145 152
EF - 155
HG - 131

Arc CD 240 222
Arc AB 250 231

Table 2.2: Clinical Measures Taken with Calipers and 3D Models. Values in mm.

The distances between the cranial 3D model and the fitted ellipsoid were also cal-
culated, the mean distance is close to zero, the highest difference is 5.8 mm (Table
2.3).

In order to analyse the cause of the encountered differences, four more patients were
evaluated. For some patients some of the cranial marks were placed on the patient’s cap
to assure that the correct points were measured (Fig. 2.8). The results showed great

19



2. A MANUAL SOLUTION FOR THE CREATION OF HEAD 3D
MODELS

Distance to the Ellipsoid Global Asymmetry
Mean -0.2 2.4
Max 4.6 9.2
Min -5.8 -1.5
SD 2.3 2.2

Table 2.3: Distances between cranial model and the ellipsoid compared to global asym-
metry.

differences among measurements with well-defined points and measurements where the
points were not perfectly located. Measurements with well-defined marks include EF
distance for all the patients and HG distance for two of them. For these measurements
differences are between 1-3 mm, being the distances slightly larger for the 3D model
(Table 2.4).

Figure 2.8: Marks placed on the patient cap

For the rest of the measurements (without well-defined marks) differences are much
higher. It was also noted a high variability when these measurements were repeated
several times for the same model.
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Patient 2 Patient 3 Patient 4 Patient 5
Caliper 3D Model Caliper 3D Model Caliper 3D Model Caliper 3D Model

Perimeter - - - - 465 495 430 441
AB - - - - 135 138 145 149
CD - - - - 154 159 144 145
EF 155 156* 145 148* 154 156* 150 151*
HG 115 118* 120 122* 130 141 115 122

Table 2.4: Clinical measurements for patients two to five. *Measures with points marked
on the cap.

2.3.1 Visualization

The 3D visualisation of the cranial deformations provides a useful tool for the better
understanding of the numerical results. The deformations can be visualised as the hyp-
sometric colours on the model, given by the distance to the ideal ellipsoid (Fig. 2.9).
The maximum deformations are also marked on the model. For this research, visuali-
sation was carried out using the open-source software CloudCompare 2.7.0. However,
the whole process was also automated in-house using Python scripts. The resulting
model is exported to Wavefront OBJ format, allowing its visualisation in a wide range
of software packages.

2.4 Discussion

The differential diagnosis of cranial deformities is one of the most common problems
attended by paediatric neurosurgeons in infants. While craniosynostosis is considered
a serious disease requiring surgery in most cases, positional plagiocephaly and brachy-
cephaly are perceived as minor deformations and may be frequently overlooked and
given little attention. The large number of benign cases, however, provides us the
chance to refine the methodology of our assessment. Ideally, we should be able to
obtain real and interactive 3D models in a simple and easy way, using low-cost de-
vices, and in short periods of time. Instead of 3D photography, different methodologies
can also be applied to create a 3D model, such as the use of triangulation-based 3D
scanners (specially developed for this purpose or created for a more general use) or
CT scanners. However, CT scanners can involve risks for the newborns health, as
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Figure 2.9: Ellipsoid fitting differences (mm): a) Left view, b) Right view, c) Posterior
view, d) Superior view, e) Frontal view, f) Anterior-superior view.

they increase the risk of tumours (52). From our experience, common low-cost hand-
held self-positioning 3D scanners did not fit for this purpose due to the quick head
movements of the infants, failing the creation of the 3D model. In addition, the 3D
models did not achieve the required accuracy; specialised structure-light 3D scanners
involve high costs and were discarded for the experimentation. Photogrammetry, in
the form of slow motion image-based 3D solution, was found to be the most suitable
technique for model creation, as it is low-cost and low-invasive. Analysing the results,
the possibilities of any accurate 3D model are huge compared to traditional methods.
The traditional methodology using callipers usually includes between 5 and 7 direct
measurements. In contrast, the 3D methodology includes between 30.000 and 40.000
points, from which a 3D mesh is achieved. The deformation can be measured consider-
ing the resulting mesh. Compared to the CT scanner, the advantages include not only
avoiding radiation but also obtaining similar results for the external part, at a smaller
cost. For the first patient, important differences are encountered between the clinical
measurements obtained with the calliper and the same measures extracted from the
3D model. Only the perimeter obtained using both methodologies is very similar, with
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a difference of only 2 mm (Table 2.2). Nevertheless, for the rest of the patients (4
out of 5), results show small measurement differences as far as well-defined marks are
set by the paediatric neurosurgeon before data acquisition (check Fig. 2.8). This fact
about marks placement before photogrammetric data acquisition is extremely relevant.
Distances measured (EF & HG, Table 2.4) on the 3D model are slightly larger (1-3
mm, mean 2 mm +/- 0.9 mm) than those measured directly on the patient. The over
estimation in the 3D model is in accordance to other authors (52, 53) and can be due to
either the pressure applied while using callipers or the use of skullcaps (53). For mea-
surements without well-defined marks, important differences among measurements are
encountered. The difficulty to correctly identify cranial marks can be considered both a
limitation of the modelling solution and a requirement to obtain reliable measurements,
as the possibility to manually carry out distance measurements is unlimited within the
3D model. Thus, it can be stated that these marks must be placed on the head prior to
video recording. Alternatively, new software development that mathematically defines
key points (A. . . H) is foreseen as a good empirical solution to determine maximum
and minimum cranial distance measurements, in a way to avoid marking. The ellipsoid
fitting approach offers advantages compared to other 3D measurements, such as the
global asymmetry, which compares the head shape with non-mathematical surfaces.
Instead, the ellipsoid is a mathematical surface and consequently, orthogonal distances
to the ellipsoid can be calculated. Orthogonal distances are more robust than geometric
distances, therefore, the ellipsoid fitting approach is recommended in order to achieve
reliable and accurate results. The ellipsoid fitting approach presented in this article
was constrained. It means that one of the semiaxis directions matched the EF axis of
the head (Fig. 2.7). This was found necessary as the cranial asymmetry computation
can result in a wrongly rotated ellipsoid. With an incorrectly oriented ellipsoid, the
calculated deformations would be smaller, but unreal. Therefore, the ideal head shape
is an ellipsoid with one of its semiaxis matching the ideal head symmetry plane.

2.5 Conclusion

Photogrammetry and 3D modelling are highly useful tools for the measurement of cra-
nial deformation. It has been proved that it is possible to create an easy, low-cost,
low-invasive and accurate methodology to measure plagiocephaly, brachycephaly and
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craniosynostosis with 3D photogrammetric solutions. Smartphones as a working device
(far beyond 2D imagery) allow doctors to undertake rigorous 3D measurements as far
as marks are available on-site, independently of the medical centre, hospital or clinic.
The acquisition of such objective data is essential for establishing correct diagnosis and
monitoring outcomes in deformational plagiocephaly and craniofacial pathology. A new
technique has been pointed out to determine cranial deformation based on ellipsoid fit-
ting, particularly, the measurement of orthogonal distances from the real head surface
to an ideal ellipsoid. The main areas for future research and development are related
to the automation of some parts of the processing, such as masking or scaling, and
the integration of the whole process in a single software package. Following this way,
a low-cost photogrammetric analysis toolbox could be easily available for the assess-
ment of our patients in both hospitals and medical clinics, improving our diagnostic
accuracy and facilitating an objective follow-up. A validation of the methodology pre-
sented herein will be carried out in the near future to compare 3D models by means of
photogrammetry and CT.
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An smartphone-based application

This chapter is based on the following paper:
Lerma, J. L., Barbero-Garćıa, I., Marqués-Mateu, Á., & Miranda, P. (2018). Smartphone-

based video for 3D modelling: Application to infant’s cranial deformation analysis.
Measurement, 116, 299–306. https://doi.org/10.1016/j.measurement.2017.11.019

3.1 Introduction

As stated in Chapter 1, photogrammetry and 3D modelling are non-invasive tools that
provide more detailed data than calliper measurements. However, the cost of the pho-
togrammetric processes depends highly on the setup. One of the main challenges for
the measurement of cranial deformation in infants is the movement of the patients.
Infants, between 2 and 8 months old are, in most cases, in constant movement during
the consultation, and below three months, they can hardly hold their heads. There-
fore, special care must be taken to assure that the images are well-focused. The use of
SLR professional cameras, although possible in some cases (i.e. the infant is extremely
calmed), is usually challenging, it requires time and additional lighting sources. On the
other hand, the use of a single portable triangulation 3D scanner, such as Sense 3D
(3D Systems, U.S.), is even more limited by the infant’s movement and does not work
with this type of real-life settings. To deal with the problem of the movement, some
photogrammetric techniques include complex setups of several professional cameras or
a combination of cameras and 3D scanners. For these solutions, costly equipment is
required. The use of smartphone cameras as a tool to create high-accuracy 3D models
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is becoming more common as the capabilities of the smartphones increase and they are
equipped with higher quality cameras (54, 55). Smartphone-based photogrammetry
is starting to be used in different medical studies, most of them focused on the cre-
ation and measurement of the medical prosthesis (38, 56). However, in these studies,
the target is static and photographs are used instead of video sequences. The use of
videogrammetry, an imaging technique that extracts 3D measures from video, is also
becoming more common as it allows the acquisition of a large number of well-focused
images in short periods of time, even with moving targets (57). Videogrammetry is usu-
ally understood as the science to extract 3D coordinates as a function of time, allowing
the obtainment of multitemporal data of dynamic objects (58, 59). In this particular
study, there is no intention to obtain dynamic information but well-focused images of
a non-changing moving target. Videogrammetry reduces the time required for image
acquisition and the high number of frames allows the removal of badly focused images
(48). Smartphone-based slow-motion videos are an especially interesting methodology
which allow us to obtain focused images of moving targets easily. The aim of this
chapter is to compare the results obtained using photographs taken with a digital SLR
camera and those obtained using a slow-motion video recorded with a smartphone by
means of an auxiliary ellipsoid shape fitting the head. The use of a Sense 3D scanner
was also part of the initial experiment. However, it was not possible to obtain a model
of the infant using this device and therefore, the results achieved with the triangula-
tion laser scanner are not reported here. Nevertheless, the experiments undertaken will
indicate whether slow-motion videos taken with a smartphone can provide a similar
accuracy than SLR cameras for the measurement of cranial deformation in infants or
not.

3.2 Methodology

Two 3D models of the head were created for the same patient using two imaging sensors:
an Advanced Photo System type-C (APS-C) frame SLR camera and a high-end smart-
phone in slow-motion video mode; a set of frames was later extracted from the video.
Parallel processes were carried out to create both models. The images were masked
and orientation and self-calibration processes were carried out. Once each mesh was
obtained, it was cleaned and smoothed. Lastly, the fitted ellipsoid was calculated for

26



3.2 Methodology

each mesh using least squares adjustment and the ellipsoids and meshes were compared

to evaluate their differences (Fig. 3.1). The acquisition of well-focused images to create

the 3D model using the SLR camera was possible due to a situation more favourable

than usual (i.e. the infant was especially calmed). Nevertheless, image acquisition

lasted longer than the video recording.

Figure 3.1: Flow diagram.
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3.2.1 Setup

The image acquisition was carried out during a standard medical consultation, which
involves several limitations. The time slot is very limited as the doctor has to move to
the next patient within minutes. The infant (normally aged between 2 and 8 months
old) is usually awake and moves quickly during the process and, in many cases, he gets
nervous when he is set on an ideal position to take the pictures. In addition, patient’s
parents are usually present and a certain degree of nervousness is to be expected. In
this situation, it is vital to be quick, straightforward and interfere the minimum with
the consultation. The setup for the data acquisition was therefore kept as simple as
possible. This assures that the cost related to imaging equipment is expected to be low
and the processes can be carried out regardless of the consultation place. The image
shooting and the video recording were carried out during the same consultation. The
infant was held by an adult, therefore no special equipment was required. A cap was
placed on the children’s head to avoid hair from affecting the quality of the model.
Four pieces of measuring tape, of approximately two centimetres were placed on the
cap. These marks were included in the model to allow scaling the model and to facilitate
the image registration with easily identifiable features. In order to simplify the process
no special light conditions were required, the usual illumination of the consultation
room was enough.

3.2.2 Data acquisition

Two imaging devices were used for data acquisition (Fig. 3.2). First, a digital SLR
camera Canon EOS 1100D was used at a maximum resolution of 4272 x 2848 pixels
with a Canon lens EF-S 18-55 mm. A principal distance of 35 mm was selected for
taking the pictures at ISO 3200.No tripod or special illumination was used. Second, a
high-end smartphone Samsung Galaxy S7 Edge (Fig. 3.2b) in slow-motion video was
used at a resolution of 1280 x 738 pixels (Table 3.1).

0.8
It has been reported that good-quality 3D models can be obtained using approxi-

mately 10-20 images for outer dome surfaces (geometry close to the infant’s head) using
multi-convergent images (60). In this study, a higher number of images was acquired to
assure that the final model can be created. A high number of images was found to be
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Figure 3.2: Cameras used during the image acquisition : (a) Canon EOS 1100D, and (b)
Samsung Galaxy S7 Edge.

Camera Focal length
(mm)

Effective format
size (mm)

Pixel count
(pixels)

Pixel pitch
(mm)

Canon
EOS 1100D

34.35 22.17x14.78 4272x2848 0.00519

Samsung
Galaxy S7

4.2 5.64x4.23 Video: 1280x738
Still: 4032x3024

0.0014

Table 3.1: Sensor specifications.

necessary as the geometry of the network is not ideal for calibration (i.e. the infant’s
head occupies only the central part of the image). Another unexpected issue was that
many of the images were blurred due to the quick infant’s head movement. Figure 3.3
displays a partial view of the two data sets.

3.2.3 Processing

The two data sets were processed independently using Photoscan Professional version
1.2.6 (Agisoft LLC, Russia). The first dataset was composed by the images taken with
the SLR camera once the blurry images were discarded. A large number of images were
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Figure 3.3: Sample of images used for the processing and 3D modelling : (a) extracted
from the slow-motion video; (b) taken with SLR camera.

obtained as the elimination rate was expected to be high due to the head movement.
Finally, 24 images out of 53 were used. The second set was composed of the images
extracted from the video. The extraction of the most useful frames from the video is
one of the main challenges in videogrammetry. The usage of the totality of the images is
unnecessary and would be unmanageable in terms of computational cost. The selected
images must be well-focused and present a good geometry around the object. In this
case, a set of images were extracted automatically using a fixed frequency (e.g. one
frame out of ten). Later, the blurred images were automatically removed using an
automated procedure. The individual image quality was estimated and the bad-quality
images were determined using a threshold. Finally, the geometry of the network was
reviewed to manually remove redundant images. In the end, a total of 63 frames were
used for the 3D modelling from the second set. The quantity of frames is almost
three times larger than the number of images used for the SLR camera model. A
larger number of images is necessary a priori to compensate both the lack of resolution
and the geometric accuracy of the camera. The two sets of images followed the same
steps to create the 3D models (Processing part, Fig. 3.1). Firstly, the images were
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masked to delimit the part of the images that were to be used for modelling. This
process is necessary as the infant is moving in relation to the background. For that
reason, it would not be possible to obtain an acceptable model without excluding this
background through the image masks. The masking process was carried out manually,
although the automation of the process must be approached in the future. The second
step was the image orientation (also known as alignment), which is the process used
to determine the positions and rotations for each image in the object space. During
this step, the cameras were also calibrated (see below the Results Section). A relative
ground reference system (GRS) for the models was set by assigning coordinates to three
points of known distances. This process was carried out automatically using Agisoft
PhotoScan. Later, the point cloud was densified and the mesh created. The meshes
needed to be cleaned and smoothed in order to remove the texture of the cap and
possible artefacts. Lastly, the final models were scaled using the markers placed on the
cap and the texture was draped on the 3D models (Fig. 3.4)

3.2.4 Self-calibration

No independent calibration of the cameras was carried out as it would make the setup
more complex and would greatly increase the time required by the doctor to collect the
necessary data. Instead, a self-calibration process was undertaken with ten additional
parameters. The self-calibration accuracy is expected to be limited by the nature of the
setup. In most images, the object covers only a small area in the centre of the image,
while the rest of the image must be masked. The inner instability of the smartphone
camera is also expected to affect the calibration. Ellipsoid fitting The similarity in
shape and volume between the human skull and the ellipsoid has been pointed out in
previous studies (46). According to this study, the cranial deformation can be measured
in terms of distances from the real head surface to an ellipsoid representing the ideal
head surface (61). The ideal head shape will be different for each patient and, therefore,
the ellipsoid must be calculated for each one. The ideal ellipsoid is the one which
minimises the distances to the real head while meeting some constraints to assure that
the head is normal, i.e. anthropometric cranial indexes considered normal according to
medical literature (62). The ideal ellipsoid was obtained by least-square fitting using
the mathematical model presented in Bektas (50). The obtained parameters are the
semiaxes of the fitted ellipsoid. The accuracy of the solution can be evaluated using the
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Figure 3.4: 3D models created using both cameras: (a) right and (b) left views, Canon
EOS 1100D ; (c) right and (d) left views, smartphone video.
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semiaxes standard deviation (Table 3.4). Approximately 30000 points from each model
were used for the fitting process. Comparison The estimated accuracy was calculated
for both cameras (Table 3.2) using the formula presented in (63)

σ = q√
k
Sσimg (3.1)

The theoretical precision σ is affected by the image co-ordinate standard error σ
img, the image scale S and the number of images κ. The factor σ img is obtained as
the maximum reprojection error provided by Agisoft PhotoScan.

The design factor q is given by the strength of the camera network. For acceptable
convergent networks, it is expected to take values from 0.4 to 0.8. Values of 0.6 and
0.7 are considered suitable for design purposes in these cases (64). A value of 0.6 has
been assigned for both models as the network geometry is convergent. Since the goal
of the study is the comparison of cameras and not the retrieval of absolute accuracy
values, the value of this parameter will not affect the results, as the network geometry
is the same for both cameras. Once both models were created they were compared to
evaluate their differences. At this point, the models were roughly registered, however,
small differences could be expected as only 3 points were used to set the relative GRS.
Then, the registration was improved after identifying homologous points between the
models in CloudCompare 2.7.0. working environment (GPL software). Afterwards,
the Iterative Closest Point algorithm was applied to achieve the best possible accuracy
in the registration. After that, the same software was used to compute the Euclidean
distances between both models (i.e. the model created using the smartphone and the
model created using the SLR camera) (Fig. 3.6). Following this way, the differences
between models can be evaluated for each point. The evaluation of these differences will
allow us to state whether the models are comparable or not. The differences between
the fitted ellipsoids were compared as differences in their three semiaxes.

3.3 Results

Table 3.2 shows the calibration parameters and their standard deviations for both cam-
eras. The significance of the additional parameters was evaluated using the Student’s
t-test (60, 65). The standard deviations achieved are extremely high for the smartphone
camera. In fact, Student’s t-test confirms that only the principal distance parameter
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(f) is reliable. High standard deviations discredit the mean parameters during the self-
calibration, and thereby they should not be taken into account. For the SLR camera,
standard deviations were considerably smaller. The radial correction parameter k1
presented a low significance value and therefore it will not be taken into account.

Samsung Galaxy S7 Canon EOS 1100D
Mean Std t-Student Mean Std t-Student

f 29.08 2.41 100% 37.43 0.22 100%
x0 1.23 0.87 78.2% 1.29 0.03 100%
y0 0.70 2.17 23.8% -0.16 0.02 100%
k1 -4.2·10-04 8.1·10-04 36.8% -2.9·10-05 2.2·10-05 74.7%
k2 1.4·10-06 4.9·10-06 20.9% -2.9·10-06 1.2·10-07 100%
k3 -1.7·10-09 7.5·10-09 16.6% 3.0·10-09 1.7·10-10 100%
p1 -4.2·10-04 8.5·10-04 34.9% 2.6·10-04 3.5·10-06 100%
p2 -7.0·10-04 9.5·10-04 50.2% 1.9·10-04 6.2·10-06 100%
b1 0.04 9.4·10-03 98.9% -2.8·10-03 5.3·10-05 100%
b2 9.1·10-03 8.5·10-03 46.2% -4.9·10-03 3.1·10-04 100%

Table 3.2: Additional calibration parameters for the two cameras (f, x0, y0 in mm),
standard deviations and significance percentage according to Student’s t-test.

The great differences in the image deformations can be graphically observed in
Figure 3.5. As may be expected, both radial and tangential distortions are much higher
for the smartphone camera. In spite of these values, if the corrections are correctly
calculated and applied, the final geometric camera calibration model will cope with the
deformation and the observations will be free of systematic errors thanks to the interior
orientation parameters.

The theoretical precision and the relative accuracy, together with the parameters
that affect them, can be checked in Table 3.3. The standard deviation of the image
measurements σimg is slightly better for the SLR camera. Nevertheless, the final esti-
mated precision is slightly better for the smartphone camera. This difference is caused
mainly by the larger quantity of images obtained and used with the smartphone. The
differences in precision can be considered not relevant.

Figure 3.6 shows several views and a histogram with the Euclidean distances be-
tween the two 3D models. These distances are represented as hypsometric colours on
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Figure 3.5: Distortion grids : (a) Radial distortion for smartphone camera. (b) Radial
distortion for SLR camera. (c) Tangential distortion for smartphone camera. (d) Tangen-
tial distortion for SLR camera. (e) Total distortion for both smartphone camera (blue)
and SLR camera (red).
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Camera Mean
distance

(mm)

Design
factor q

Number
of images

K

Standard
deviation of
image mea-
surements
σimg (mm)

Theoretical
precision
σ(mm)

Triangulation
accuracy
indicator
σ/R

Canon
EOS 1100D

310 0.6 24 0.016 0.019 1:80000

Galaxy S7
Edge

256 0.6 63 0.02 0.013 1:110000

Table 3.3: Differences in estimated precision for both cameras.

the model created using the SLR camera. Some areas of notable difference can be dis-
tinguished; an important part of them being close to the edge of the cap or belonging
to one of the markers that may have moved during the image acquisition. The figure
also shows the histogram of the distances. The mean distance between models is 0.5
mm, and the standard deviation 0.47 mm. A small bias can be detected as the mean
of the signed distances is 0.17 mm and the probability mass under zero is 41.6%. Nev-
ertheless, it is worth noticing that 86% of the distances between both models are below
1 mm.

The differences between the ellipsoidal semiaxes (Table 3.4) are 1 mm for two of the
semiaxes, B and C (shortest); the difference for semiaxis A (longest) is 0.6 mm. The
precision of each semiaxis is between 0.02 and 0.03 mm.

Semiaxis A (mm) Semiaxis B (mm) Semiaxis C (mm)
Smartphone 68.9 ± 0.02 75.4 ± 0.03 82.3 ± 0.03
SLR camera 68.3 ± 0.02 74.4 ± 0.03 81.3 ± 0.03

Table 3.4: Fitted ellipsoid parameters for both models.

3.4 Discussion

In medical applications, photography and photogrammetry are used for multiple pur-
poses. However, their usage is not integrated as part of the consultation workflow and
it is often related to high costs. One of these applications that we are envisioning is
cranial deformation analysis, a condition that affects a great number of new-borns and
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Figure 3.6: Model showing the differences between the models as hypsometric colours.
Right view (a), left (b), top (c) and back (d).
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3. AN SMARTPHONE-BASED APPLICATION

that can vary from minor aesthetical problems (moderate positional plagiocephaly or
brachycephaly) to serious diseases such as craniosynostosis (Pathmanaban et al, 2016).
The extensive usage of smartphone cameras for this cranial deformation analysis is
especially interesting as the method is highly flexible and has an affordable (low) cost.
The use of a slow-motion video recorded with a smartphone is especially suitable for
this specific application as it works well for uncontrolled moving targets and reduces
considerably the time required for the image acquisition process. In addition, no special
lighting is required due to the high sensitivity of smartphone cameras. The creation
of 3D models of moving infants using SLR cameras is challenging. It was possible
in this particular case because the infant was calmer than normal (although moving).
The problems encountered when using SLR cameras were in the same trend even while
taking pictures with a high-end digital camera, such as the Canon 1Ds Mark III with
a Canon lens EF 35 mm lens. New-borns and children below 6-8 months are uncon-
sciously moving either in the consultancy or in the hospital. In spite of their advantages,
smartphone cameras –especially for slow-motion video- still have lower resolution than
the 4K video cameras and even the SLR cameras that are traditionally used for pho-
togrammetric purposes. Smartphone cameras are also expected to have less stability
on the interior orientation calibration, although this statement still needs to be con-
firmed from our side. Due to the demanding requirements in medical applications, it is
vital to evaluate the accuracy and reliability of smartphone cameras for 3D modelling.
In this study, we have compared two totally different cameras. In the first place, a
professional, high-end SLR camera with a resolution of 4272 x 2848 pixels which re-
quires the target to be still and needs a large amount of time to take the photographs.
In the second place, a smartphone in slow-motion video mode recording, that despite
its lower resolution (1280 x 738 pixels), allows users to take enough imagery data in
shorter time slots. The camera self-calibration results show large errors, especially for
the smartphone camera. The main limitation to obtain accurate calibration parame-
ters is, undoubtedly, the geometry of the network. In this study, only a small area in
the centre of the images was used. Moreover, not many accurate control points could
be identified in the images. The identifiable points are concentrated on the measuring
tape used as targets and the geometric distribution is far from ideal. For this reason,
the calibration parameters need to be extrapolated providing very poor results. This
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situation is a limitation given by the image acquisition situation. After this experi-

mentation, a new data acquisition framework was figured out: the implementation of

an independent on-the-job calibration framework using images acquired by the doctor

prior to the video recording. The accuracy improvement expected with a calibration

framework will be studied in the future in case higher accuracy is requested for the

image-based 3D modelling solution. The estimates of the additional calibration param-

eters were notably worse for the smartphone-based camera. This can be explained by

the lack of stability of the video camera, and it is well-known from literature (49). The

image measurement standard error is 0.016 mm for the SLR camera, and slightly higher

for the smartphone camera, 0.02 mm. However, the video allows the acquisition of a

larger quantity of images in shorter periods resulting in a better estimated precision for

the smartphone model. The precision achieved is 0.013 mm for the smartphone model

and 0.019 mm for the SLR camera model. These results show that the differences in

the estimated precision between the two methodologies are not relevant. The mean

Euclidean distance between the registered point clouds is 0.5mm. The mean of the

signed distances is 0.17 mm. With our large dataset (that included up to 34555 dis-

tances), this difference is significant and therefore it cannot be stated that models are

the same. Nevertheless, the differences are small in the context of this application, as

cranial deformation is usually measured using callipers that have a maximum accuracy

of 1 mm in ideal conditions (rarely achieved in real clinical situations), without con-

sidering the landmarks identification error. Similar levels of accuracy are reported by

other authors using high-cost special devices (Aldridge et al., 2005; Schaaf et al., 2010).

The differences in the semiaxis of the fitted ellipsoids have a maximum of 1 mm, which

is within tolerance with the accuracy of the parameters. These two latter evaluations

coming from the Euclidean distances as well as from the semiaxes comparison allow

us to confirm that the theoretical precision estimations presented in Table 3.3 are too

optimistic. Smartphone cameras in slow-motion mode are proven to be as suitable as

SLR cameras for the creation of 3D models to evaluate cranial deformation in infants.

In addition, smartphone slow-motion video reduces the time required to collect the

images and produces even comparable results for analysing infants’ head in movement.
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3.5 Conclusion

The use of smartphone cameras, especially those with slow motion video mode, were
proved to be a suitable technique for the creation of 3D models intended to evaluate
cranial deformation in infants at close ranges. Although SLR cameras provide a slightly
better standard deviation for image measurements, the slow-motion video images taken
with a smartphone allow users the acquisition of a higher number of well-focused images
at lower resolution, and at closer ranges (ca. 30 cm). Besides, neither additional lighting
is requested to take neat images with low ISO numbers nor additional accessories such
as tripod are required. After this research, it can be confirmed that smartphones
can provide similar precision to SLR cameras, but with higher flexibility and ability
to move around during data acquisition, at low-cost and without carrying external
lighting equipment. Moreover, the concept of slow motion video works better than still
images to achieve focused images for uncontrolled moving targets. The use of single
3D scanners is discarded for this application, as they are incompatible with infant’s
movement.
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4

Adaptation to the best
photogrammetric solution

This chapter is based on the following paper: Barbero-Garćıa, I., Cabrelles, M., Lerma,
J. L., & Marqués-Mateu, Á. (2018). Smartphone-based close-range photogrammet-
ric assessment of spherical objects. The Photogrammetric Record, 33(162), 283–299.
https://doi.org/10.1111/phor.12243

4.1 Introduction

The performance of smartphone cameras has greatly increased over the past few years.
Although their quality is still a limitation for obtaining highly accurate images, they
have the great advantage of being totally portable and are almost always at hand.
Currently, they offer a low-cost option for close-range photogrammetric applications,
including the creation of 3D models for a wide range of purposes, including structural
monitoring (66), geomorphology (67), creative industries (68) and medical applications
(56, 69, 70), among others. Other low-cost non-metric cameras, such as webcams, have
also been used for close-range modelling (71). Smartphone video (more specifically
slow-motion video) is a useful tool for acquiring large numbers of images, suitable even
for fast-moving objects. These images can be used for the creation of 3D models of
moving objects (61). With an image acquisition speed of 240 frames per second (fps)
of many smartphones (still far beyond the ultra-high-speed cameras that reach up to
2000 fps), the computational cost is the main limitation given the number of images to
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4. ADAPTATION TO THE BEST PHOTOGRAMMETRIC SOLUTION

be used for 3D modelling. Despite their advantages, smartphone cameras present high
internal instability that hampers their correct calibration. This problem is common to
all non-metric digital cameras (72), but is especially exacerbated when working with
smartphones. The radiometric accuracy of smartphone cameras is lower than that of
single-lens reflex (SLR) cameras but, despite their limitations, studies have concluded
that these cameras can be used for photogrammetric tasks with a required accuracy of
1:10 000 (73). The development of useful tools, which could allow non-expert users to
obtain accurate 3D models for different purposes, requires a high degree of automation
(74). However, most of the available automatic low-cost solutions provide low repeata-
bility and reliability (75). The development of fully automatic and reliable solutions
for specific applications requires extensive knowledge of the factors affecting the quality
of the 3D models created using smartphones or other similar imaging devices, such as
tablets. The most important factors include the determination of the ideal geometric
network, the selection of the best video frames and their optimal number, as well as
the accuracy requirements for camera calibration. These parameters can vary greatly
depending on the characteristics and limitations of the image acquisition process for a
specific application (such as moving or static target feature, camera-to-object distance,
without forgetting the lighting conditions) and the required accuracy of the final 3D
model. The traditional working pipeline in photogrammetry includes a low number of
images and the manual identification of tie points. In contrast, the automatic processes
that are common nowadays require a large number of images and, therefore, short base-
lines. The high overlap allows the use of feature-detection algorithms such as the scale-
invariant feature transform (SIFT)(76) and speeded-up robust features (SURF)(77), so
that tie points are detected automatically. The high speed of image acquisition also
points to hyper-redundancy as a way to improve accuracy and compensate for the lack
of internal stability. Some authors have studied the influence of hyper-redundancy and
suggest using it as a tool to improve accuracy when the additional work to extract a
large number of images is not an issue (78). Current technologies, such as video, provide
huge quantities of data. Therefore, the accurate determination of the number of images
required for modelling, and the consequent filtering out of redundant images, has also
become a necessity (79). Another common subject of study in photogrammetry is the
possibility of accurate self-calibration, especially for digital cameras with poor internal
stability. Although self-calibration, conducted simultaneously with the 3D-modelling
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process, is considered a powerful tool, a separate calibration process using a setup that

ensures good image geometry is still recommended in many cases. A primary reason

behind this is that the optimal network for 3D reconstruction is usually not the best

for camera calibration (80). Lastly, it is important to take into account the variety of

capabilities and characteristics of different smartphone cameras. Resolution and max-

imum frame rate vary greatly between devices, providing very different results. This

study assesses the different settings that can affect the creation of accurate smartphone

3D models for spherical objects in close-range applications. Spherical objects were se-

lected as the final goal is to find the optimal setup for a specific application, namely the

creation of 3D models for cranial deformation analysis in infants. In this application,

the object to be modelled (the infant’s head shape) is usually in movement and image

acquisition is carried out by a doctor in a limited time frame (61). However, as the

real photogrammetric data-acquisition conditions are hard to assess and replicate, this

study deals with a sphere whose shape emulates an infant’s head. Therefore, it is possi-

ble to take as many shots as necessary in order to replicate the different conditions that

can be encountered in real-life projects, usually in either a hospital or a clinic. A wide

range of conditions was tested to determine the ideal network and setup. Due to the

type of application, the setup was a simplification of real clinical conditions. Different

numbers of image sets (19 to 95) were used to generate different models in order to

evaluate the effect of hyper-redundancy. In addition, the influence of both (separate)

camera calibration and (integral) self-calibration were tested, as both were performed

for each of the network designs. The use of well-defined automatic coded markers as

a tool to improve reliability and accuracy (81, 82) was also evaluated. Two different

smartphones, with different camera characteristics, were tested. Reference data were

obtained using a calibrated high-end SLR camera. The coordinates of a set of control

points were calculated for each of the created models. The distances between each pair

of coordinates were calculated too; the differences from the reference data were then

obtained. The completeness of the models was also evaluated. The results of the study

will be useful for the automation of the process and the creation of clear guidelines that

will allow users (namely doctors) to successfully carry out the image acquisition.
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4.2 Methodology

The evaluation of different parameters for 3D modelling, including network design,
number of images, use of targets and calibration methodology, will drive the selection
of the best methodology for 3D modelling close-range spherical objects, at an approxi-
mate camera-to-object distance of 30 cm with low imaging texture. Two smartphones
were tested to assess the methodology: a Samsung Galaxy S7 Edge and a Samsung
Galaxy Trend. The former can be considered a high-end smartphone; the latter a more
conventional and cheaper smartphone. A high-end SLR camera, a Canon EOS-1Ds
Mark III, was used to determine highly accurate coordinates of the discrete targeted
points after self-calibration. These targeted points acted as control points and were
used as reference data for 3D assessment. The first step of the photogrammetric data
processing started with the geometric calibration of each camera, to determine both the
interior and the exterior orientation parameters, as well as the additional parameters.
The setup consisted of: (1) one horizontal and two vertical panels (in an L-shaped
configuration), all of them with several targets already included on them, as well as
additional coded targets); (2) the sphere to be modelled; and (3) a calibrated ruler.
The data was processed using the in-house photogrammetric software FOTOGIFLE
(83, 84), which allows users to determine the quality of all the estimates (interior and
exterior orientation parameters, and object coordinates). After the geometric calibra-
tion, one video of the object to be modelled was taken with each smartphone. Next, the
Agisoft PhotoScan software was used to create several models for each video, varying
the number of images, the presence of markers (targets) and the geometric calibration
of the cameras (Fig. 4.1).

4.2.1 Calibration

The camera calibration was carried out using a setup of panels with targets, with the
object to be modelled placed inside the framework defined by the panels (Fig. 4.2).
Although the inclusion of the object was not necessary for calibration purposes, it
simplified the processing as the images for the self-calibration of the SLR camera were
also used to create the reference 3D model. For the Canon SLR camera calibration,
a set of images were taken using a tripod and standard room illumination. The self-
calibration setup included a set of convergent images, some of them rotated by 90º,
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4.2 Methodology

Figure 4.1: Methodology workflow for calibration and 3D assessment

good intersection angles of rays from the object points to the camera positions, and a
sufficient number of targets well spread across the image format. This geometry was
chosen to assure a good calibration, as stated by Fryer (85) and Remondino and Fraser
(80). Finally, the images were calibrated using FOTOGIFLE with up to 10 additional
parameters as proposed by Fraser (49). A total of 89 circular and coded targets were
used for the calibration, achieving an average calibration error of 0.26 pixels and a
maximum error of 1 pixel. The resulting targeted points coordinates were set as fixed
coordinates to calibrate both smartphones afterwards. To calibrate the smartphone
cameras, a video was recorded with each device. The conditions (distance, resolution,
lighting. . . ) used for this video calibration were the same as used later for recording
and carrying out the subsequent 3D modelling. A set of 11 frames from each video were
manually selected to satisfy the best possible geometry. Most of the required targets
were manually identified in each image set, due to the lack of automatic recognition by
PhotoScan.

4.2.2 Three-dimensional model setup

A sphere 18 cm in diameter was used for the tests. This object tries to emulate, in
a simplified form, an infant’s head modelled for cranial deformation analysis. The
clinical conditions were also replicated and thus neither special lighting nor a tripod
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Figure 4.2: Setup used for camera calibration that includes three orthogonal calibration
panels, the sphere to be modelled and a calibrated ruler. Additional coded targets were
incorporated to strengthen the geometry.
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were used. To further imitate clinical conditions and facilitate the 3D modelling by
adding some texture, a fitted cap, similar to those used on the patients, was placed on
the sphere. A total of 24 coded targets, with an approximate diameter of 0.5 cm, were
placed on the panels and sphere. These coded targets were recognised automatically by
the PhotoScan software as markers; they were also used as control points for accuracy
calculations. A calibrated ruler was placed next to the sphere to allow the scaling of
the reference dataset (Fig. 4.3).

Figure 4.3: Three-dimensional model setup

4.2.3 Reference data

A high-accuracy photogrammetric solution was chosen as the best methodology to
obtain accurate coordinates of the targets. The Canon EOS-1Ds Mark III SLR was
used with a pixel count of 5616 x 3744, a focal length of 35 mm and ISO speed of 100
(Table 4.1). A total of 40 images were taken covering the sphere and targets around it
to assure the best possible accuracy. A tripod was employed to achieve neat pictures.
The setup was the same as used for calibration purposes, and the images used for the
calibration were also included. 29 further images were added, covering the back-side
of the sphere after removing the vertical panels used for calibration. The coordinated
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control points (coded targets) were computed with the software FOTOGIFLE, using a
bundle adjustment and the camera calibration parameters obtained in a previous step
during the camera calibration (Fig. 4.1). Sub-millimetre precision was obtained for
every control point.

4.2.4 Image acquisition

A video was recorded with each smartphone. The maximum frame rate for each device
was chosen (Table 4.1). A slow-motion video with a 1280x720 pixel count and 239 fps
was obtained using the Samsung Galaxy S7 smartphone. No slow-motion functionality
was available on the Samsung Galaxy Trend Plus. Therefore, a video with a similar
pixel count and 30 fps was obtained. The length of both videos was under 1 minute.
The specifications of the cameras can be consulted in Table 4.1, although not all the
parameters are provided by the manufacturer for the Samsung Galaxy Trend.

Camera
Focal
length
(mm)

Maximum
frame rate

(fps)

Effective
format size

(mm)
Pixel count (pixels)

Pixel
pitch
(mm)

Canon
EOS-1Ds
Mark III

35 35.94x23.96 Still: 5616x3744 0.0064

Samsung
Galaxy S7

4.17 239 5.37x3.02
Still: 3840x2160

Video: 1280x720
0.0014
0.0042

Samsung
Galaxy
Trend Plus

Unknown 30 Unknown
Still: 2048x1536

Video: 1280x738
Unknown

Table 4.1: Camera parameters. The mode actually used is highlighted in bold.

4.2.5 Network design

The determination of the optimal network design is especially important for the appli-
cation of the methodology in real working environments. Under clinical conditions,
simplicity and speed of data acquisition are vital to present a realistic and useful
methodology. Two different camera configurations were tested:

1. The first network consisted of a single ring of nearly horizontal convergent images
taken around the object (Fig. 4.4a). Two models were created: (i) using 26
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images; and (ii) using 52 images.

2. The second network consisted of two sets of rings taken at different heights around
the object, together with a third ring of zenithal (nadir) images (Fig. 4.4b). Four
models were tested: (i) 19 images (9 at low height + 9 at medium height + 1 at
the top); (ii) 26 images (16+9+1); (iii) 52 images (30+20+2); and (iv) 95 images
(55+25+15).

The model with 19 images (2(i) above) was considered the generic network design,
similar to the one presented by Kraus (60) for similar shapes, as it is the one where the
optimal multi-ray intersection is obtained with as few images as possible. Therefore,
the other networks should be considered redundant. The set of images for each model
was manually selected to obtain the optimal geometry. In order to evaluate the effect
of the calibration, every model was calculated three times using different geometric
camera calibration methodologies:

1. Self-calibration from PhotoScan.

2. Fixed interior (inner) calibration from FOTOGIFLE on an optimal network, and
image orientation in PhotoScan.

3. Self-calibration and image orientation in PhotoScan using interior calibration pa-
rameters from FOTOGIFLE as pre-calibration data.

For methodology (3), the calibration parameters obtained using FOTOGIFLE were
imported into PhotoScan in Australis format (86) and then transformed by PhotoScan
into its own format. This process was necessary as the calibration parameters are
defined differently in each software (87). Although different workflows were followed
to determine the interior orientation parameters, the external orientation was always
carried out using PhotoScan. To evaluate the effect of the presence of coded targets,
every model was calculated both with and without them. The whole process consisted,
therefore, of a total of 36 3D models (6 networks; 3 calibrations; 2 target types) for
each smartphone. Every model was scaled using five ground control points (GCPs)
whose coordinates were extracted from the reference data.
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Figure 4.4: Camera network geometry. (a) Single ring of nearly horizontal images at a
constant height around the object. (b) Three rings of images at different altitudes and
employing horizontal, oblique and zenithal (nadir) attitudes.

4.2.6 Model creation

In the first place, the images were masked to exclude the background. When using
images of moving objects in live environments, the background changes its position
in relation to the object. Therefore, the background must be excluded to allow the
creation of the 3D model. In this particular case, using the background would allow the
identification of points outside the object and the results would not represent the true
condition that would be achieved on site. After masking, some targets were manually
identified, as PhotoScan was unable to detect all of them automatically. Lastly, the
model was created using the conventional software pipeline: (1) image orientation; (2)
dense matching; and (3) meshing. Finally, every model was scaled using the five GCPs
whose coordinates were provided by the reference model. An additional step was also
undertaken: model texturing for visualisation purposes.

4.2.7 Assessment

The assessment was carried out considering two parameters: (1) the accuracy of the
targets coordinates; and (2) the completeness of the model. The accuracy of the coor-
dinates was evaluated by comparing the distances between targets. For each model, a
total of 171 distances between all possible pairs of targets were calculated. Later, the
distances were compared to those of the reference dataset. This process, as presented
by Luhmann and Wendt (88), does not need registration of the models and, conse-
quently, registration errors are avoided. The completeness of the models was checked
visually. The models were classified as complete when the whole sphere was correctly
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represented, and as not complete when holes were apparent in a model (Fig. 4.5). In
addition, a further category was considered for incomplete 3D models that presented
only small imperfections on the top; these are termed ’bare’ models. This latter case
is due to the lack of zenithal images during the single ring data acquisition (Fig. 4.4a).

Figure 4.5: Examples of: (a) a complete three-dimensional model; (b), incomplete model;
and (c) a model with small imperfections (bare).

4.3 Results

4.3.1 Calibration

Calibration results are presented in Table 4.2. For both smartphone cameras, in addi-
tion to the elementary interior orientation parameters (x0, y0, f), two radial lens distor-
tion parameters were requested (k1, k2), as well as the first decentring lens distortion
parameter (p1) and the in-plane differential scaling between the horizontal and the
vertical pixel spacing (b1). Every parameter was checked for statistical determinability
and those below 99% were removed. In total, the Samsung Galaxy S7 required seven
additional parameters while Samsung Galaxy Trend Plus required nine parameters (two
more than the other smartphone: p2 – the second decentring lens distortion parameter;
and b2 – non-orthogonality between the x and y axes). The mean of the residuals of
the bundle adjustment obtained using FOTOGIFLE for the Samsung Galaxy Trend
smartphone was below 1.39 pixels, with an average of 0.36 pixels. For the Samsung
Galaxy S7 smartphone calibration, the residuals were 1 pixel higher, with an average
of 1.36 pixels. These residuals could be reduced only by performing an independent

51



4. ADAPTATION TO THE BEST PHOTOGRAMMETRIC SOLUTION

calibration for each photograph. However, this option was discarded as independent
calibration parameters, obtained using an ideal calibration network, would not be ap-
plicable for the rear-side 3D modelling. Worth noting is that the standard deviation
of the additional calibration parameters with the Samsung Galaxy Trend was always
better than on the Galaxy S7 counterpart. The average intersection angle was 41.9º
for the Samsung Galaxy S7 and 26.3º for the Samsung Galaxy Trend. The calibration
distortion patterns (Fig. 4.6) do not show large differences between the two devices.

Galaxy S7 Trend Plus
Mean σ Mean σ

x0 16.68 0.47 15.65 0.24
y0 -24.16 0.35 32.61 0.27
f -1029.28 0.44 -1292.32 0.22
k1 -1.30-07 2.09-09 -1.38-0 6.97-10
k2 2.50-13 3.70-15 2.20-13 1.36-15
k3 0 0 0 0
p1 7.56-07 1.60-07 1.06-06 4.92-08
p2 0 0 -9.48-07 6.51-08
b1 0.0235 1.40-04 0.0255 4.71-05
b2 0 0 0.0017 4.52-05
Mean error in x 1.36 0.34
Mean error in y 1.13 0.36

Table 4.2: Additional calibration parameters and standard deviation (σ) obtained using
FOTOGIFLE.

4.3.2 Three-dimensional models

A total of 36 models were created for each device, so 72 models in total. The co-
ordinates of the coded targets in each model were obtained by combining automatic
and manual procedures whenever the fully-automatic solution did not work. Later,
the distances between every pair of markers were calculated and compared to those
of the reference dataset derived from the high-end SLR digital camera. The mean
difference in distance and the 65th percentile are shown in Table 4.3. This table also
specifies if the model was complete and acceptable (in green); incomplete (in yellow);
or the additional ’bare’ category (in blue) for those models that were almost correct
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Figure 4.6: Calibration distortion patterns for (a) the Samsung Galaxy S7 and (b) the
Samsung Galaxy Trend.

but presented small imperfections, mainly in the upper area of the object. This bare
category was necessary as some network designs, that achieved high accuracies, failed
to produce useful 3D models without any additional processing. Therefore, this bare
category highlighted those 3D models demanding additional photogrammetric and/or
editing processing. In addition, 3D models that were not achieved after the automatic
photogrammetric workflow are highlighted in orange.

For the Samsung Galaxy S7 and the simple network design with a single ring of
nearly horizontal images, models were nearly complete but presented small imperfec-
tions, mostly in the upper part which was not correctly covered by the images. However,
the calculated distance error was acceptable, being below 1 mm for 65% of the points
in every case. The results were almost independent of the type of calibration and the
presence of targets. For the second network design with three rings of imagery, no
models were obtained with 19 images and some problems appeared in areas without
targets using 26 and 52 images. In the last case which used 95 images, all models were
complete; the error was below 1 mm in every case and under 0.5 mm whenever targets
were used. Despite the differences registered in the completeness of the various models,
no significant improvement in the accuracy of the models was achieved by increasing
the number of images. For the Samsung Galaxy Trend smartphone, with a significantly
less powerful camera, no complete models could be obtained with fewer than 95 images.
On the one hand, the best result was obtained in the 95-image network, using targets
and with no fixed independent calibration, yielding an average error of 0.2 mm. On
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4.4 Discussion

the other hand, the error increases without targets, the lowest mean being 0.7 mm.
The influence of the individual parameters is presented in Figure 4.6. The usage of
coded targets is the most important (key) factor to improve accuracy (Fig. 4.7a). The
models created without targets have a maximum error of 1.4 mm while the models
with targets have an error below 0.7 mm in every case. Targets also helped to increase
reliability. The self-calibration and the fixed FOTOGIFLE calibration provided similar
accuracy (Fig. 4.7c), while the non-fixed calibration, using first the calibration from
FOTOGIFLE and afterwards slightly improvements from PhotoScan, provided a sig-
nificant improvement. This type of calibration also improved reliability slightly. The
two different devices showed very different reliability values. The Samsung Galaxy S7
provided correct models in 40% of the cases while only 10% of the models were correct
when using the Samsung Galaxy Trend. The accuracy was also significantly better on
the S7 device. The two network geometries used presented very different results for
both accuracy and reliability. The one-ring network geometry provided slightly smaller
errors in coordinates. Nevertheless, the reliability of the results was much better for
the three-ring geometry.

Due to the high influence of the coded targets in the final 3D modelling assessment,
it is necessary to analyse the results of the different networks and the number of images,
with and without targets, to obtain meaningful results (Fig. 4.8). The accuracy was
better than 1 mm for every network geometry and number of images whenever targets
were included. However, the reliability was really affected by both the geometry and
the number of images; only the models with 95 images were correct in every case.

4.4 Discussion

Smartphone cameras in slow-motion video mode have proven to be a useful tool for
the quickly obtaining images that can be used for various close-range photogrammetric
applications. This study has evaluated the possibilities of two smartphone cameras
for close-range photogrammetry (at approximately a 30 cm camera-to-object distance)
and 3D modelling of a small spherical object with low image texture. In particular, the
effects of calibration, hyper-redundancy and the presence of well-defined targets have
been evaluated. This has been achieved by keeping in mind a particular application: the
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4. ADAPTATION TO THE BEST PHOTOGRAMMETRIC SOLUTION

Figure 4.7: Box-and-whisker plots showing the accuracy of the models (using the mean
error for each one) grouped by: (a) the presence/absence of targets: (c) calibration ap-
proach; (e) device; and (e) camera network geometry. Reliability of the models for the
same set of parameters (b, d, f, h).
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Figure 4.8: Accuracy (top) and reliability (bottom) for the different network geometries
based on the number of images, with and without targets.
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4. ADAPTATION TO THE BEST PHOTOGRAMMETRIC SOLUTION

modelling of infants’ heads for cranial deformation analysis. Nevertheless, this close-
range photogrammetric experience can be extrapolated to various other scenarios that
require the use of low-resolution sensors imaging small and round objects, for instance,
industrial applications modelling a series of moving spherical objects, or the documen-
tation of small sculptures in cultural heritage with video recording using smartphones.
The number of images was found to be vital to obtain complete models of acceptable
accuracy. A high hyper-redundancy photogrammetric approach provided good results
in almost every situation. For a low number of images, especially for the second net-
work type with three rings and using the Samsung Galaxy Trend device, insufficient tie
points were obtained and image orientation was not possible. Probably an increase in
the object’s texture would allow completeness of the models with fewer images, as the
tie point detection would be easier and more successful. The use of coded targets for the
image-orientation step allowed partial models to be obtained in many cases, even when
no image orientation was possible without them. For well-defined imaging networks of
the three-ring configuration, the targets improved the accuracy significantly. In a par-
ticular case, the mean distance changed from 2.9 mm (unacceptable) to 0.2 mm, which
turned out to be the highest accuracy of all models. The calibration of the cameras was
found to be the least important aspect of all the parameters evaluated. The calibration
methodology (self-calibration with PhotoScan, camera calibration with FOTOGIFLE,
and a combination of both) did not improve the final accuracy of the 3D models, even
considering both a large number of images and a strong geometric network. One single
ring of images was not enough to recover accurately the internal orientation parame-
ters of the camera, even with targets. Therefore, the self-calibration approach can be
considered a suitable method for slow-motion smartphone video-image acquisition for
close-range photogrammetric applications, whenever configurations of the three-ring
type are considered. Different results were obtained for the two devices. The Samsung
Galaxy S7, equipped with a more powerful camera, provided better accuracy and much
higher reliability than the Samsung Galaxy Trend. However, both devices achieved
good results in optimal conditions (high redundancy and coded targets). Therefore,
it can be stated that acceptable reliability and accuracy can be obtained using most
smartphones in the market, as long as the network conditions are adequate. The net-
work configuration based on the single ring with nearly horizontal images (Fig. 4.4a) is
only recommended when the number of images to be acquired needs to be low and no
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well-defined targets can be used. For these cases, this geometry improved the chance
of correct image orientation, but small imperfections in the upper part of the model
should be expected. These results can be explained since the images cover mainly the
medium-height part of the object, resulting in a high overlap in this area. Because of
this fact, the feature detection algorithms performed easier and better, allowing the de-
tection of a higher number of tie points. The hyper-redundancy of the network allows
users to achieve complete models even with low-resolution cameras and low-texture
objects. However, the larger number of images does not significantly affect the accu-
racy in the coordinates of targets. Results suggest that the best methodology for this
application is the use of a large number of images (95 or more) distributed at different
heights around the object. The use of coded targets should be considered, even if it
requires extra development to automate the methodology. Under these conditions, it is
possible to obtain an error below 0.2 mm, which can be considered totally acceptable
as the most common methodologies currently in use have a precision worse than 1 mm
(89).

4.5 Conclusion

This paper has assessed the factors affecting the 3D modelling process in order to de-
velop fully automatic and accurate solutions for specific close-range applications. The
usage of smartphones for close-range photogrammetry can provide sub-millimetre ac-
curacy whenever the slow-motion video is selected and camera-to-object distances of
up to 30 cm are considered. The number of images required to obtain a fully au-
tomatic image orientation is much higher than that needed to obtain high accuracy
in classic photogrammetric networks with a small number of manually measured tie
points and highly convergent shots. The inclusion of coded targets (whose measure-
ment and matching can be partially automated) has proven to increase significantly the
accuracy of the final 3D model. In addition, coded targets facilitate enormously the im-
age orientation, and this is independent of whether a low-end or high-end smartphone
camera is used. Three rings of images with coded targets are considered optimal for
achieving maximum accuracy with a self-calibration approach, (at least for slow-motion
smartphone video image acquisition of a spherical object). Last but not least, highly
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redundant overlapping images are required to achieve correct reliability in the 3D mod-
elling. Further evaluations will be carried out in the future using different cameras,
such as stable high-speed cameras, that might yield better calibration results and even
better metric deliverables.
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5

Validation of the semiautomatic
tool

This chapter is based on the following paper: Barbero-Garćıa, I., Lerma, J. L., Miranda,
P., & Marqués-Mateu, Á. (2019). Smartphone-based photogrammetric 3D modelling
assessment by comparison with radiological medical imaging for cranial deformation
analysis. Measurement, 131, 372–379. https://doi.org/10.1016/j.measurement.2018.08.059

5.1 Introduction

Medical diagnostic imaging techniques, particularly Computed Tomography (CT) and
Magnetic Resonance Imaging (MRI) are considered the “gold standard” for the col-
lection of high-quality 3D information in medicine. These techniques have different
advantages and limitations. On one hand, they are highly accurate and provide a high
level of detail. On the other hand, they are invasive and expensive and CT involves an
important dose of radiation. For the particular case of young infants, who would not
be still during the test, the techniques are especially invasive since sedation is required.
Some authors have studied the validity of models created by photogrammetry and 3D
scanners in medicine. Comparison with CT/MRI has been carried out for different
purposes, including different types of cranial deformation (90, 91), orthodontics (92)
and forensics (93), among others. Most studies involve the use of high-cost 3D cam-
era solutions such as STARscanner (Orthomerica, Orlando, FL, USA) or 3D scanners
such as 3dMD (3dMD, Atlanta, GA, USA) (26, 71, 90, 91, 92, 94), while others in-
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5. VALIDATION OF THE SEMIAUTOMATIC TOOL

clude in-house solutions, such as the combination of several SLR cameras presented

by Kottner (93). The most common approach in these studies is the comparison of

measurements taken on the 3D model and those taken directly on the patient. In

other studies, the cranial volume is compared (95). Only in some cases, model surfaces

are the subject of the comparison (93) but not for cranial deformation analysis. The

use of surfaces instead of single measurements provides a more complete comparison

between methodologies. Moreover, the whole surface of the model provides a higher

amount of information than a limited number of measurements. Different cranial de-

formation approaches can be used for analysis, such as ellipsoid fitting (61), principal

components (26) or global measurement (96). The 3D model also allows the calcu-

lation of the cranial volume (95). The use of a smartphone-based low-cost solution

for the creation of 3D models for cranial deformation analysis has been introduced by

the authors as preliminary tests (61). The image acquisition for this methodology is

based on a slow-motion video camera, e.g. coming from a smartphone, and a fitted

cap on the patient head. A slow-motion video is recorded in a small time frame during

the standard medical consultation while the patient is being held by an accompanying

person. Neither special lighting nor tripods are required for the data acquisition. The

quality of the models was found to be comparable to that obtained using a full-frame

SLR camera for the image acquisition (97). In this study, 3D photogrammetric models

are systematically compared with CT/MRI models. Image acquisition for the creation

of photogrammetric 3D models is carried out using only a smartphone and a fitted

special cap in real clinical conditions. Later, the models are compared with either CT

or MRI data. The comparison is made, after registration of the different datasets, by

computing the minimum distances between the registered photogrammetric and radio-

logical 3D models surfaces. The rest of the chapter is structured as follows. Section 5.2

explains the methodology carried out for the creation of both models (radiological and

photogrammetric) and the comparison between them. Section 5.3 presents the results,

including distances between models and its significance, as well as the visualization of

differences and explanation of error sources. Section 5.4 discusses the results with em-

phasis on the advantages and disadvantages of the low-cost photogrammetric solution.

Finally, Section 5.5 draws some conclusions from the research on deformation analysis.
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5.2 Methodology

A total of 10 patients were evaluated (2 females and 8 males). Their age varied between
1 month and 12 years, specifically 4, 5, 9 and 11 months; 1(two patients), 5, 6, 11 and
12 years. The patients were selected between those undergoing cranial CT or MRI
regardless of the existence of cranial deformation to assess the performance of low-
cost 3D imaging over CT/MRI. For older patients (over one year of age) long hair was
considered an exclusion criterion, as it would affect the creation of the photogrammetric
3D models. The maximum data acquisition time difference between the two data
collection approaches was two days; therefore, it can be stated that the data was taken
in the same period. For each patient, a smartphone-based photogrammetric model
and a radiological model (CT or MRI) were created. Figure 5.1 summarises the main
steps carried out for each approach, starting with data acquisition, then processing to
build up the 3D models, and finally analysis and comparison after the 3D models are
properly registered in the same reference system to determine the distances between
them. Further details about the photogrammetric processing to create 3D models from
slow-motion smartphone-based photogrammetry have been previously reported (61).

5.2.1 Radiological data processing

The cranial CT and MRI scans were performed at La Fe Hospital, Valencia, Spain.
The purposes of the test varied for each patient. An important number of patients
were under medical control for different types of cranial deformation (preoperative and
postoperative stages). The rest of the patients suffered from different pathologies but
were always studied with 3d CT or MR in their follow-up. The data from radiological
scans were provided using the Digital Imaging and Communications in Medicine (DI-
COM) format. The 3D model for each patient was reconstructed using the open-source
software InVesalius 3.1.1 (CTI, Brazil). Incomplete models were discarded, although
small uncovered areas on the top of the head were allowed. The model was manu-
ally segmented for the extraction of the skin and the output was exported to Polygon
File Format (PLY). Lastly, the model was manually cleaned and cropped to ease its
comparison with the photogrammetric 3D model.
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Figure 5.1: Flow diagram used to assess the differences between 3D models.
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5.2.2 Photogrammetry

The photogrammetric 3D models were carried out using two different smartphones in
slow-motion mode at the maximum frame rate allowed by each device: Samsung Galaxy
S7 (Samsung, Seoul, South Korea) with a resolution of 1280x720 at a frame rate of 240
fps and Samsung Galaxy S5 at the same resolution and frame rate of 120 fps. The
methodology developed can be found in Barbero-Garćıa (61). The video acquisition
was carried out during the standard medical consultation. A fitted cap was placed on
the patient’s head, it was required to avoid the effect of hair in the model and to ease
the 3D reconstruction by adding texture (Fig. 5.2). A detailed study has been carried
out to determine the smartphone performance for photogrammetric smartphone-based
applications on spherical objects (98). After testing two smartphones, one high-end
Samsung Galaxy S7 (2017) and another Samsung Galaxy Trend Plus (2014), no special
specifications were actually found as limiting factors other than high definition (HD,
1280 x 720 pixels) video and the slow-motion acquisition. In any case, a recording taken
in three rings with large overlap was found essential for automatic full 3D modelling
without imperfections. Image acquisition The illumination conditions in the room were
kept at a maximum to compensate for the lack of exposure of the slow-motion video
mode and assure the correct focusing of the mobile device. However, no special lighting
was required. In case of early age patients, they were held upright by an adult. The
patients were not asked to stay still, so normal movements occurred, especially in the
case of younger infants. A video was recorded for each patient, lasting a maximum of 30
s. During the video recording, the operator moved around the patient’s head in three
rings with the smartphone at different heights (viewpoints). This approach is based
on the conclusions of previous studies carried out by the authors. Indeed, the optimal
geometry of the image acquisition approach for near-spherical objects (e.g. heads),
using conventional, non-metric video cameras integrated into current smartphones can
be found in Barbero-Garćıa et al. (98). The whole image acquisition process required
less than five minutes per patient and was carried out during a standard consultation.
Special care must be taken to conveniently cover the whole head surface in the video
sequence, which can be hampered by the constant quick movements of the infants. It
is worth noticing that this methodology requires the cap to be correctly fitted on the
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5. VALIDATION OF THE SEMIAUTOMATIC TOOL

head to avoid imperfections during the eventual processing for 3D reconstruction and
dense image matching.

Figure 5.2: Image used for the creation of the 3D model.

5.2.3 Processing

Firstly, the images were manually extracted from the video. Between 200 and 300
images were selected in each video file. The creation of the 3D models was carried
out using PhotoScan (Agisoft, Russia). The 3D modelling process followed the usual
pipeline in photogrammetric Structure-from-Motion (SfM) software, consisting of (i)
Image alignment, (ii) Cloud densification, (iv) Meshing and (v) Texturing the mesh
(optional, for visualisation purposes only). In case of failure, the process was completed
using manually defined tie points. The model was then scaled using targets of known
dimensions placed on the cap. Finally, areas outside the cap were cropped to avoid
any measurements in those areas. The final 3D models obtained for each patient had
between 100.000-200.000 points and 200.000-300.000 faces. The expected accuracy of
the models was 1 mm (97). A camera self-calibration was automatically done during the
spatial orientation processing in the photogrammetric software as no previous camera
calibration was available for each one of the sessions. Figure 5.3 displays an image
with the footprint of the geometric distortion pattern of the smartphone camera in
one of the sessions. The self-calibration approach includes a comprehensive calibration
to determine its interior orientation parameters, i.e. the principal distance, principal
point offsets, radial/decentring lens distortion parameters and the affinity parameters
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(differential scaling and skewness). A calibration of the camera prior to the image
acquisition was discarded as it would require a high amount of time and knowledge,
making the methodology difficult to be applied in the clinical practice. Moreover,
previous studies show that prior calibration of the camera does not have an important
impact on the results for this particular application as far a large number of images are
selected for the camera calibration (98).

Figure 5.3: Calibration distortion pattern for Samsung Galaxy S5 (Scale: 2x).

5.2.4 Comparison

The software CloudCompare version 2.7.0 (http://cloudcompare.org/) was used to com-
pare each pair of photogrammetric and radiological 3D models. In order to allow the
comparison, the 3D models were manually registered to the same coordinate system.
The registration was carried out by manual identification of cranial landmarks and
posterior minimisation of the distance between models. The distance between mod-
els was computed for every point in the photogrammetric model (between 70.000 and
100.000 points) as the distance to the closest point of the radiological model. The tool
“Compute cloud/mesh distance” in CloudCompare was used for this calculation, the
option “signed distances” was chosen, as it is important for the evaluation; the radio-
logical model was always used as a reference. A small shift between two models (2 mm
approx.) was expected due to the effect of the cap on top of the head pressing the hair,
as pointed out by different authors (89, 90).
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5.3 Results

The differences between models can be found in Table 5.1 which contains the 10 pa-
tients ordered by age. The control radiological technique used for the comparison is
specified in the fourth column with header CT/RMI. The maximum time shift between
radiological imaging and photogrammetric data acquisition was less than 2 days. The
average mean difference distance between pairs of models (Photogrammetry - CT/MRI)
is 2.1 mm, being the minimum 0.5 mm and the maximum 3.2 mm. The standard devi-
ation of the distance differences is constant across patients (0.7-1.4) with an average of
1.2 mm. Table 5.1. Patients’ information and distance difference parameters between
radiological and photogrammetric models (differences in mm).

Patient
number

Gender
Age

(months)
CT/MRI

Time dif.
(days)

Mean
distance

Distance
standard
deviation

1 M 4.3 MRI 0.0 1.9 1.1
2 F 5.8 MRI 2.0 0.5 0.7
3 M 9.5 CT 0.0 1.5 0.7
4 F 11.1 CT 1.0 1.3 1.3
5 M 17.5 MRI 0.0 2.0 1.2
6 M 21.8 CT 0.0 2.4 1.4
7 M 70.4 CT 0.0 2.4 1.1
8 M 81.2 MRI 1.0 3.2 1.3
9 M 142.6 MRI 1.0 2.6 1.4
10 M 147.1 CT 0.0 1.1 1.4

Average 2.1 1.2

Table 5.1: Patients’ information and distance difference parameters between radiological
and photogrammetric models (differences in mm).

The Student t-test was carried out for both the mean difference distance and the
standard deviation. The 99% confidence interval for the mean difference distance is 1.1-
2.7 mm. As for the standard deviation, the test confirms that the value is below 1.4 mm
with a 99% confidence. The mean difference distances and their standard deviations (Y
axis) in relation to age (X axis) are presented in Figure 5.4. For patients younger than
two years (n=6), the maximum difference distance is 2.4 mm and its average difference
distance is 1.6 mm; this is the normal age range for cranial deformation assessment.
Lower differences for this age range are possible, as hair does not affect the models.
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Figure 5.4: Mean distance differences and their standard deviations in relation to their
patients’ age.

Figure 5.5 shows the mean distance and standard deviation for both age groups:
up to two years of age (Fig. 5.5b) and above two years (Fig. 5.5c). Mean distance is
considerably higher for the older patients group (Under two years: 1.6 mm, above two
years: 2.3 mm). The comparison values are also shown for CT and MRI techniques
separately, the mean difference is higher for MRI (MRI: 2.05 mm, CT: 1.72 mm) while
the standard deviation is similar (MRI: 1.1 mm, CT: 1.2 mm).

Three-dimensional models of each patient’s head were delivered (Figs. 5.6 and 5.7).
Figure 5.6a,b shows the frontal and lateral views of one patient after CT, whereas Figure
5.6a,c exhibits views after MRI. Colour maps were obtained for each patient showing
the difference distances between 3D models delivered by CT and photogrammetry (Fig.
5.6c,d) and MRI and photogrammetry (Fig. 5.7b,d). Overall, no systematic errors were
found as can be checked in Figure 5.6. Areas of higher difference are located randomly
around the head and particularly in the edge of the model.

The most important sources that yield a difference between radiological and pho-
togrammetric 3D models were caused by the combined effect of the hair and the cap;
and, in some cases, small inaccuracies of the photogrammetric model caused by low
texture areas and edges. However, small errors were also found in some radiological 3D
models (Fig. 5.7a,b). Another source of error was given by the lying position of the
patients that, in some cases, resulted in skin folds that were also detected as distance
differences between models (Fig. 5.7c,d).
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Figure 5.5: Photogrammetry vs radiological test box-and-whisker plots showing the mean
distance and the standard deviation results: a) all patients, b) under two years of age, c)
older than two years, d) CT, and e) MRI.
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Figure 5.6: Derived models for the 3rd patient: a, b) CT; c, d) Difference distances in
the 3D model between the photogrammetric solution and the registered CT.
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Figure 5.7: Examples of errors found in MRI 3D models due to holes (a) and lying
position of the patient during the data acquisition (c). These errors affect the distance
differences between photogrammetry and MRI (b, d), respectively.
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5.4 Discussion

The evaluation and monitoring of cranial deformation is usual practice during paedi-
atric consultations. However, the commonly used techniques, including visual assess-
ment and the use of callipers and measuring tape, are strongly limited and experts
do not agree on their reliability and capacity to represent adequately the deformation
(20, 96). Specifically designed 3D scanners and setups of 3D cameras have become an
alternative for the evaluation of cranial deformation (such as STARscanner and 3dMD)
(93, 94, 96). They are especially useful for the evaluation of cranial deformation as they
provide highly accurate and complete information on the patient’s head shape and they
are non-invasive. However, due to the high cost of the metric devices, the methodology
is not implemented as part of the regular clinical practice. The methodology assessed in
this study based on smartphone photogrammetry provides similar results to 3D scan-
ners and multi-camera approaches. Moreover, it is low cost as only a smartphone is
required for data acquisition. The simplicity of the setup would allow a real implemen-
tation of the methodology in routine clinical practice once a full automatic toolbox is
developed. Although some studies have evaluated the usability of 3D models for cranial
deformation evaluation, the authors have not found references in the literature com-
paring the radiological and photogrammetric 3D models applying the surface distance
differences method. This technique provides a significantly higher amount of informa-
tion than the comparison of a limited number of manual measurements. The results
showed an overestimation of 0.48-3.24 mm, although other authors reported that an
overestimation of approximately 2 mm was to be expected (90). However, distance
differences in shape are low and constant, with standard deviations below 1.5 mm for
all patients. Most distance differences in the 3D models are local and due to low tex-
ture areas, near the edges of the model or imperfections of the MRI/CT. Therefore,
the imperfections in the 3D modelling will not be important enough to affect the as-
sessment of the cranial deformation by the doctors and medical specialists. It should
be taken into account that higher distance differences happened only in older patients.
The maximum mean distance difference for two-year-old infants is 2.35 mm. The rea-
son for the older patients overestimation is surely the hair effect. Although patients
with long hair were excluded from this study it was noticed that even thick, short hair
can affect the results. This was not a problem with younger infants. Thus, hair has to
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be taken into account as a limiting factor for the effective application of this low-cost
photogrammetric technology. However, infants subject to cranial deformation analysis
in different stages, both pre and post-surgical, are usually under one year old. In fact,
most cranial deformations appear during the first months of life (99). In addition, the
ideal age for starting a correction is below 6 months according to some authors (9),
while others suggest that correction should start before four months (100). Besides, the
use of helmets is considered especially useful in the age range of 4 to 12 months. There-
fore, the presented methodology is expected to cover the right age frame when both
diagnosis and monitoring are found essential. Nevertheless, the only known constraint
for applying this low-cost methodology is the presence of short hair, but it is not usu-
ally a problem in infants up to 1-year-old. The usage of a perfectly fitted cap is totally
necessary to obtain accurate results. As a consequence of this, any patient with head
bandages that could not be removed or any other unremovable devices, such as cranial
distractors, would need adequate customization of the reference cap or otherwise would
not be eligible for this low cost smartphone-based photogrammetric methodology. The
movement of patients during the data acquisition is also an issue for younger infants,
however, no inaccuracies were found as a consequence the of movement. The main
limitation of the methodology is the impossibility to extract non-visible information
such as those on the bone. However, most common cranial deformation types, such as
positional plagiocephaly, are measured using the surface information only. For severe
cases of deformation, such as craniosynostosis, this methodology could not be used as
a diagnostic tool but it could be combined with radiological tests for monitoring pur-
poses, especially for patients following a treatment such as cranial orthosis. Currently,
the main tools for the measurement of cranial deformation are the metric tape and the
calliper. These tools are intended to acquire isolated craniometric indexes. Although
clinically useful, these indexes do not provide a 3D representation of the addressed
deformity. Besides, in optimal conditions, the precision of this methodology is 1 mm.
However, in real clinical conditions (including infants moving, hampering the identi-
fication of cranial landmarks) accuracy is worse than 2 mm and shows a significant
interobserver and intraobserver variability. The human tolerance for the perception of
mild head asymmetry is also considered 2 mm (101). As the presented results show
differences in shape compared to radiological tests below 1.5 mm we consider that the
methodology can provide at least similar accuracy to traditional clinical measurements,
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but with the advantage of having a complete 3D objective model as output and in a
totally non-invasive and low-cost manner. The implementation of the methodology
could mean an easier and more detailed evaluation of infants from early ages, allowing
better monitoring of the patient’s evolution and the results of the treatments.

5.5 Conclusion

Photogrammetric 3D models obtained from smartphone-based slow-motion videos have
been found to provide valuable information for the assessment of cranial deformation in
infants under 2 years of age. The differences with the “gold standard” represented by
CT and MRI show an overestimation of the photogrammetric caused, by the effect of
the hair and the cap. The average difference distance in shape determined from the 10
full 3D models of the patients’ heads was 2.1 mm; and 1.6 mm for infants under 2 years
of age. The standard deviation of differences is below 1.5 mm for all patients. These
values clearly validate the proposed smartphone-based photogrammetric solution as it
has similar accuracy to other commonly used methodologies such as callipers or mea-
sure tape, but with higher reliability and repeatability and in a comprehensive way. i.e.
covering the whole patient’s head. The main disadvantage of the presented methodol-
ogy is its limitation to extracting outer visible information only. As a consequence, it
can replace radiological tests as far outer anomalies are presented in infant’s patients.
Nevertheless, the value of the presented methodology is bounded by the possibility to
include it in the regular clinical practice as a routine monitoring, non-invasive tech-
nique. Therefore, future research should focus on the development of a fully automatic
tool able to deliver ready-to-use 3D models and reports to doctors and medical staff.
The availability of cranial 3D models would allow the development of new deformation
assessment parameters adapted to detailed and comprehensive 3D data. The possibil-
ities in this area have been partially explored and more development is foreseen in the
near future.
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Registration of the models

This chapter is based on the following paper:
Barbero-Garćıa, I., & Lerma, J. L. (2019). Assessment of Registration Methods for

Cranial 3D Modelling. Proceedings, 19(8). https://doi.org/10.3390/proceedings2019019008

6.1 Introduction

Nowadays, the use of 3D models for cranial deformation assessment is becoming more
common, but the methodology still needs to be improved (43). The authors have
presented a low-cost, smartphone-based methodology for head 3D model creation (61)
and its accuracy has been evaluated by comparison with radiological imaging (102).
The registration of the head 3D models coming from different devices and arbitrary
3D technologies to a common reference system is still a challenge. For the purpose
of monitoring cranial deformation in infants, model registration is required in order
to calculate deformation indexes and compare multitemporal models. Most 3D model
solutions (e.g., STARScanner, Orthomerica, Orlando, Florida, USA; 3DMD, Atlanta,
Georgia, USA) cover the whole area of the head, including the face, and use craniometric
and facial points to register the model (43). These methodologies are costly so their
use is not widespread as part of the clinical routine. In cases where bone information is
acquired (radiological images), bone structures are used to identify craniometric points.
For the developed application, the area in the 3D model is given by the area covered
by a fitted cap, so the face is not registered. The identification of landmarks on the
model is almost impossible, hampering the registration. The proposed solution includes
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the manual identification of tie points by the medical staff. The identified tie points
are later used for automatic registration in combination with PCA. Two methodologies
are tested, using two and three manually identified tie points. The results are also
compared with registration using PCA only.

6.2 Methodology

6.2.1 Data acquisition

The head 3D model data acquisition consists of 3 steps: (i) Placing a fitted cap on
the infant’s head, (ii) Locating the required craniometric points using stickers and (iii)
Recording a slow-motion video of the infant head using a smartphone. The position
of the cap can vary significantly every time it is placed on an infant head (it can be
placed to cover a bigger part of the forehead and/or nape, or go lower at one side). The
required craniometric points can also have small differences in location. To evaluate
the effect of cap and tie point position changes on the registration, the cap and points
were put on a static model a total of 6 times. For each position, two data acquisitions
were carried out, resulting in 12 models. The models were created using a smartphone
camera and Agisoft PhotoScan as described by the authors in a previous paper (61).

6.2.2 Registration

The registration process was carried out for each model using three different methodolo-
gies: (i) PCA without tie points; (ii) PCA plus two tie points (glabella and opisthocran-
ion); and (iii) PCA plus three tie points (glabella and both pre-auricular points).

6.2.2.1 PCA plus two tie points

The identified tie points were glabella and opisthocranion. After PCA, the model was
translated, so the origin of the coordinate systems was the mid-point between both tie
points. The model was later rotated to match glabella-opisthocranion line with the
x-axis.

6.2.2.2 PCA plus three tie points

The identified tie points were glabella and both pre-auricular points. After PCA the
model is rotated and translated so the plane given by the 3 tie points matches z = 0,
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the line given by preauricular points matches y-axis and the line given by glabella and
the line given by pre-auricular points matches x-axis (Fig. 6.1a,b).

6.2.2.3 Distance calculation

The differences were calculated as distances between meshes (Fig. 6.1). For each pair of
meshes, a reference one was chosen. For each point in the reference mesh, the distance
to the second mesh was computed along the direction defined by the reference point
and the coordinate system origin. This methodology improves the Iterative Closest
Point (ICP) algorithm and fits the normal direction avoiding texture influence. It also
has a lower computational cost than any ICP approach (103).

Figure 6.1: Top (a) and lateral (b) view of a model registered using CPA plus three tie
points. Distances between two models (c).

6.3 Results

All the possible combinations between models were made for each methodology. The
results are compared in general and for the same cap positions only (Table 6.1).

PCA without Tie Points PCA Plus 2 Tie Points PCA Plus 3 Tie Points
Average
distance

Mean Std Mean Std Mean Std

All 4.6 3.1 3.4 2.0 1.9 1.1
Same

position
0.7 0.6 1.6 0.9 1.5 0.7

Table 6.1: Distances between registered models (mm).
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PCA without tie points showed high errors for the whole set of 3D models but the
results without varying the cap positioning are much better. As it was to be expected,
the methodology is greatly affected by the position of the cap. PCA plus two tie points
moderately improved the results of the first method, although the results achieved
under the same position increased the distances. The distance increment is explained
partly by a model that presented high error for one of the identified points, causing the
whole model to be badly registered. PCA plus three tie points yielded the best results
for the whole set of models, with distances below 2 mm. However, the distances for
pairs of models taken without moving the cap were higher than those obtained using
the PCA only.

6.4 Discussion

Accurate registration of the head 3D models is vital for obtaining useful information
for cranial deformation assessment. This requirement becomes harder to achieve when
the model does not include easily-identifiable points such as craniometric facial points
or cranial information. PCA was considered an interesting option as it easily identifies
the maximum variance axis. However, it was pointed out that it is very dependent on
the position of the cap and different examiners usually place the cap differently. To
overcome this limitation a methodology has been developed based on the combination
of PCA and tie points manually identified by the medical staff. The number of points
must be limited so that it does not increase the data acquisition time. Furthermore,
the required points must be easily identifiable in a moving infant. Firstly, an approach
based on only two tie points was tested. Opisthocranion and glabella were chosen,
as they are important points for cranial deformation indexes. However, a problem
found is the difficulty to identify opisthocranion reliably. A second approach replaced
opisthocranion by the two pre-auricular points, left and right, which are easier to iden-
tify. Increasing the number of points to three allows defining a plane and therefore
registering the model without the need for more data. The results show that registra-
tion using PCA plus three tie points is independent of the cap position, so it is more
applicable in real life. The main disadvantage of the point-based registration is that the
manually identified tie points are more subject to errors, as the registration is based on
a very reduced number of points. This problem is worsened, as the points are located
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on the edge of the model, where more distortions are likely to happen. Nevertheless,
promising results are expected after changing slightly the registration methodology.

6.5 Conclusions

A registration approach using PCA has been found to have enough accuracy for analysing
cranial deformation. The method is useful as users are only required to identify three tie
points (which can be stuck to the cap) and the registration can be fully automated. In
the future, we are planning to slightly improve the presented registration methodology.
Eventually, the methodology will be tested under real clinical conditions
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The automatic tool

This chapter is based on the following paper:
Barbero-Garćıa, I., Lerma, J.L., Mora-Navarro, G., 2020. Fully automatic smartphone-

based photogrammetric 3D modelling of infant’s heads for cranial deformation analysis.
ISPRS J. Photogramm. Remote Sens. 166, 268–277. https://doi.org/10.1016/j.isprsjprs.2020.06.013

7.1 Introduction

In this chapter, the novel and fully automatic solution for the creation of the infant’s
head 3D models is presented. The solution consists of a mobile app, a coded cap and
processing software. First, the cap is placed in the infant’s head. Then a doctor or
any user would use the mobile app to get the necessary data for the creation of the 3D
models. The whole process is guided so the user is not required to have any knowledge
of photogrammetry. Once all the required data is collected, it is sent to a server where
it is processed to obtain the final 3D model, which is presented to the doctor in several
minutes.

For the accurate evaluation of cranial deformation, an accurate 3D model of the
patient’s head (infants ranging usually from 1-24 months old) must be delivered during
a normal consultation, in a way that the medical staff can make right diagnosis and
decisions. In order to create a useful and low-cost medical device, it is vital to deal
with the movement and produce highly accurate 3D models in real clinical conditions.
The use of photogrammetric devices by non-experts, such as medical staff, requires a
high degree of automation and reliability (104). It is also important to extract the
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information in short periods as the consultation time is, in most cases, very limited.

Besides, the metric solutions have to be robust and reliable enough to satisfy challenging

health demands.

The automation possibilities are different regarding the requirements and conditions

of every particular medical application. The use of coded markers, under different setup

geometries and the required number of images to extract useful infant’s head 3D models

have been explored by the authors (98). The accuracy of manually-driven 3D models

has also been tested by the authors in comparison with the present gold standards, CT

and MRI (102). However, a fully automatic methodology for the extraction of the 3D

models has not been presented.

Automatic camera pose estimation and calibration are usually carried out using au-

tomatically detected keypoints. The obtainment of these keypoints is commonly carried

out using algorithms such as SIFT (76) or SURF (77), or more novel robust approaches

based on ASIFT (105). Obtaining keypoints is time-consuming when dealing with large

datasets. For moving objects, some type of masking is required to assure that the key-

points are located in the object and not in the background. The target-based approach

is an alternative to the keypoints approach for camera pose estimation. It is especially

useful for low-texture areas where not enough keypoints can be identified (106). The

target-based approach is not always an option as the placement of the targets is not

possible in many situations when the object to be modelled cannot be altered. For

this particular application, a cap is placed on the patient’s head and the texture of the

model does not add any useful information. For this reason, the placement of markers

is not an issue. Moreover, with this approach, the movement of the background will

not be a problem, as all markers are placed on the cap. The targets chosen for this

study are ArUco markers. ArUco markers include a black frame that allows quick de-

tection and binary code for identification. For every marker, four points (corners) can

be automatically identified with subpixel accuracy (107, 108). This type of markers

has been used for the calibration of low-cost cameras (109).

82



7.2 Materials and methods

7.2 Materials and methods

7.2.1 Automatic PhotoMeDAS tool

The PhotoMeDAS (Photogrammetric Medical Deformation Assessment Solutions) patent-
pending tool is composed of coded cap, coded stickers, mobile app and processing soft-
ware. The mobile application is used together with the cap and stickers to carry out
the data acquisition. The software, located in a server, processes the data and creates
a 3D model. It also obtains some head shape information and deformation parameters,
which are available to the user through a webpage service (Fig. 7.1).

Figure 7.1: Implemented photogrammetric workflow.

7.2.1.1 Coded cap

The cap is made of an elastic material on which coded ArUco markers have been added.
Each cap contains a total of 131 markers, the material of the markers is not elastic to
assure their size is constant and can be used to scale the model (Fig. 7.2). Together
with the cap, three stickers are provided. The stickers are similar to the markers present
on the cap. The medical staff carrying out the image acquisition are asked to place
one of them between the eyes and the others on the left-hand side and right-hand side
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pre-auricular points. The identification of these points will be used for the registration
of the models (monitoring) over time (Fig. 7.2).

Figure 7.2: a) Coded cap and stickers; b) view of the cap on the app.

The mobile app allows data acquisition by users without understanding of the pho-
togrammetric principles. The following criteria has been implemented to assure that
any user can carry out a successful data acquisition: (i) the detected markers are high-
lighted in the image; (ii) the correctly registered areas are shown; and (iii) a progress
bar shows the progress percentage. Each frame is checked for valuable information by
the app. Firstly, it must have more than 7 markers (a lower number does not assure
successful orientation). Moreover, the sets of markers in the image are evaluated to
assure there is information in the image that is not already registered (a previous frame
with the same set of markers would discard the current image). In case the image is
selected, the coordinates of the markers are saved to a file. For each marker, the coor-
dinates of the four corners are stored. At the same time, the app is updated to show
the new registered areas on the screen. This particular approach has been designed to
deal with the movement of the infant. If the patient is moving it hampers the image
acquisition and no markers are detected, therefore the frames are ignored. As soon
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as the patient is still enough, even for a short period, the application will record the
information. More than 200 images covering the totality of the model are required
to assure a good orientation (98). Once the required number of images is registered
and the whole head is correctly covered, the app will automatically send the data for
processing.

7.2.1.2 Model creation

The model creation is carried out on a server. The server runs a Django (Django Soft-
ware Foundation, Lawrence, KS) WSGI (Web Server Gateway Interface) application.
When a model data is received the application stores the file and inserts the model
metadata into a PostgreSQL database. Then, it runs the model calculation algorithm
as a Celery Distributed Task Queue process and informs the user. Celery remains
calculating the model as a background process in the server. The server can process
several models at once. If there are many models to calculate at a time, they are put
in a queue. When Celery finishes the calculation, an alert is sent to the user and the
final model is made available on the webpage (Fig. 7.3).

The modelling calculation software was created using a combination of open-source
software and ad-hoc developed software. First of all, the received data is checked. The
frames are evaluated in order to remove redundancy from the recorded data. This
step improves the selection carried out during the data acquisition. Secondly, the
frames for calibration are selected. The required frames will cover the top of the cap,
giving the best possible geometry for calibration. The software MicMac (110), and,
specifically, the tools Tapas and AperiCloud, are used to obtain the 3D point cloud.
MicMac tool Tapas is launched to carry out an on-the-job bundle adjustment camera
calibration. For this camera calibration step, a reduced set of frames is selected, and
if the results achieved are correct, the interior orientation parameters are extended to
all the frames. Once the frames are oriented, the point cloud is then obtained using
AperiCloud (Fig. 7.4a,b). In case the bundle adjustment results are not correct, another
bundle adjustment process is carried out again for the whole set of frames. MicMac
was chosen as an open-source option with the possibilities to automatize the required
process. The resulting point cloud consists of up to 536 points. It is scaled using the
markers size and the point normals are computed automatically using MeshLab 1.3.3
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Figure 7.3: PhotoMeDAS calculation.
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(111). The mesh is also created automatically using the Ball Pivoting Algorithm (112)
(see Fig. 7.4c,d).

Figure 7.4: 3D point cloud of the markers (a, side view; b, top view) and mesh (c, side
view; d, top view).

The last step is the registration of the 3D model to a set head’s local coordinate
system (Fig. 7.5). The three points identified with stickers are used for the 3D registra-
tion among corresponding models. The y-axis will be given by the preauricular points
while the frontal point and the centre between the ears define the x-axis. The whole
process presented in this section has been integrated using an in-house Python script
and it is fully automatic. The script is automatically computed every time a data file
is sent to the server.

7.2.1.3 Automatically-derived anthropometric linear magnitudes

Virtual 3D models by themselves have a reduced utility for doctors. It is necessary
to obtain objective parameters and indexes that give direct information on the type
and degree of deformation. To obtain the automatically-derived anthropometric linear
magnitudes models are registered as presented in Section 2.1.2. In this study, three
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Figure 7.5: The head’s local coordinate system.

basic anthropometric linear magnitudes to yield indexes are obtained for each model,
maximum perimeter, maximum longitudinal distance and maximum transversal dis-
tances. The values are obtained by iterative computation in a given direction and
allowing small variations to obtain the longest values. The perimeter is computed for
a plane at different heights along the z-axis and different rotations in the y-axis (Phi
angle), but without rotations in the x-axis or z-axis (Omega and Kappa angles) as this
orientation is given by the preauricular points. The maximum longitudinal distance is
computed as the maximum distance between a point in y=0 and located in the front
of the head (front centred but at different heights) and points located in the back part
of the head with same y coordinate, small rotations (maintaining the front point fixed)
were allowed to deal with registration inaccuracies. The maximum transversal distance
is computed along y-axis, no rotations are allowed.

7.2.2 Validation methodology

Five models of real infants’ heads are obtained from Computed Tomography or Mag-
netic Resonance images. The 3D models are reconstructed using InVesalius (Centro de
Tecnologia da Informação Renato Archer (CTI), Brazil). An example of the external
output data is displayed in Figure 7.5. The models obtained with the gold standards
imaging devices are later 3D printed using a BQ printer. Those five models will be
referred to as targets (Fig. 7.6). The 3D printed head has definitely an error but it
can be considered negligible in comparison with the minor fitting imperfections covered
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by the coded cap. The targets represent different types of cranial shape and deforma-
tion in infant’s heads: 1) Scaphocephaly, long and narrow head caused by early fusion
of sagittal suture; 2) Plagiocephaly, asymmetric distortion with a flattened area; 3)
Complex deformation due to intrauterine constraint; 4) Trigonocephaly, early fusion of
the metopic suture causing a triangular shape of the forehead; and 5) Normal shape
considered without deformation (Fig. 7.6).

Figure 7.6: Targets.

Intrauser and interuser repeatability and accuracy tests are carried out for each
model. For the intrauser analysis, the same person carries out 25 data acquisition per
targets. For the interuser tests, 25 different people acquire the data for each target. In
total 250 models (125 intrauser and 125 interuser) are created, 50 for each target. For
every data acquisition, the cap and stickers are placed by the user. A short introduction
(less than one minute) on the tool is given to the user, however, no further training is
provided.

7.2.2.1 Comparison between 3D models

The accuracy is measured by comparing every model with the digital version of the
model used for 3D printing, considered as the ground truth. The repeatability is
evaluated by comparing each pair of photogrammetric 3D models. Iterative Closest
Point (ICP) (39, 113, 114) algorithm is computed for each pair of models in order
to improve the registration. For each pair of models, the distance is later computed
along the ray from the centre of the model for each point in a sphere (Fig. 7.7). This
methodology is chosen as it is proven to yield less noisy results than distances computed
along the normals; besides, the provided measurements are well-distributed across the
infant’s head, as proposed by de Jong et al. (27).
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Figure 7.7: Diagram displaying the distance computed between 3D models.

7.3 Results

The differences between target models are presented in Figure 7.8. All tests resulted
in a sum below 1 mm for mean plus standard deviation. The absolute differences are
slightly larger for the interuser tests in comparison to those carried out by a single
user (intrauser). Besides, the accuracy results are slightly worse (larger values) than
the repeatability results. The mean accuracy is 0.5±0.4 mm, and the repeatability
differences are 0.3±0.3 mm. Ideally, there should be no significant differences in the
results for different tests (comparing intrauser-interuser and repeatability-accuracy).
A Student t-test was used to compare the results (understood as distances between
models) for different tests. The 95% confidence interval for the difference in means
between repeatability and accuracy results is 0.169-0.173 mm. For the comparison
between intrauser and interuser tests, t-test 95% confidence interval of the difference
in mean of the results is 0.073-0.74 mm. Therefore, for both comparisons (intrauser-
interuser and repeatability-accuracy) it can be stated that the difference in the results
is below 1 mm.

Absolute differences per model are presented in Figure 7.9. No important differences
are present for Target 1-4. Slightly worse results are presented for Target 5.

As it could be expected due to the effect of the cap, all photogrammetric 3D mod-
els showed an overestimation of measurements compared to the ground truth targets.
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Figure 7.8: Box plots of absolute differences between models for each test.

Figure 7.9: Box plot of absolute differences between models for each test and model.
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Therefore, this resulted in positive distances (Fig. 7.10).

Figure 7.10: Box plot of signed differences for the accuracy tests.

The mean and standard deviation for each comparison are shown in Figure 7.11.
Some models present an error considerable higher than the average, but in every case,
the sum of mean and standard deviation is always below 2 mm.

Figure 7.11: Mean and standard deviation for each created model.

Data acquisition and calculation time were registered for each created model. For
the models created by a single user familiar with the methodology, the acquisition time
was 1.1±0.17 minutes. For various users, the acquisition time was higher: 1.5±0.6
minutes. The calculation time was 2.5± 0.6 minutes for the expert user and 2.7±0.9
minutes for different users, many of them with no previous knowledge of the tool.
For the five targets, the variability of the three most important anthropometric linear
magnitudes is presented: perimeter, longitudinal and transversal distances. A Student’s
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t-test was also performed to evaluate the significance of the difference in mean between
intrauser and interuser tests. A second t-test was performed to test the hypothesis of
the differences in means being greater than 1 mm. Table 7.1 summarises the results
achieved from the automatically-derived anthropometric linear magnitudes for each
target.

The measurement of the perimeter yields the lowest reliability with a difference with
the mean of 1.4±1.3 mm. For the maximum distances, the differences are 0.7±0.6 mm
for the longitudinal distance and 0.5±0.5 mm for the transversal distances. Student’s
t-test is performed to evaluate the differences in the means between intrauser and
interuser measurements. A P-value below 0.05 is interpreted as a significant difference
between the means. According to this threshold, some anthropometric magnitudes (all
for Target 3, the perimeter for Target 4 and the perimeter and the longitudinal distance
for Target 5), show significant differences for intrauser and interuser tests. Although
significant, the difference values are low, and only for the Target 3 perimeter can be
stated that the mean difference between interuser and intrauser value is significantly
greater than 1 mm.

7.4 Discussion

In this section, we discuss the advantages and limitations of the created photogram-
metric tool and its applicability for cranial deformation assessment. The results are
evaluated in two different ways: the accuracy achieved in the targets (3D models) and
the accuracy of the automatically-derived anthropometric linear magnitudes. The fac-
tors that limit the accuracy of the results are also studied, and future lines of research
for the improvement of the solution are presented.

7.4.1 The automatic tool

A fully automatic tool for the creation of head 3D models has been presented. The tool
is adapted to the necessities of cranial deformation assessment in infants. In particular,
it overcomes limitations, such as the almost constant movement of the infants during the
data acquisition, it requires very low investment (from the user side only a smartphone
is required) and does not require the user to have any knowledge of photogrammetry,
being applicable to the standard clinical routine. The designed methodology, based on
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Mean SD 95 CI P P1

Target 1

Perimeter
Intrauser 412,2 0,9 411,9-412,6 0,11 0,59
Interuser 413,1 2,4 412-414,1

Longitudinal distance
Intrauser 151,7 0,4 151,5-151,9

0,06 0,97
Interuser 152,2 1,2 151,7-152,7

Transversal distance
Intrauser 104,3 0,5 104-104,5

0,17 0,99
Interuser 104,6 0,9 104,2-104,9

Target 2

Perimeter
Intrauser 377,8 1,5 377,1-378,4

0,4 0,85
Interuser 378,2 2,1 377,3-379,1

Longitudinal distance
Intrauser 127,3 0,6 127-127,5

0,62 1
Interuser 127,4 1,1 126,9-127,9

Transversal distance
Intrauser 110,9 0,5 110,7-111,1

0,38 1
Interuser 111,0 0,7 110,8-111,3

Target 3

Perimeter
Intrauser 430,1 1,0 429,6-430,5

<0.001 0,03
Interuser 432,0 2,1 431,1-432,9

Longitudinal distance
Intrauser 151,6 0,8 151,2-151,9

<0,001 0,21
Interuser 152,8 1,0 152,4-153,2

Transversal distance
Intrauser 117,2 0,6 117-117,5

0,019 1
Interuser 117,7 0,6 117,4-117,9

Target 4

Perimeter
Intrauser 367,9 1,4 367,3-368,5

0,024 0,36
Interuser 369,1 2,0 368,2-370

Longitudinal distance
Intrauser 126,9 0,6 126,6-127,1

0,099 1
Interuser 127,2 0,9 126,8-127,6

Transversal distance
Intrauser 111,2 0,4 111-111,3

0,062 1
Interuser 111,6 1,0 111,2-112

Target 5

Perimeter
Intrauser 451,3 2,2 450,4-452,2

0,002 0,05
Interuser 453,3 2,1 452,4-454,2

Longitudinal distance
Intrauser 160,1 0,7 159,8-160,4

<0,001 0,42
Interuser 161,2 1,0 160,7-161,6

Transversal distance
Intrauser 122,7 1,0 122,3-123,2

0,125 0,96
Interuser 123,2 1,0 122,8-123,6

Table 7.1: Mean and standard deviation (SD), Student’s t-test 95% confidence interval
(95 CI), P-value (P) for comparison of the means between intrauser and interuser values,
and P value for the hypothesis of an absolute true difference in mean < 1 mm (P1) (Values
in mm).

markers, has very low requirements of data storage and transference. This is especially

useful as the data requires to be sent to the servers during the consultation. Not all

hospitals and clinical centres have high-speed networks. The average acquisition and
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processing time was 3.9 minutes, while the longest time was 7.6 minutes. This process-
ing time means a huge improvement in comparison with the manual photogrammetric
process, that can require hours of expert work to achieve an accurate model (61). This
processing workflow makes the tool viable in normal clinical practice. One advantage
is that once the user gets familiar with the photogrammetric tool, the processing time
goes down, as reflected with the different between intrauser and interuser tests.

7.4.2 3D models

A final accuracy of 1.5 mm was achieved. The purpose of the research project was
not to deliver the highest possible accuracy but reliable measurements for doctors with
real-life available devices, i.e. smartphones. From a photogrammetric standpoint, this
result could be considered somehow above the required standards for cranial deforma-
tion assessment. However, medical staff suggest that facial asymmetry below 2 mm
cannot be noticed by visual assessment (115). Therefore, the data provided by the
PhotoMeDAS tool is enough to assess esthetical outcomes for infant’s heads. Signifi-
cant differences were obtained for intrauser and interuser tests according to Student’s t
test. However, the differences in means were always below 1 mm for a 95% confidence
interval. As a consequence, we can conclude that the accuracy of the smartphone-
based photogrammetric solution is not greatly affected by different non-expert users.
The distribution of the error areas is especially important. Distances above 1 mm were
registered in the repeatability tests in the edge of the 3D models. In these areas, the
models are not as accurate due to the geometry of the image acquisition. However,
the areas of inaccuracy are small enough to be ignored for deformation assessment.
Comparing the deliverables from PhotoMeDAS with the ground truth 3D models (five
targets), a general overestimation is appreciated. One particular issue can be found in
convex areas where higher differences (distances, Fig. 7.7) can be achieved (e.g. Target
1). This error is given by the impossibility to assure that the cap is stuck to the infant’s
skin in these areas (Fig. 7.12).

Previous tests were carried out by the authors using a manual approach for the
creation of the 3D models (98). The results of the study show that the accuracy of the
automatic tool is very similar to the manual approach carried out by photogrammetric
experts to create the 3D models. The difference between repeatability and accuracy
tests results shows that the highest differences are given by the impossibility to properly
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Figure 7.12: Representation of distances for Target 1. For the repeatability tests, the
distances are shown on a reference sphere with its centre in the model centroid. For the
accuracy tests, the distances are shown on the ground truth model. Histograms for each
test are shown at the bottom (values in mm).

fit the cap to the convex areas. However, these convex areas usually represent a small
area of the head and do not compromise the evaluation of the general infant’s head
shape. The tool provides 3D models generated from a total of 536 points, which are
later interpolated to create a model. According to the results, this quantity of points
can be considered enough for accurate infant’s head shape representation.

7.4.3 Automatically-derived anthropometric linear magnitudes

The automatic anthropometric linear magnitudes show acceptable accuracy for the
maximum longitudinal and transversal distances with standard deviation up to 1.17
mm. For the perimeter measurements, standard deviations rise above 2 mm in some
cases. For the perimeter measurements and even for longitudinal and transversal dis-
tances in some cases, the registered accuracy is worse than the accuracy of the models.
Three main reasons have been identified as possible causes of the limited accuracy of the
anthropometric linear magnitudes. 1) Firstly, the level of accuracy of the photogram-
metric model is an important source of error. The correlation between the accuracy
of the photogrammetric models and the accuracy of the measurements (as a difference
with the average) was calculated for each model and for the automatic anthropometric
linear magnitudes. For every case the correlation was negligible. The correlation was
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also calculated for the intrauser models only with very similar results. The lack of
correlation implies that, although it can be important, the quality of the photogram-
metric models is not the main factor affecting the accuracy of the automatically derived
anthropometric linear magnitudes. 2) The second source of error considered is the vari-
ability in the placement of the cap. This explains the significant differences between
interuser and intrauser tests for the perimeter values according to the Student’s t-test.
A single user is supposed to have much lower variability in the process of cap and sticker
placement. Differences in the placement of the cap greatly affect the obtainment of the
measurements, in some cases, important differences were detected when the cap was
not covering the whole forehead of the patient (Fig. 7.13).

Figure 7.13: Comparison of perimeter measurements between two models of the same
Target.

3) Lastly, the registration of the model, based on the placement of the coded stickers
has an implied variability. This can result in slightly different measurements even for the
same model. It could also be explaining the differences (below 1 mm for longitudinal and
transversal distances but above that, in some cases, for the perimeter) between interuser
and intrauser tests. The correct automatic registration of the models is a common
challenge to many other methodologies used for cranial deformation analysis (103).
Correct placement of the cap and stickers is vital for the tool to provide useful data.
However, the 3D model, together with the measurement points, are made available to
the doctor in a short time frame after the data acquisition. Therefore, an error in the
obtainment of the derived anthropometric linear magnitudes caused by misplacement
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7. THE AUTOMATIC TOOL

of the cap or the stickers, could be easily noted by the doctor, who could discard the
measurement and repeat the data acquisition (if required).

7.4.4 Comparison with current solutions

The results provide higher accuracy than to those obtained with measuring tape and
calliper (20), especially for transversal and longitudinal distances. Moreover, the in-
teruser reliability of the photogrammetric 3D models seems to be higher for this tool
and the models provide much more complete information, as the whole infant’s head
is measured. The CT and MRI, considered the gold standards, provide the highest ac-
curacy. However, its use tends to be limited as they are costly and, more importantly,
often required sedation and even imply radiation. Moreover, the lying position of the
infants during radiologic image acquisition is not ideal for the assessment of the esthet-
ical outcome of the patients. The methodology is comparable in accuracy to low-cost
scanners that are used on static targets only, such as Vectra H1 system (Canfield Imag-
ing, NJ, USA) (116). It provides also a much more complete information than other
low-cost techniques that rely on a small number of images (117). Last but not least,
high-end image-based and range-based solutions including several cameras and scan-
ners provide higher accuracy than the presented tool (25, 118). However, its present
use is limited to a few clinics due to the high related cost (not only in the metrical
device but maintenance, personnel, etc.). Moreover, for the particular application of
cranial deformation assessment, submillimeter accuracy presents little or meaningless
advantage.

7.5 Conclusion

The presented photogrammetric solution has been proved to be valuable for the au-
tomatic achievement of infants’ head 3D models. As during a normal medical con-
sultation, unpredicted quick infant’s movements exist and it is unrealistic to carry out
comprehensive intrauser and interuser tests. The analysis has been undertaken with five
true 3D printed infant’s head targets to assess the implemented methodology adopted in
PhotoMeDAS. The obtained accuracy is higher to commonly used methodologies such
as calliper and measuring tape but it provides more complete information. Due to is
low-cost, ease of use and reduced processing time, it is expected to be integrated as part
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7.5 Conclusion

of the clinical routine. Contrary to high-cost image-based and range-based devices, the
PhotoMeDAS implementation can be available at primary care consultations, allowing
a higher percentage of infants to be objectively tested at early stages, contributing
to better outcomes and diagnosis. PhotoMeDAS can improve the assessment of an
important problem such as infant’s cranial deformation, without following the highly
subjective manual measurements with callipers, and avoiding radiologic imaging. In
the near future, PhotoMeDAS will be clinically validated from a medical point of view
on real infant’s heads to assure whether it can be considered a medical device or not.
Future developments will include the automatic extraction of cranial indexes as well
and the improvement in the registration of the infant’s head 3D models, as this has
been identified in this study to be one of the major sources of metric differences.

99



8

Overall Discussion

Cranial deformation is a major concern for parents, paediatricians and craniofacial
surgeons. It is necessary to accurately measure the cranial shape of the infants to detect
and assess deformation, as well as to assure the best possible evolution and outcomes
of the different treatments (9, 10). In this study, the possibilities of photogrammetry
as a non-invasive tool for cranial deformation analysis have been studied. A new tool,
designed to measure cranial deformation during the routine clinical consultation has
been developed.

The first step of the study consisted of a test to evaluate the possibilities of the
creation of head 3D models using images. This step was presented in Chapter 2.
The models were created using an SLR camera and manual processing. To evaluate
the accuracy of the results manual measurements carried out by experts were com-
pared with measurements extracted from the 3D model. The differences between both
methodologies were found to be very dependent on the correct identification of cranio-
facial points. When the measurement points were correctly identified, the differences
between methodologies were up to 2 to 3 mm depending on the measurement. The
accuracy of the models was therefore considered acceptable for cranial deformation as-
sessment. It was also pointed out that the models provide more detailed information
than manual measurements, as they represent the totality of the head (61). The main
problem of the methodology was found to be the acquisition step. The processing is
required to be quick and automatic in order to be applied in real clinical conditions.
The automation procedures started with the use of a smartphone camera, as it was
presented in Chapter 3. During this step of the development a smartphone was used
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for image acquisition. The smartphone, and, specifically the slow-motion camera mode
was found to be of great utility to acquire data even with patients in movement. The
instability of smartphone cameras was a challenge but results show differences below 1
mm compared to models obtained using SLR cameras (97). In order to obtain a useful
tool, it was necessary to make it automatic and assure its reliability. The determination
of the best methodology for data acquisition and processing was presented in Chapter
4. The importance of different factors for the creation of the 3D models was evalu-
ated. A high hyper-redundancy was found to be crucial to achieve accurate models. A
network consisting of 3 rings of images around the patient’s head was found to be the
optimal geometry. The calibration method was found to be of low importance as long
as a high number of images were acquired. Apart from the number of images, the fac-
tor affecting the most the quality of the models was the existence of easily detectable
markers. At this point, an error of 0.2 mm was found to be achievable under ideal
conditions (98). Based on the previous conclusions a semiautomatic tool was presented
and evaluated in Chapter 5. A special cap covered with coded targets was used and
the data acquisition was carried out using a smartphone. The tool was evaluated in
real clinical conditions, and the results were compared with the gold standard, CT
and MRI (102). An overestimation of the photogrammetric models above 3 mm was
obtained in some cases. However, the standard deviation of the distances between the
models was 1.5 mm. The results were considered acceptable as differences in shape
(given by the standard deviation) were below the required standards for cranial defor-
mation analysis (115). Some of the differences were explained by inaccuracies of the
photogrammetric models while some part of the error was attributed to the radiological
tests and the differences in the position of the patients, the effect of the cap, etc. As a
consequence, the error of the photogrammetric process is considered to be lower than
the difference between both methodologies. The obtainment of objective indexes from
the model is required in order to make the tool useful for doctors. In order to obtain
objective measurements from the models, a registration methodology was developed
(119) and it was presented in Chapter 6. The use of three manually identified points
has been proved to be adequate to the necessities of the tool and provided an accuracy
of 3 mm (119). All the conclusions obtained in previous studies were integrated to
create an automatic tool (120) presented in Chapter 7. A smartphone app guides the
user to acquire the information in the best possible way, following the requirements
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8. OVERALL DISCUSSION

stated by previous studies (number of images, distribution and markers). The data is
later processed in a server to create a model. The models are registered and automatic
measurements are obtained. The tool was evaluated using 3D printed head models and
the data was taken by different users. The results showed an accuracy of the models
of 1.5 mm. This error is considerably higher than the differences found for the mod-
els in ideal conditions test carried out in the lab. The difference is explained by the
limitations of the automatic tool that cannot assure the optimal image acquisition in
all cases and users and also by the use of targets instead of images for the creation of
the models, resulting in models with a much lower number of points. These limitations
were justified by the low computational cost and the low quantity of data that needs
to be stored. Despite this, the accuracy is considered adequate for the application.
The automatic measurements showed accuracy above the results reported by calliper
and measuring tape for some authors (20). Perimeter accuracy was up to 2 mm and
longitudinal and transversal measurements were below to 1.5 mm. The mean time of
acquisition and processing was below 4 minutes (120). The results obtained by the tool
have proven to provide more information and be more accurate than currently used,
low-cost methodologies such as calliper and measuring tapes. The results are compa-
rable to the gold standards, given by CT and MRI. Although the accuracy is lower,
the presented methodology has the important advantage of being non-invasive, and the
resulting accuracy perfectly allows proper clinical evaluation of the cranial deformation.
In comparison with other image-based and range-based methodologies, the accuracy of
the results is slightly worse (120), but the cost of the tool is remarkably lower and it
does not require experts to carry out the data acquisition.
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Conclusions

This project presents a solution to a problem addressed by paediatric neurosurgeons.
There is a need for accurate, non-invasive and objective methodologies to measure
cranial deformation in infants. It is important to improve the early detection of the de-
formation and assess the evolution of the patients after different treatments. The goal
of the study was to develop a tool that would meet the needs the non-photogrammetric
experts and would be suitable for inclusion in routine medical consultation. It can
be concluded that the presented photogrammetric tool is a powerful enough tool to
extract valuable measurements of infants’ heads. The presented tool has achieved the
goal of being totally automatic, low-cost and non-invasive and provide whole-head in-
formation. Real-life tests have shown that it can be used in clinics by users with
little experience. The methodology provides useful and objective measurements of the
infants’ head. We consider the methodology to achieve the required accuracy while
maintaining the minimum costs and requirements. Important steps have been carried
out to obtain indexes and measurements that can help doctors during evaluation and
decision-making. However, there is still a long path in the development of model-based,
more detailed measurements that provide better information and represent the defor-
mation more accurately. Some of these future development paths have been mentioned,
as the comparison to an ideal head. The acquisition of bigger quantities of highly de-
tailed data could lead to the development of algorithms for a better understanding
of morphological evolution in children. The methodology, as a simple and low-cost
method to extract 3D models of moving targets might be in the future applied to other
applications in medicine or other fields.
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[93] Sören Kottner, Lars C. Ebert, Garyfalia Ampanozi,
Marcel Braun, Michael J. Thali, and Dominic Gascho.
VirtoScan - a mobile, low-cost photogramme-
try setup for fast post-mortem 3D full-body
documentations in x-ray computed tomography
and autopsy suites. Forensic Science, Medicine, and
Pathology, 13[1]:34–43, mar 2017. 61, 62, 73

[94] Caroline A.A. Beaumont, Paul G.M. Knoops, Alessan-
dro Borghi, N.U. Owase Jeelani, Maarten J Koud-
staal, Silvia Schievano, David J Dunaway, and Naiara
Rodriguez-Florez. Three-dimensional surface scan-
ners compared with standard anthropometric
measurements for head shape. Journal of Cranio-
Maxillofacial Surgery, 45[6]:921–927, jun 2017. 61, 73

107

http://www.int-arch-photogramm-remote-sens-spatial-inf-sci.net/XLI-B5/829/2016/
http://www.int-arch-photogramm-remote-sens-spatial-inf-sci.net/XLI-B5/829/2016/
http://www.int-arch-photogramm-remote-sens-spatial-inf-sci.net/XLI-B5/829/2016/
http://doi.wiley.com/10.1111/j.1477-9730.2009.00541.x
http://doi.wiley.com/10.1111/j.1477-9730.2009.00541.x
http://doi.wiley.com/10.1111/j.1477-9730.2009.00541.x
http://doi.wiley.com/10.1111/j.1477-9730.2009.00541.x
http://doi.wiley.com/10.1111/j.1477-9730.2009.00541.x
http://doi.wiley.com/10.1111/j.1477-9730.2009.00541.x
http://doi.wiley.com/10.1111/phor.12063
http://doi.wiley.com/10.1111/phor.12063
http://3dom.fbk.eu http://www.hcu-hamburg.de/geomatik/kersten http://link.springer.com/chapter/10.1007/978-3-642-34234-9{_}5
http://3dom.fbk.eu http://www.hcu-hamburg.de/geomatik/kersten http://link.springer.com/chapter/10.1007/978-3-642-34234-9{_}5
http://3dom.fbk.eu http://www.hcu-hamburg.de/geomatik/kersten http://link.springer.com/chapter/10.1007/978-3-642-34234-9{_}5
http://dl.acm.org/citation.cfm?id=850924.851523
http://dl.acm.org/citation.cfm?id=850924.851523
http://tarjomefa.com/wp-content/uploads/2016/09/5349-English.pdf
http://tarjomefa.com/wp-content/uploads/2016/09/5349-English.pdf
http://doi.wiley.com/10.1111/j.1477-9730.2005.00327.x
http://doi.wiley.com/10.1111/j.1477-9730.2005.00327.x
http://doi.wiley.com/10.1111/j.1477-9730.2005.00327.x
https://search.proquest.com/docview/1757017414?pq-origsite=gscholar http://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/II-3-W4/1/2015/
https://search.proquest.com/docview/1757017414?pq-origsite=gscholar http://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/II-3-W4/1/2015/
https://search.proquest.com/docview/1757017414?pq-origsite=gscholar http://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/II-3-W4/1/2015/
https://www.researchgate.net/profile/Fabio{_}Remondino/publication/228672107{_}Digital{_}camera{_}calibration{_}methods{_}Considerations{_}and{_}comparisons/links/0c96052c5f04e2d20c000000.pdf http://www.isprs.org/proceedings/XXXVI/part5/paper/REMO{_}616.pdf
https://www.researchgate.net/profile/Fabio{_}Remondino/publication/228672107{_}Digital{_}camera{_}calibration{_}methods{_}Considerations{_}and{_}comparisons/links/0c96052c5f04e2d20c000000.pdf http://www.isprs.org/proceedings/XXXVI/part5/paper/REMO{_}616.pdf
https://www.researchgate.net/profile/Fabio{_}Remondino/publication/228672107{_}Digital{_}camera{_}calibration{_}methods{_}Considerations{_}and{_}comparisons/links/0c96052c5f04e2d20c000000.pdf http://www.isprs.org/proceedings/XXXVI/part5/paper/REMO{_}616.pdf
http://www.scopus.com/inward/record.url?eid=2-s2.0-0031420193{&}partnerID=40{&}md5=b7cf25c441158a121cf2f02646da54dc
http://www.scopus.com/inward/record.url?eid=2-s2.0-0031420193{&}partnerID=40{&}md5=b7cf25c441158a121cf2f02646da54dc
http://ac.els-cdn.com/S0924271615002361/1-s2.0-S0924271615002361-main.pdf?{_}tid=adabfcca-4056-11e7-9c48-00000aacb362{&}acdnat=1495612848{_}53109ff3c1727271f754972757f3efdb
http://ac.els-cdn.com/S0924271615002361/1-s2.0-S0924271615002361-main.pdf?{_}tid=adabfcca-4056-11e7-9c48-00000aacb362{&}acdnat=1495612848{_}53109ff3c1727271f754972757f3efdb
http://doi.wiley.com/10.1111/j.1477-9730.2010.00579.x
http://doi.wiley.com/10.1111/j.1477-9730.2010.00579.x
https://www.sciencedirect.com/science/article/pii/S0924271600000101
https://www.sciencedirect.com/science/article/pii/S0924271600000101
https://www.sciencedirect.com/science/article/pii/S0924271600000101
https://www.sciencedirect.com/science/article/pii/S0924271600000101
http://www.mdpi.com/1424-8220/16/6/807
http://www.mdpi.com/1424-8220/16/6/807
http://www.isprs.org/proceedings/Xxxiii/congress/part5/493{_}XXXIII-part5.pdf
http://www.isprs.org/proceedings/Xxxiii/congress/part5/493{_}XXXIII-part5.pdf
http://www.isprs.org/proceedings/Xxxiii/congress/part5/493{_}XXXIII-part5.pdf
http://www.ajodo.org/article/S0889-5406(13)00725-7/pdf
http://www.ajodo.org/article/S0889-5406(13)00725-7/pdf
http://www.ajodo.org/article/S0889-5406(13)00725-7/pdf
http://www.ajodo.org/article/S0889-5406(13)00725-7/pdf
http://link.springer.com/10.1007/s12024-016-9837-2
http://link.springer.com/10.1007/s12024-016-9837-2
http://link.springer.com/10.1007/s12024-016-9837-2
http://link.springer.com/10.1007/s12024-016-9837-2
http://www.ncbi.nlm.nih.gov/pubmed/28454666 https://linkinghub.elsevier.com/retrieve/pii/S1010518217300987
http://www.ncbi.nlm.nih.gov/pubmed/28454666 https://linkinghub.elsevier.com/retrieve/pii/S1010518217300987
http://www.ncbi.nlm.nih.gov/pubmed/28454666 https://linkinghub.elsevier.com/retrieve/pii/S1010518217300987


REFERENCES

[95] Douglas R. McKay, Kristen M. Davidge, Susanne K.
Williams, Lloyd A. Ellis, David K. Chong, Rodrigo P.
Teixeira, Andrew L. Greensmith, and Anthony D.
Holmes. Measuring cranial vault volume with
three-dimensional photography: A method of
measurement comparable to the gold standard.
Journal of Craniofacial Surgery, 21[5]:1419–1422, 2010.
62

[96] Gary B. Skolnick, Sybill D. Naidoo, Dennis C. Nguyen,
Kamlesh B. Patel, and Albert S. Woo. Comparison
of Direct and Digital Measures of Cranial Vault
Asymmetry for Assessment of Plagiocephaly. The
Journal of craniofacial surgery, 26[6]:1900–1903, 2015.
62, 73
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