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Abstract 

This paper applied synthetic data in the sleep stage classification problem. This paper used two 

methods to generate synthetic data, which are adding Gaussian noise and using surrogates. Pre-

processing and feature extraction were done on an open-source EEG and ECG signals dataset 

published by University College Dublin. [16] The well-defined dataset contains EEG and ECG 

features of 10 subjects. The six classes of sleep stage labelled with numbers from 0 to 5. 

Training set and test set division following the "leave one out" procedure. Four classification 

methods were used, which are linear discriminant analysis, quadratic discriminant analysis, 

linear support vector machine, and quadratic support vector machine. The results showed that 

Linear SVM performs better. Different amounts of synthetic data generated by the two methods 

were combined with the original data to form new training sets. Applied linear SVM to these 

new training sets. 6 classes, 2 classes, 3 classes, and 4 classes classification problems were 

studied. The experiment results demonstrated that when the categories of classification 

problems are not too many, for instance, 2 classes and 3 classes, the accuracy of the sleep stage 

classification model can be improved by adding Gaussian replicates. If the categories of 

classification problems are too many, the accuracy of the sleep stage classification model 

decreased by adding Gaussian replicates. Surrogate samples of EEG-ECG features can be 

combined with real data of EEG-ECG features without a great decrease of classification 

performance of sleep staging when the added synthetic data accounts for no more than 50%. 

Moreover, adding a few surrogate samples, usually 5% of the original data can even improve 

the accuracy of the sleep stage classification model. Therefore, synthetic data can be used in 

the sleep stage classification problem when the sleep EEG and ECG data size is small. 
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摘要 

本文在睡眠阶段分类问题中应用了合成数据。本文采用两种方法来生成合成数据，即

加入高斯噪声和使用代理方法。在一个由都柏林大学出版的开源的数据集上进行了 EEG

和 ECG数据的预处理和特征提取。[16] 定义好的数据集包含 10名受试者的 EEG和 ECG

信号特征。睡眠阶段的六个类别用 0到 5的数字标注。按照“留下一个”的原则划分训

练集和测试集。在睡眠阶段分类问题中采用了四种分类方法，这四种方法分别为：线

性判别分析、二次判别分析、线性支持向量机和二次支持向量机。结果表明，线性支

持向量机具有更好的性能。将两种方法产生的不同数量的合成数据与原始数据相结合，

形成新的训练集。将线性支持向量机应用于这些新的训练集。本文研究了 6 类、2 类、

3 类和 4 类分类问题。实验结果表明，当分类问题的类别不太多，例如 2 类和 3 类时，

加入高斯复制的数据可以提高睡眠阶段分类模型的精度。如果分类问题的类别太多，

增加高斯复制的数据会降低睡眠阶段分类模型的精度。当添加的合成数据不超过 50%时，

EEG 和 ECG 特征的替代样本可以与 EEG 和 ECG特征的真实数据相结合，而不会大大降低

睡眠分期的分类性能。另外，在原始数据中加入少量的替代样本，通常为原始数据的

5%，甚至可以提高睡眠阶段分类模型的精度。因此，合成数据可以在 EEG和 ECG数据较

少的情况下用于睡眠阶段的分类问题。 
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Chapter 1: Introduction 

1.1 Motivation 

Sleep apnea is a disease marked by abnormal breathing during sleep. The subject can have 

several micro-awakenings, also called microarousals, during sleep. Subject with sleep apnea 

has pauses in breath many times during their sleep period. These suddenly breathing pauses 

reduce the supply of oxygen, which lower the quality of sleep, leading to serious health 

consequences. We can detect microarousal through sleep stage classification, so as to find sleep 

apnea and evaluate the sleep quality of patients, providing support for the following treatment.  

Electroencephalogram (EEG) and Electrocardiograph (ECG) signals are often used for sleep 

stages classification problem. [9] However, the acquisition of EEG and ECG signals is not easy, 

and the labelling of the sleep stage also takes a lot of time and manpower. In the process of EEG 

signals acquisition, it is often interfered by artefact from many sources. [1] In order to solve the 

scarce of EEG and ECG signals that can be used in sleep classification, this paper will use 

synthetic data. By observing the accuracy of the sleep stage classification model trained with 

the synthetic data, we can study whether the synthetic data can be applied to the sleep stage 

classification problem. The classification results may have little difference or might be 

improved. 

1.2 Workflow 

Figure 1 Workflow of this project shows the workflow of this project. 

Figure 1 Workflow of this project 
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First, we get raw EEG and ECG signals from the open-source EEG and ECG signals dataset 

published by University College Dublin. [16] Then, do the pre-processing on raw EEG and 

ECG signals. Here, we mainly carry out the artefact removal of EEG signals and segmentation 

of both EEG and ECG signals. For the segmentation, each EEG and ECG epoch are 30 second 

long. Then we extract features from the EEG and ECG signals. Different methods are used to 

extract different features of EEG and ECG signals. After that, this paper used two data synthesis 

methods, which are adding Gaussian noise, and using surrogates to generate synthetic data on 

the defined dataset. 

According to the American Academy of Sleep Medicine (AASM), sleep stages consist of 6 

classes: wake (W), Stage I (N1), Stage II (N2), Stage III (N3), Stage IV (N4), and REM. [11] 

Different classification methods were used to classify the sleep stages into 6 or 2 or 3 or 4 

classes. For 6 classes classification, class 0 is wake (W), class 1 is REM, class 2 is Stage I (N1), 

class 3 is Stage II (N2), class 4 is Stage III (N3), and class 5 is Stage IV (N4). For 2 classes 

classification, class 0 is wake (W), and class 1 is Stage I (N1), Stage II (N2), Stage III (N3), 

Stage IV (N4), and REM. For 3 classes classification, class 0 is wake (W), class 1 is REM, and 

class 2 is Stage I (N1), Stage II (N2), Stage III (N3), and Stage IV (N4). For 4 classes 

classification, class 0 is wake (W), class 1 is REM, class 2 is Stage I (N1) and Stage II (N2), 

and class 3 is Stage III (N3) and Stage IV (N4). The training data uses original data and the 

original data combined with different numbers of synthetic data.  

Then, we evaluate the classification models. The accuracy and confusion matrix are used as the 

evaluation basis. The performance of classification models trained with original data and 

different numbers of synthetic data are compared so that the performance of using synthetic 

data in sleep stage classification problems can be studied. 

1.3 Contribution 

This paper applied synthetic data methods to generate synthetic sleep EEG and ECG data to 

solve the lack of the sleep EEG and ECG data and balance the stage imbalance in EEG and 

ECG signal. Four classification methods are used in the sleep stage classification, which are 

linear discriminant analysis, quadratic discriminant analysis, linear support vector machine, and 

quadratic support vector machine. The performances of these four classification methods in 

sleep stage classification are compared. This paper compares the performance of using the 

original dataset and the combined dataset which contains different numbers of synthetic data in 

the 6 classes, 4 classes, 3 classes, and 2 classes sleep stage classification problems. 



Synthetic data methods applied to sleep stage analysis    

6 

 

Through the experimental results, we can conclude that linear SVM is the best of the four 

classification methods. The experiment results demonstrated that when the categories of 

classification problems are not too many, for instance, 2 classes and 3 classes, the accuracy of 

the classification model can be improved by adding Gaussian replicates. If the categories of 

classification problems are too many, the accuracy of the classification model decreased by 

adding Gaussian replicates. Surrogate samples of EEG and ECG features can be combined with 

real data of EEG and ECG features without a great decrease of classification performance of 

sleep staging when the added synthetic data accounts for no more than 50%. Moreover, adding 

a few surrogate samples, usually 5% of the original data can even improve the accuracy of the 

classification model. Therefore, synthetic data can be used in the sleep stage classification 

problem.  
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Chapter 2: Background 

2.1 EEG and ECG signals 

Electroencephalogram (EEG) reflects the electrophysiological activity of nerve cells in the 

cerebral cortex or scalp surface, which are located on the brain. EEG signal contains a lot of 

physiological and disease information. In clinical, EEG signals can not only provide diagnostic 

information for some diseases including sleep diseases but also provide effective treatment. 

Electrocardiograph (ECG) is a technique that uses electrocardiograph to record the electrical 

activity changes of the heart in each cardiac cycle. This paper uses EEG and ECG signals of 

subjects to classify sleep stage.  

Figure 2 Example of EEG and ECG signal shows the example of EEG 

and ECG signals. 

 

Figure 2 Example of EEG and ECG signal 

2.2 Pre-processing of EEG and ECG signals 

Before using EEG and ECG signals as train or test datasets for classification, it is necessary to 

pre-processing EEG and ECG signals. These pre-processing operations include normalization, 

calibration, detrending and equalization, etc. There are two important operations of pre-

processing. The first is artefact removal. EEG signals are hard to interpret because of the 

artefacts. Thus, remove artefacts from EEG signals is essential for the following classification 

tasks. In signal processing, it is usually necessary to divide the non-stationary continuous signal 

into segmentations which are approximately stationary. After that, following operations such as 

feature extraction can be done on each segmentation. The following content introduces the 

Time Time 
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artefact removal of EEG signal and the segmentation of EEG and ECG signal.  

2.2.1 EEG Artefact Removal 

Sleep EEG recording is often subject to many different types of artefacts. The reasons for the 

occurrence of artefacts usually due to: (1) Eye movements which impact the electrical field. (2) 

Muscle movement. (3) Cardiac muscle depolarization causes electrical field changes. (ECG 

interference) (4) Hardware, such as power line interference. (5) Body part movement, such as 

head and chest movement. (6) Physiological reaction interference, such as sweat. These 

artefacts are unwanted, because they will have a negative impact on the classification problem. 

Thus, we need to detect and remove artefacts. Figure 3 Common EEG artefacts. shows the 

common artefact of EEG signals. [1]  

Figure 3 Common EEG artefacts.  

The easiest way to remove artefacts is to detect the period of artefacts and then delete the 

artefact data during this time period. A way to distinguish artefact from normal EEG data is that 

if the amplitude of sleep EEG signal changes suddenly and lasts for more than 2 seconds, 

artefact appears. Therefore, artefacts can be found by finding the EEG signal with large 

amplitude variation. However, the EEG signal itself is non-stationary, which means norm EEG 

data also has amplitude change. Therefore, the energy operator can be used as an indicator of 

amplitude sudden change (such as peak), because energy is sensitive to instantaneous 

fluctuation but insensitive to subtle changes in the signal spectrum.  

Another way to remove artefacts is to use filters of different frequency bands, such as low pass, 

high pass, bandpass and bandstop filters. However, the premise of this method is that EEG 
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signal and artefact are obviously distinct in the frequency domain. However, take EMC 

interference as an example, because EMG signals have a wide spectrum, it is difficult to 

separate them from EEG signals. 

Another way to reduce the artefact is to measure the contaminating artefact signal first, and 

then remove the artefact by processing EEG signals and the reference signal. This method can 

be done through plenty ways including using time domain region, frequency domain region or 

adaptive filter. [1] The results of this method are very related to the quality of the reference 

signal, and the performance of this method in practical application is limited. 

Another method is based on ICA (independent component analysis), which means decomposing 

EEG signals into random variables that are independently. EEG signals and artefacts are 

generated from different sources, thus they are independent signals. By comparing the 

components of these signals, artefact and EEG signal can be distinguished. Only the component 

signals related to EEG signals were needed when reconstruct EEG signals without artefacts. 

Many previous works use ICA in artefact reduction of EEG signals. [1] 

2.2.2 EEG and ECG signal segmentation 

The precondition of many signal processing methods is that the signal is stationary. But EEG 

and ECG signals are non-stationary. In order to meet the precondition of signal processing, one 

solution is to carry out signal segmentation in the time domain, each sub-section is 

approximately stationary. Signal segmentation can be uniform or non-uniform. For EEG and 

ECG signals, they usually divided into fixed duration segments, where duration is usually 30s 

for EEG signal and 30s and 5 minutes for ECG signal. [1, 4]  

Non-uniform segmentation divide signal to suitable signal length. When the signal is stationary, 

segmentation will be longer, while the signal changes rapidly, segmentation will be shorter, so 

that each segment is approximately stationary, without sharp changes. Although non-uniform 

segmentation is a more reasonable method to divide signals, it has two disadvantages. The first 

is that this method increases the computational burden, and needs more computing resources. 

The other problem is this method requires signal analysis first, which leads to the fact that signal 

segmentation cannot be a separate pre-processing process, and the signal needs to be analysis 

thoroughly. The EEG and ECG datasets used in this paper use uniform segmentation and each 

segment is 30 seconds. 
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2.3 Feature Extraction 

2.3.1 EEG Signal Feature Extraction 

When we do the sleep stage analysis, we need to extract features from EEG signals. Features 

are the parameters that cations some information of EEG signals and can represent the structure 

of EEG signals. EEG signals have different kinds of features. The following section will 

introduce different feature extraction techniques according to different features. 

(1) Temporal features 

Temporal features are the parameters gained from the signal in the time domain. 

Instantaneous statistics are the simplest features, which can be obtained from a time series. 

These features include the measures obtained from the signal wave form, including mean 

absolute amplitude, variance, skewness and kurtosis, as well as measures related to the 

probability density function of the waveform, such as pattern, median or entropy.  

Also, we can use Hjorth parameters to represent the EEG signals. There are three Hjorth 

parameters, defining activity, mobility and complexity of EEG signals respectively. [5] This 

paper used 3 Hjorth parameters: activity, mobility and complexity as 3 features. 

Detrended fluctuation analysis (DFA) can be used to measure the long range temporal 

correlation in a time series. It is suitable for the analysis of non-stationary signal, for 

instance EEG signals. [6] 

(2) Spectral features 

These features are the most common extracted features of EEG signals, which are obtained 

from the frequency domain. EEG signals have 5 frequency band, which are delta (0-4Hz), 

theta (5-7Hz), alpha (8-12Hz), sigma (13-15Hz), and beta (16-30Hz). The wake stage has 

high frequency band (> 12 Hz) and low amplitude of energy. Non-REM sleep stage is 

characterized by high amplitude of energy (>100 UV) and low frequency band (<5 Hz). 

REM sleep stage is characterized by abundant 5-7 Hz frequency (theta) in EEG activity, 

and its amplitude is less than 100 UV. Therefore, it is very effective to analyze the sleep 

stage by analyzing the frequency of EEG signals. This paper used power in the frequency 

band delta, theta, alpha, sigma and beta as 5 features separately.  

There are numerous methods can be used for extracted spectral features. Non-parametric 

spectral estimation methods are a form of spectral analysis. They are implemented through 

the Fast Fourier transform (FTT) algorithm. The normalised form of the cross-spectrum is 
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coherence, which can be applied on multiple signals. From this method, we can gain the 

level of synchronization between the frequency components of two EEG signals and the 

brain functional connectivity. [7]  

(3) Time-frequency features 

EEG signals can be decomposed into both time and frequency through time-frequency 

analysis. These features represent the frequency change according to time. Many sleep 

events, such as sleep arousals, sleep spindles, can be reflected from the time-frequency 

features. We can use short time Fourier transform (STFT), which is the commonest method 

of time-frequency analysis. First, EEG signals are segmented into uniform and short time 

period. Then, do the Fourier transform on each segment. From the result, we can know the 

spectral change from one time period to another.  

(4) Nonlinear features 

From traditional view, EEG signals are generated from stochastic processes, thus statistical 

features can represent those signals. However, a newly point of view suggests that EEG 

signals may be generated from a deterministic nonlinear process. Since EEG signals are 

usually non-stationary, anaylze the nonlinear features can reveal features that can well-

represent EEG signals. The fractal dimension (FD) measures the complexity of the EEG 

signals. Simple time series have lower fractal dimension, which means those time series 

have higher complexity. Another method of nonlinear features measurement is entropy 

measures. Entropy measure complexity statistically. Compute the entropy from the 

multivariable time series need to calculate the joint probability density function. However, 

those calculation need heave computation resource, we can use approximate entropy 

(ApEn). If the signals have low complexity, they will have low ApEn value. [8] 

2.3.2 ECG Signal Feature Extraction 

As we described in 2.2.1, we need to do the feature extraction before signal analysis. Thus, we 

also need to extract features from ECG signals. Some feature extraction methods can be used 

both in EEG and ECG signals analysis. The following section will introduce some feature 

extraction methods of ECG signals. 

(1) Singular value decomposition (SVD) 

Matrix can be decomposed into three sub-matrix through this method. Then, matrix can be 

recomposed based on the three parts. Suppose A is the original matrix, and U, Λ and V is 
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the decomposed matrix. The following equation shows the relationship between the three 

matrices and the original matrix. 

                             (1) 

More specifically, Λ is the m × n diagonal matrix, where the diagonal components are 

the singular values of A. U is the m × m orthogonal matrix, where the columns of U are 

the left singular vectors. Λ is the n × n orthogonal matrix, where the columns of V are 

the right singular vectors. [9] This method transforms the input matrix into a more 

discernible matrix. When this method is applied to ECG signal feature extraction, SVD is 

carried out for each 1 second time period, aiming obtain more easily identified eigenvalues. 

Figure 4 An example SVD application for Wake, NonREM and REM stage. shows the 

example of using SVD to extract features from Wake, NonREM and REM stage. [9] 

Figure 4 An example SVD application for Wake, NonREM and REM stage.  

(2) Variational mode decomposition (VDM) 

VMD decomposes the nonstationary signals in the time domain into subcomponents called 

Intrinsic Mode Function (IMF) iteratively. Let 𝑢𝑘 be the initial mode and it contains low 

frequency components. The following modes contain higher frequency components. The 

purpose of variational mode decomposition is to decompose the signal into sub signals with 

different frequencies. Figure 5 An example VDM application for Wake, NonREM and REM 
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stage. shows the example of using VDM to extract features from Wake, NonREM and REM 

stage. [9] 

Figure 5 An example VDM application for Wake, NonREM and REM stage.  

(3) Hilbert Huang transform (HHT) 

HHT is an efficient and effective time-frequency analysis method. [9] Before apply HHT to 

non-stationary signals, we need to apply Empirical Mode Decomposition (EMD) to the 

signals. Through EMD, the original signals are decomposed into IMF components. Then, 

perform HHT on the IMF components. Therefore, HHT analysis the components of each 

time period of non-stationary signals.  

Figure 6 An example HHT application for Wake, NonREM and REM stage.  

Figure 6 An example HHT application for Wake, NonREM and REM stage.错误!未找到
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引用源。 shows the example of using HHT to extract features from Wake, NonREM and 

REM stage. [9] 

 

(4) Morphological Method 

According to the shape of ECG signals, an ECG signal has five points P, Q, R, S, and T. R 

is the peak of the ECG signal, which can be detected through Pan-Tompkins algorithm. [10] 

Then, P, Q, S and T can be identified. Using the x and y coordinates of each point, we can 

extract features from each segment, for instance, range between two points, height between 

two points, and the width between two points. As shown in Figure 7 Morphological 

components of an example ECG signal, 5 points divide the ECG signal and form different 

signal segments. [9] 

Figure 7 Morphological components of an example ECG signal  

(5) Discrete Wavelet Transformation (DWT) 

This method is a powerful time-frequency transformation method. It decomposes the 

original signal into two components, detail coefficients and approximation coefficients. 

Keep the detail coefficients unchanged, and decomposed the approximation coefficients 

into detail coefficients and approximation coefficients. Repeat this decompose process 

according to the need. This method reveals the local features of each time period. Wavelet 

packet decomposition (WPD) is based on DWT. WPD decomposes detail coefficients and 

approximation coefficients simultaneously. Therefore, WPD will not lose or change the 

information of the original signal.[15] Figure 8 Wavelet packet decomposition (WPD) for 

an ECG signal with three-level wavelet packet decomposition shows the example of using 
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three level WPD decomposition to extract features. 

 

 

Figure 8 Wavelet packet decomposition (WPD) for an ECG signal with three-level wavelet packet 

decomposition  

(6) Wavelet Packet Entropy (WPE) 

Although the DWT and the WPD extract the local features of ECG signals, those features 

are large amount, so it is difficult to use them into classification. Thus, we need a high-level 

feature to describe ECG signals. Entropy is a suitable parameter to measure the uncertainty 

of the information content and it is a high-level feature. Typical type of entropy includes 

Shannon entropy (SE), and etc. WPE is a type of entropy used to extract features from WPT, 

which is computed based on energy.  

2.4 Sleep Stage Classification 

2.4.1 Sleep Stage Classes 

Sleep contains two main stages, which are rapid eye movement (REM) and non-rapid eye 

movement (NREM). According to the American Academy of Sleep Medicine (AASM), non-

rapid eye movement can be divided into 4 stages, which are Stage I (N1), Stage II (N2), Stage 

III (N3), and Stage IV (N4). [11] The 6 classes defined by AASM are wake (W), Stage I (N1), 

Stage II (N2), Stage III (N3), Stage IV (N4), and REM.  

For 6 classes classification, class 0 is wake (W), class 1 is REM, class 2 is Stage I (N1), class 

3 is Stage II (N2), class 4 is Stage III (N3), and class 5 is Stage IV (N4). For 2 classes 

classification, class 0 is wake (W), and class 1 is Stage I (N1), Stage II (N2), Stage III (N3), 
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Stage IV (N4), and REM. For 3 classes classification, class 0 is wake (W), class 1 is REM, and 

class 2 is Stage I (N1), Stage II (N2), Stage III (N3), and Stage IV (N4). For 4 classes 

classification, class 0 is wake (W), class 1 is REM, class 2 is Stage I (N1) and Stage II (N2), 

and class 3 is Stage III (N3) and Stage IV (N4).  

2.4.2 Classification Method 

The purpose of a classification problem is to find a function to determine the category of input 

data, which can be a binary classification problem or a multiple classes classification problem. 

classification problem predicts which class is the input value would belong to. Compared with 

the regression problem, the outputs of the classification problem are not continuous values, but 

discrete values. In this paper, we mainly study the classification of sleep stage, including six 

classes classification problem, 4 classes classification problems, 3 classes classification 

problem, and binary classification problems.  

In the past, many papers mainly used supervised learning classification methods, including 

decision tree, Bayesian, support vector machine, and random forest.[9] The experiments of this 

paper use the following four classification methods, (i) linear discriminant analysis, (ii) 

quadratic discriminant analysis, (iii)linear support vector machine, and (iv) quadratic support 

vector machine.  

LDA often produces robust classification results, while it is easy to implement due to its 

decision boundary is linear. However, linear decision boundaries may not suitable for too many 

classes. When the dimension is high, LDA needs too many parameters. QDA is an extension 

algorithm of LDA. It assumes that each class has its own covariance matrix. When the number 

of parameters is large, we need to use more parameters in QDA because for each class we need 

to calculate the covariance matrix. Support vector machine is another simple algorithm but can 

produce high accuracy with less computation power. Quadratic support vector machine is an 

extension algorithm of SVM. 

2.5 Generate synthetic data 

Synthetic data developed rapidly in the field of data science. As the word "synthesis" implies, 

synthetic data are generated through programs, not by documents of real events. The main 

problem in data science is data collection and processing. Usually, obtaining a large amount of 

data that can train an accurate model is not easy. Manually labelling data is a costly and slow 

way to obtain data. Especially for sleep EEG and ECG signals, the cost of collecting, pre-

processing, and labelling the sleep stage is very high. However, these problems can be solved 
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by using synthetic data. By comparing the results of sleep stage classification using the original 

data and the combined data contains original data and synthetic data, we can verify that the 

synthetic data can be used in EEG and ECG signal analysis, including but not limited to sleep 

stage classification.  

This paper mainly uses two methods to generate synthetic data. One is adding Gaussian noise 

to real data to generate replicates samples of the original data. The probability density function 

of Gaussian noise following Gaussian distribution. Using Gaussian replicates can improve the 

performance of the estimator used for classification problems. [13] The other is using surrogates 

to generate synthetic data samples, which is a way of synthesizing multivariable time series 

with prescribed covariance function and marginal distributions, obtained from empirical results. 

The synthetic data has a similar covariance function and marginal distributions with the input 

multivariable time series. 
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Chapter 3: Design and Implementation 

3.1 Dataset 

3.1.1 Dataset Description 

In this paper, I used an open-source EEG and ECG signals dataset published by University 

College Dublin. [16] This database contains 25 full overnight EEG signals and three-channel 

ECG signals of 28 subjects. Signals recorded in this dataset that will be used are 8 channel EEG 

signals and three-channel Holter ECG. The dataset stores EEG signals and ECG signals in EDF 

format. The class labels of this dataset are 0 for Wake, 1 for REM, 2 for Stage I, 3 for Stage II, 

4 for Stage III, 5 for Stage IV, 6 for Artifact, and 7 for Indeterminate. We were only interested 

in class 0 to class 5. We use the EEG and the ECG signals in this dataset, applying the pre-

processing and the feature extraction processes. 

The well-defined dataset contains the extracted features of EEG and ECG signals from the 

dataset described above. There are 10 subjects. The six classes labelled with numbers were 

shown in Table 1: Labels of 6 sleep stage classes. 0 for wake, 1 for REM, 2 for stage I, 3 for 

stage II, 4 for stage III, and 5 for stage IV. 

Table 1: Labels of 6 sleep stage classes 

Sleep Stage Label 

Wake (W) 0 

REM 1 

Stage I (N1) 2 

Stage II (N2) 3 

Stage III (N3) 4 

Stage IV (N4) 5 
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The following variables were extracted from the dataset and each sleep epoch (one epoch 30s) 

is classified. The first variable is “classes_sub”, which contains class information of each epoch 

of each subject. “features_ecg” includes all the ECG features of 10 subjects, and each epoch 

has 30 features. “features_eeg” includes all the EEG features of 10 subjects, and each epoch 

has 8 features. “features_sub’ contains 2 columns. The first column contains 8 EEG features 

and the second column contains 30 ECG features. “subs” represent 10 subjects. Figure 9 Dataset 

Structure shows the dataset structure. 

Figure 9 Dataset Structure 

The 8 features of EEG signals were shown in Table 2: 8 EEG features. The 30 features of 

ECG signals were shown in Table 3: 30 EEG features. 

Table 2: 8 EEG features 

Index 1 Power in the frequency band delta (0-4 Hz) 

Index 2 Power in the frequency band theta (5-7 Hz) 

Index 3 Power in the frequency band alpha (8-12 Hz) 

Index 4 Power in the frequency band sigma (13-15 Hz) 

Index 5 Power in the frequency band beta (16-30 Hz) 

Index 6 Hjorth parameter: activity 

Index 7 Hjorth parameter: mobility 

Index 8 Hjorth parameter: complexity 

Table 3: 30 EEG features 

Index 1-4 Autoregressive (AR) coefficients 

Index 5-20 Shannon entropy 

Index 21-30 Wavelet variance estimates 
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As described in 2.3.1, EEG features used in this paper with index from 1 to 5 are the spectral 

features extracted from the frequency domain. This paper used power in the frequency band 

delta, theta, alpha, sigma, and beta as five EEG features separately. Moreover, this paper used 

3 Hjorth parameters: activity, mobility, and complexity as three EEG features indexed from 6 

to 8. These features are temporal features extracted from the time domain.  

EEG features indexed from 1 to 4 are the autoregressive coefficients. Multivariable time series 

can be estimated by a linear weighted sum of previous terms in the series. The weights are the 

autoregression coefficients. AR coefficients can be computed through the least-squares method. 

EEG features indexed from 5 to 20 are the Shannon entropy. The entropy measures the 

uncertainty of the information content and it is a high-level feature. Shannon entropy (SE) is a 

typical type of entropy. EEG features indexed from 21 to 30 are obtained from wavelet variance 

analysis. The wavelet variance decomposes the variance of a time series. 

3.1.2 Training and Test Dataset 

Before using EEG and ECG signal features to classify the sleep stage, it is necessary to divide 

the dataset into the training set and the test set. The training set is used to train the model, and 

the parameters of the model are fitted by the data of the training set. The test set is used to test 

the accuracy of the trained model. Reasonable division of training set and test set can prevent 

overfitting of model and improve the accuracy of prediction results. 

The training set and test set division in this paper follows one principle called the “leave one 

out” procedure. This procedure means EEG and ECG features of each subject turn out to be a 

test set, and the rest of the features of the rest subjects are used as a training set. Thus, we obtain 

ten different date set splitting results. We can obtain the results of classification for each subject 

one by one. Table 4: Training sets and test sets shows the ten different training sets and test sets. 

The number of the test subject defines those ten different training sets and test set combinations. 

We will use the test subject number to indicate the training set and test set shown in Table 4: 

Training sets and test sets in the following part of the paper. 

Table 4: Training sets and test sets 

 Training set (Subjects number) 
Test set (Subjects 

number) 

1 2, 3, 4, 5, 6, 7, 8, 9, 10 1 

2 1, 3, 4, 5, 6, 7, 8, 9, 10 2 
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3 1, 2, 4, 5, 6, 7, 8, 9, 10 3 

4 1, 2, 3, 5, 6, 7, 8, 9, 10 4 

5 1, 2, 3, 4, 6, 7, 8, 9, 10 5 

6 1, 2, 3, 4, 5, 7, 8, 9, 10 6 

7 1, 2, 3, 4, 5, 6, 8, 9, 10 7 

8 1, 2, 3, 4, 5, 6, 7, 9, 10 8 

9 1, 2, 3, 4, 5, 6, 7, 8, 10 9 

10 1, 2, 3, 4, 5, 6, 7, 8, 9 10 

 

3.2 Generate synthetic data  

This paper uses two methods to generate synthetic data, which are (i) adding Gaussian noise to 

real data to produce replicates of them, and (ii) to generate synthetic data samples using 

surrogates, which is a method of synthesizing multivariable time series with prescribed 

properties that obtained from input multivariable time series. Specifically, the empirical 

properties are covariance function and marginals. The principle and specific implementation of 

the two methods is as follows. 

3.2.1 Adding Gaussian noise 

This method adds Gaussian noise to real EEG and ECG data to produce replicates of them. The 

probability density function of Gaussian noise following Gaussian distribution. The Gaussian 

distribution function is shown in equation (2), where 𝜇 is mean and 𝜎2 𝑖𝑠 variance. 

                           (2)  

Before adding Gaussian noise to the original data, we need to determine the mean and variance, 

which determines the different decisions of Gaussian noise (different signal to noise ratios). 

The bandwidth of Gaussian noise is infinite, and the noise is evenly distributed in the whole 

frequency band, so from the spectrum point of view, it just raises the spectrum of the original 

signal a little.  

Use “imnoise(I, 'gaussian’, M, V)” command in MatLab can add Gaussian noise to the dataset. 

This command means adding Gaussian white noise with constant mean M and variance V. For 

example, we take the EEG and ECG features of subject 3 as the test set, and the EEG and ECG 
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features of the remaining 9 subjects as the training set. We add Gaussian noise with constant 

mean M = 0.1 and variance V= 0.002 to the training set.  

Before we add gaussian noise data, the data of the dataset have to be normalized using the 

command “zscore”.  

3.2.2 Using Surrogates Method 

This method used in this paper generates stationary multivariate time series with prescribed 

covariance function and marginal distributions.[14] Covariance function and marginal 

distributions can be prescribed either through a mathematic model or by empirical properties 

that obtained from measured multivariable time series. This paper uses the original EEG and 

ECG data as input to obtain the empirical covariance function and marginal distributions used 

as the prescribed properties. Suppose 𝑋(𝑛) is a multivariate time series that has M component. 

𝑥𝑗(𝑛) (𝑛=0, …, 𝑁−1; j=1, …, M) is the 𝑗𝑡ℎ component. The 𝑋(𝑛) is shown as followed. 

                      (3)  

 

 

The multivariate surrogate Algorithm 0 is described below.[14] 

Input: 𝐴𝑥𝑗
(𝑓): Amplitude. Ψ𝑥𝑗

(𝑓): Phase (j=1, …, M) (From empirical properties of measured 

series) 

1. Generate a random phase Φ(𝑓), which follows independent and identically distributed of 

uniform distribution in [0,2𝜋]. 

2. For each component j, obtain 𝑆𝑗(𝑛) through the Fourier Transform and add the Φ(𝑓).  

3. Generate the multivariate time series surrogate S(n) = [𝑆1(𝑛), … , 𝑆𝑀(𝑛)]𝑡 

Output: S 

 

The pre-algorithm of multivariate surrogate method with prescribed covariance function and 

marginals distribution is Algorithm IAAFT as shown in below. [14] 

Input: 𝐴𝑥𝑗
(𝑓): Amplitude. Ψ𝑥𝑗

(𝑓): Phase (j=1, …, M). x𝑗(𝑛) (𝑛 = 0, … 𝑁 − 1,  𝑗 = 0, … 𝑀) 

(From empirical properties of measured series) 

1. Generate surrogate 𝑟𝑗(𝑛) from Algorithm 0 described above. The prescribed valuesx𝑗(𝑛)  
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are the rank-ordered values of x, which means ( x = sort (x𝑗(𝑛)) . Apply two steps 

iteratively. For iteration 𝑙 the two step is shows below. 

(1): Project on the prescribed covariance. Replace the amplitudes by the 𝐴𝑥𝑗
(𝑓), while keep 

the phase Ψ𝑥𝑗
(𝑓) of this iteration. Obtain s𝑗. 

(2): Project on the prescribed marginal distributions. For each component, apply the rank 

ordering mapping with the prescribed values x𝑗(𝑛)  to get r𝑗  . Rank ordering mapping 

means that for S𝑗, rank(S𝑗(𝑛) = k), if S𝑗(𝑛) is the 𝑘𝑡ℎ small value.  

2. Stop iterations when convergence, which means R ⋍ S, or R or S does not change. Define 

the surrogates R(n) = [𝑟1, … , 𝑟𝑀]𝑡 and S(n) = [𝑠1, … , 𝑠𝑀]𝑡. 

Output: S and/or R. 

 

The multivariate surrogate Algorithm with prescribed covariance function and marginals is 

described in the following Algorithm 1. [14] 

Input: C𝑗𝑘
(𝑛) : covariance. p𝑗(𝑣) : marginal distributions. (From empirical properties of 

measured series) 

1. Compute 𝐴𝑥𝑗
(𝑓) and Ψ𝑥𝑗

(𝑓) through Fourier transform of each component j (j=1, …, 

M). 

2. Draw x𝑗(𝑛) (𝑛 = 0, … 𝑁 − 1,  𝑗 = 0, … 𝑀) from p𝑗(𝑣).  

Sort values: x𝑗 = sort (x𝑗) 

3. Get surrogate R from Algorithm 0.  

4. Strat Algorithm IAAFT with R. 

5. Stop iterations when convergence. 

Output S and/or R 
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错误!未找到引用源。 shows an example of using Algorithm 1 to generate synthetic data. [14] 

(a) shows a time series (N=500). Red lines in (b) are the prescribed marginal distribution. Black 

lines in (c) and (d) are surrogates and red lines are prescribed covariances. Specifically, (c) 

shows auto-covariances and (d) shows cross-covariance. [14] 

Figure 10 Example results of using Algorithm 1  

Use the open-source MatLab code of the Algorithm 1 mention above to generate synthetic data. 

The open-source code can be found in [17]. For example, we take the EEG and ECG features 

of subject 3 as the test set, and the EEG and ECG features of the remaining 9 subjects as the 

training set. Similarly, apply the command “zscore” on the dataset to normalize the data. Take 

the test set as the input multivariable time series to obtain the empirical properties. Then, 

synthetic data can be generated with prescribed covariance function and marginal distributions 

obtained from the last step. 
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3.3 Sleep Stage Classification 

3.3.1 Classification Method 

Four classification methods are used for sleep stage classification in this paper, which are linear 

discriminant analysis, quadratic discriminant analysis, linear support vector machine and 

quadratic support vector machine. Detailed of these algorithms are shown in below. 

(1) Linear Discriminant Analysis (LDA) 

This is a linear classifier that divides the features into different classes by hyper-planes. The 

basic idea of LDA is to project high-dimensional pattern samples into the best discriminant 

vector space to extract classification information and compress the dimension of feature 

space. After projection, the maximum inter class distance and minimum intra class distance 

of pattern samples in the new subspace are guaranteed, that is, the pattern has the best 

separability in the space. LDA is easy to implement and performs well in classifying linear 

data. LDA and the classification method based on LDA are widely used in EEG and ECG 

signals analysis. 

(2) Quadratic Discriminant Analysis 

Quadratic discriminant analysis is an extension algorithm of LAD, which is suitable for the 

classification problem with quadratic data. Similar to linear discriminant analysis, quadratic 

discriminant analysis is another linear discriminant analysis algorithm. They have similar 

algorithm characteristics. The only difference is that linear discriminant analysis is used 

when the covariance matrix of different classification samples is the same; quadratic 

discriminant analysis is used when the covariance matrix of different classification samples 

is different. That means each class has its own covariance matrix. 

(3) Linear Support Vector Machine (SVM) 

Support vector machine (SVM) is a kind of generalized linear classifier that classifies data 

in the way of supervised learning. The objective of the support vector machine algorithm is 

to find a hyperplane in N-dimensional space (N is the number of features) that classifies the 

data samples. Its decision boundary is the maximum margin hyperplane of learning data 

samples. While SVM is a linear classifier, it is associated with the nonlinear function of the 

features and in the original feature space, the decision boundaries are nonlinear. This 

method is flexible and robust. Many automatic sleep staging problems using SVM in EEG 

and ECG signals analysis. [12] 
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(4) Quadratic Support Vector Machine 

Quadratic support vector machine is an extension algorithm of SVM, which is suitable for 

the classification problem with quadratic data. It uses quadratic decision function which can 

separate data nonlinearly. In order to separate data nonlinearly, dual optimization form and 

kernel technique must be used. 

In this paper, the four classification methods are implemented through MatLab. Figure 11 Part 

of the code of Linear SVM shows part of the MatLab code that implement linear SVM. 

Figure 11 Part of the code of Linear SVM 

3.3.2 Evaluation 

Accuracy can be used to indicate the performance of the classification model. The accuracy is 

calculated by comparing the predict classes with the correct classes. The following equation 

shows how to compute accuracy. 

                           (4) 

“correct” means the number of predict classes that match the correct classes, while “false” 

means the number of predict classes that do not match the correct classes. The higher the 
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accuracy, the more accurate the prediction of sleep stage can be obtained and the model has 

better performance. The prediction results and the correct results can be compared through 

MatLab code, and the accuracy of each model can be calculated. Figure 12  shows part of code 

that calculate accuracy.  

Figure 12 part of code that calculate accuracy 

Another indicator used to evaluate the model is the confusion matrix. Confusion matrix is a 

matrix that used for accuracy evaluation, which has n rows and n columns. Each column of the 

confusion matrix represents each class separately, and the total number of each column 

represents the number of data predicted to be this class. Each row represents the correct class 

of input data, and the total number of each row represents the number of data belongs to this 

class. The values in each column and each row represent the number of data that belongs to the 

class of this row predicted to be the class of this column. For the most common binary 

classification, its confusion matrix is 2 rows and 2 columns. 错误!未找到引用源。 shows 

the confusion matric of binary classification. 

Figure 13 confusion matrix of binary classification 

The confusion matrix can be generated using “confusionmat(predict_result, correct_result)” 
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command in MatLab. “predict_result” represent the predict classes generated through 

classification model and test set. “correct_result” represent the correct classes of each epoch in 

the test set. 

3.3.3 Experiment Design 

Four classification methods are applied to 10 training sets described in 3.1.2. By comparing the 

accuracy of sleep class prediction results of the models trained on the same training set, the 

performance of the four classification methods in sleep stage 6 classes classification problem 

using EEG and ECG features are analyzed.  

After that, the classification method with better performance and a training set and test set with 

higher performance are selected for the later classification problem. Applied two methods of 

generating synthetic data to the original EEG-ECG features. Different numbers of the synthetic 

EEG-ECG features are combined with the original EEG-ECG features, forming new training 

sets. Apply the classification method with higher accuracy on 6 classes, 2 classes, 3 classes, and 

4 classes sleep stage classification problems. After that, sleep stage classes were predicted using 

the test set. Compare the results of using original data as the training set, using original data 

and synthetic data generated by adding Gaussian noise, and using original data and synthetic 

data generated by using the surrogate method as the training set. Then, analyze the performance 

of adding different numbers of synthetic EEG-ECG features in different sleep stage 

classification problems. So that, we can find out whether the synthetic data can be used in the 

sleep stage classification problem. 
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Chapter 4: Results and Discussion 

4.1 Synthetic Data 

错误!未找到引用源。 shows part of the original data, while 错误!未找到引用源。 shows 

part of synthetic data by adding Gaussian noise with constant mean M = 0.1 and variance V= 

0.002. 

Figure 14 Part of the original data 

Figure 15 Part of the synthetic data generated by adding Gaussian noise 

错误!未找到引用源。 shows part of the synthetic data generated by using surrogates. The 
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original data is shown in 错误!未找到引用源。.  

Figure 16 Part of the synthetic data generated by using surrogates 
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Figure 17 Part of original EEG and ECG features and synthetic EEG and ECG features generated by 

adding Gaussian noise 

Figure 18 Part of original EEG and ECG features and synthetic EEG and ECG features generated by 

surrogate 

Figure 19 shows part of original EEG and ECG features and synthetic EEG and ECG features 

generated by adding Gaussian noise. The figure on the left shows 200 EEG features with index 

1. The green line is the original features, and the blue line is the synthetic features generated by 

adding Gaussian noise. The figure on the right shows 200 ECG features with index 1. The green 

line is the original features, and the blue line is the synthetic features generated by adding 

Gaussian noise. Figure 19 shows part of original EEG and ECG features and synthetic EEG 

and ECG features by surrogate. The figure on the left shows 200 EEG features with index 1. 

The green line is the original features, and the blue line is the synthetic features generated by 

surrogate. The figure on the right shows 200 ECG features with index 1. The green line is the 

original features, and the blue line is the synthetic features generated by surrogate. 
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4.2 Sleep Stage Classification 

The accuracy of each classification method applied to 10 training sets described in 3.1.2 was 

shown in Table 5: . The results came from EEG-ECG features. 

Table 5: Accuracy of 4 classification method using 10 training set (6 classes classification) 

Test subject 

Linear 

Discriminant 

Analysis 

Quadratic 

Discriminant 

Analysis 

Linear Support 

Vector 

Machine 

Quadratic 

Support Vector 

Machine 

1 0.374 0.280 0.455 0.369 

2 0.564 0.460 0.620 0.610 

3 0.642 0.221 0.705 0.604 

4 0.202 0.156 0.213 0.208 

5 0.405 0.277 0.352 0.404 

6 0.140 0.396 0.383 0.334 

7 0.529 0.155 0.589 0.603 

8 0.476 0.486 0.445 0.493 

9 0.463 0.252 0.571 0.324 

10 0.512 0.131 0.574 0.319 

Average 

Accuracy 
0.431 0.281 0.491 0.427 

 

From Table 5: , we know that Linear SVM performs better in those four classification methods. 

In the experimental accuracy results, the average accuracy of linear SVM is 0.491, which is the 

highest. At the same time, linear SVM has the highest accuracy in 6prediction results. Using 

different training set and test set partition methods, the classification results have obvious 

differences. When using the Linear Discriminant Analysis method, the highest accuracy is 

obtained through test subject 3. When using the quadric discriminant analysis as the classifier, 

the highest accuracy is gained from test subject 8. When using the linear SVM for classification, 

the highest accuracy achieved through test subject 3. Test subject 2 achieves the highest 

accuracy when using the quadric SVM. 
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(a)Linear discriminant analysis 

 
(b)Quadratic discriminant analysis 

(c)Linear support vector machine 

(d)Quadratic support vector machine 

Figure 19 Sleep stage prediction results (Test subject: 1) 
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Figure 19 shows the sleep stage prediction results of four classification methods applied on the 

test subject 1. The red lines are predicted classes, while the green lines are correct classes. The 

figures on the right side are the confusion matrix. 

Select training set and test set number 3 for the following experiments. Generate synthetic data 

through two methods described in 3.2 based on the EEG-ECG features in training set number 

3. Then, combine different numbers of synthetic data generated by the two methods with the 

original data separately, forming new training sets. Table 6: Accuracy of three training set using 

Linear SVM (6 classes classification) shows the accuracy of predicted results of 6 classes using 

different training sets, forming with different numbers of synthetic data and different methods 

to generate synthetic data. The classifier is Linear SVM and the results came from EEG-ECG 

features.  

Table 6: Accuracy of three training set using Linear SVM (6 classes classification) 

Number of 

synthetic data 

Original 

Data 

Original data and 

synthetic data generated 

by adding Gaussian noise  

Original data and 

synthetic data generated 

by using surrogate 

76 (1%) 0.705 0.700 0.706 

380 (5%) 0.705 0.689 0.711 

760 (10%) 0.705 0.691 0.689 

1140 (15%) 0.705 0.688 0.677 

1900 (25%) 0.705 0.686 0.679 

3801 (50%) 0.705 0.689 0.681 

5701 (75%) 0.705 0.690 0.634 

7602 (100%) 0.705 0.695 0.567 

From Table 6: Accuracy of three training set using Linear SVM (6 classes classification), we 

can see that when the added synthetic data accounts for 10% or more of the original data, the 

accuracies of models trained with the synthetic data generated by adding Gaussian noise are 

higher than the accuracies of classification models that trained with the synthetic data generated 

by using surrogate. The accuracies of models trained with the synthetic data generated by 

adding Gaussian noise are lower than the accuracy of the model that trained with the original 

data. The accuracies of classification models that trained with the synthetic data generated by 
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using surrogate are higher than the accuracy of the model trained with the original data when 

the added synthetic data accounts for 1% and 5% of the original data.  

Figure 20 Accuracy of 6 classes classification. Classifier: Linear SVM 

Figure 20 Accuracy of 6 classes classification. Classifier: Linear SVM shows the accuracy of 

the 6 classes classification. We can see the variation of accuracy depending on the number of 

synthetic data that added to the original data. From the figure, we can see that when the added 

synthetic data accounts for 1% and 5% of the original data, the accuracies of classification 

models that trained with the synthetic data generated by using surrogate are higher than the 

accuracy of the model trained with the original data. When the added surrogate samples account 

for more than 50% of the original data, the accuracy of adding more synthetic data is lower. 

Figure 21 Sleep stage prediction results using Linear SVM (Test subject: 3) shows the sleep 

stage prediction results using Linear SVM, where subject 3 is test set. The added synthetic data 

number is 7602, which is 100% of original data. The red lines are predicted classes, while the 

green lines are correct classes. The figures on the right side are the confusion matrix. 
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(a) Original Data 

 

(b) Original data and synthetic data generated by adding Gaussian noise 

(c) Original data and synthetic data generated by using surrogate  

Figure 21 Sleep stage prediction results using Linear SVM (Test subject: 3) 

 

Then, we do the binary classification to observe the predicted results of using synthetic data. 

Binary classification problem classified wake (W) and Sleep (S). The new classes are class 0: 

label 0; class 1: label 1, 2, 3, 4, 5. Table 6: Accuracy of three training set using Linear SVM (6 

classes classification) shows the accuracy of predicted results of 2 classes using different 
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training sets, forming with different numbers of synthetic data and different methods to generate 

synthetic data. The classifier is Linear SVM and the results came from EEG-ECG features. The 

test subject is 3. 

Table 7: Accuracy of three training set using Linear SVM (2 classes classification) 

Number of 

synthetic data 

Original 

Data 

Original data and 

synthetic data generated 

by adding Gaussian noise  

Original data and 

synthetic data generated 

by using surrogate 

76 (1%) 0.921 0.923 0.920 

380 (5%) 0.921 0.923 0.924 

760 (10%) 0.921 0.921 0.926 

1140 (15%) 0.921 0.929 0.924 

1900 (25%) 0.921 0.925 0.927 

3801 (50%) 0.921 0.932 0.924 

5701 (75%) 0.921 0.925 0.923 

7602 (100%) 0.921 0.924 0.915 

From Table 6: Accuracy of three training set using Linear SVM (6 classes classification), we 
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can see that the accuracies of models trained with the synthetic data generated by adding 

Gaussian noise are higher than or at least the same as the classification model that trained with 

the original data. The accuracies of models trained with the synthetic data generated by adding 

Gaussian noise are higher than the accuracy of the model that trained with the original data 

when the added synthetic data accounts for 5%, 10%, 15%, 25%, 50%, and 75% of the original 

data. The accuracies of classification models that trained with the synthetic data generated by 

using surrogate are lower than the accuracy of the model trained with the original data when 

the added synthetic data accounts for 1%, 15%, 50%, 75%, and 100% of the original data. 

Otherwise, the accuracies of models that trained with the surrogate samples are higher. 

Figure 22 Accuracy of 2 classes classification. Classifier: Linear SVM 

 

Figure 20 Accuracy of 6 classes classification. Classifier: Linear SVM shows the accuracy of 2 

classes classification. We can see the variation of accuracy depending on the number of 

synthetic data that added to the original data. The accuracies of models trained with the 

synthetic data generated by adding Gaussian noise are higher than or at least the same as the 

classification model that trained with the original data. When the added synthetic data accounts 

for 5%, 10%, 15%, 25%, 50%, and 75% of the original data, the accuracies of classification 

models that trained with the synthetic data generated by using surrogate are higher than the 

accuracy of the model trained with the original data. When the added surrogate samples account 

for more than 25% of the original data, the accuracy of adding more synthetic data is lower. 

Figure 21 Sleep stage prediction results using Linear SVM (Test subject: 3)shows the sleep 

stage prediction results using Linear SVM, where subject 3 is test set. The added synthetic data 

number is 7602, which is 100% of original data. The red lines are predicted classes, while the 

green lines are correct classes. The figures on the right side are the confusion matrix. 
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(a) Original Data 

(b) Original data and synthetic data generated by adding Gaussian noise 

 

 

(c) Original data and synthetic data generated by using surrogate 

Figure 23 Sleep stage prediction results using Linear SVM (Test Set: Number 3) 

Then, we do the 3 classes classification to observe the predicted results of using synthetic data. 

Three classes classification problem classified wake (W), REM and NonREM. The new classes 

are class 0: label 0; class 1: label 1; class 2: label 2, 3, 4, 5. Table 6: Accuracy of three training 
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set using Linear SVM (6 classes classification) shows the accuracy of predicted results of 3 

classes using different training sets, forming with different numbers of synthetic data and 

different methods to generate synthetic data. The classifier is Linear SVM and the results came 

from EEG-ECG features. The test subject is 3. 

Table 8: Accuracy of three training set using Linear SVM (Binary class classification) 

Number of 

synthetic data 

Original 

Data 

Original data and 

synthetic data generated 

by adding Gaussian noise  

Original data and 

synthetic data generated 

by using surrogate 

76 (1%) 0.841 0.846 0.854 

380 (5%) 0.841 0.850 0.846 

760 (10%) 0.841 0.851 0.846 

1140 (15%) 0.841 0.852 0.833 

1900 (25%) 0.841 0.846 0.793 

3801 (50%) 0.841 0.850 0.768 

5701 (75%) 0.841 0.851 0.757 

7602 (100%) 0.841 0.860 0.741 

 

 

From Table 6: Accuracy of three training set using Linear SVM (6 classes classification), we 

can see that the accuracies of models trained with the synthetic data generated by adding 

Gaussian noise are higher than the classification model that trained with the original data. The 

accuracies of models trained with the synthetic data generated by adding Gaussian noise are 

higher than the accuracy of the model that trained with the original data when the added 

synthetic data accounts for 1%, 5%, and 10% of the original data. The accuracies of 

classification models that trained with the synthetic data generated by using surrogate are lower 

than the accuracy of the model trained with the original data when the added synthetic data 

accounts for 5%, 10%, 15%, 25%, 50%, 75%, and 100% of the original data. Otherwise, the 

accuracies of models that trained with the surrogate samples are higher. 
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Figure 24 Accuracy of 3 classes classification. Classifier: Linear SVM 

Figure 20 Accuracy of 6 classes classification. Classifier: Linear SVM shows the accuracy of 

the 3 classes classification. We can see the variation of accuracy depending on the number of 

synthetic data that added to the original data. The accuracies of models trained with the 

synthetic data generated by adding Gaussian noise are higher than the classification model that 

trained with the original data. When the added synthetic data accounts for 1%, 5% and, 10% of 

the original data, the accuracies of classification models that trained with the synthetic data 

generated by using surrogate are higher than the accuracy of the model trained with the original 

data. When the added surrogate samples account for more than 10% of the original data, the 

accuracy of adding more synthetic data is lower. 

 

Figure 21 Sleep stage prediction results using Linear SVM (Test subject: 3)shows the sleep 

stage prediction results using Linear SVM, where subject 3 is test set. The added synthetic data 

number is 1140, which is 15% of original data. The red lines are predicted classes, while the 

green lines are correct classes. The figures on the right side are the confusion matrix. 
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(a) Original data 

(b) Original data and synthetic data generated by adding Gaussian noise 

(c) Original data and synthetic data generated by using surrogate 

Figure 25 Sleep stage prediction results using Linear SVM (Test Subject: 3) 

 

Then, we do the 4 classes classification to observe the predicted results of using synthetic data. 

Four classes classification problem classified wake (W), REM, Stage I and II, and Stage III and 

IV. The new classes are class 0: label 0; class 1: label 1; class 2: label 2, 3; class 3: label 4, 5. 

Table 6: Accuracy of three training set using Linear SVM (6 classes classification) shows the 
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accuracy of predicted results of 4 classes using different training sets, forming with different 

numbers of synthetic data and different methods to generate synthetic data. The classifier is 

Linear SVM and the results came from EEG-ECG features. The test subject is 3. 

Table 9: Accuracy of three training set using Linear SVM (Binary class classification) 

Number of 

synthetic data 

Original 

Data 

Original data and 

synthetic data generated 

by adding Gaussian noise  

Original data and 

synthetic data generated 

by using surrogate 

76 (1%) 0.774 0.770 0.781 

380 (5%) 0.774 0.775 0.774 

760 (10%) 0.774 0.768 0.763 

1140 (15%) 0.774 0.771 0.749 

1900 (25%) 0.774 0.763 0.725 

3801 (50%) 0.774 0.779 0.605 

5701 (75%) 0.774 0.774 0.609 

7602 (100%) 0.774 0.780 0.605 

From Table 6: Accuracy of three training set using Linear SVM (6 classes classification), we 

can see that the accuracies of models trained with the synthetic data generated by adding 

Gaussian noise are higher than the classification model that trained with the original data when 

the added synthetic data accounts for 5%, 50%, and 100% of the original data. The accuracies 

of models trained with the synthetic data generated by adding Gaussian noise are higher than 

or at least the same as the accuracy of the model that trained with the original data when the 

added synthetic data accounts for 1% and 5% of the original data. The accuracies of 

classification models that trained with the synthetic data generated by using surrogate are lower 

than the accuracy of the model trained with the original data when the added synthetic data 

accounts for 5%, 10%, 15%, 25%, 50%, 75%, and 100% of the original data. Otherwise, the 

accuracies of models that trained with the surrogate samples are higher. Figure 20 Accuracy of 

6 classes classification. Classifier: Linear SVM shows the accuracy of the 4 classes 

classification. We can see the variation of accuracy depending on the number of synthetic data 

that added to the original data. The accuracies of models trained with the synthetic data 

generated by adding Gaussian noise are higher than classification models that trained with the 

original data when the added synthetic data accounts for 5%, 50% and 100% of the original 
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data. When the added synthetic data accounts for 1% of the original data, the accuracies of 

classification models that trained with the synthetic data generated by using surrogate are higher 

than the accuracy of the model trained with the original data. When the added surrogate samples 

account for more than 5% and less than 50% of the original data, the accuracy of adding more 

synthetic data is lower. 

Figure 26 Accuracy of 4 classes classification. Classifier: Linear SVM 

Figure 21 Sleep stage prediction results using Linear SVM (Test subject: 3)shows the sleep 

stage prediction results using Linear SVM, where subject 3 is the test set. The added synthetic 

data number is 1140, which is 15% of the original data. The red lines are predicted classes, 

while the green lines are correct classes. The figures on the right side are the confusion matrix. 

(a) Original data 
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(b) Original data and synthetic data generated by adding Gaussian noise 

(c) Original data and synthetic data generated by using surrogate 

Figure 27 Sleep stage prediction results using Linear SVM (Test Subject: 3) 

Through the experiment results shown in Table 6: Accuracy of three training set using Linear 

SVM (6 classes classification), Table 7:  , Table 7:  and Table 7: , we know that the 

performances of applying synthetic data generated by adding Gaussian noise to the 2 classes 

and 3 classes classification problem are better than using the original data. When the added 

synthetic data accounts for 5%, 50%, 75% and 100% of the original data, the performances of 

applying synthetic data generated by adding Gaussian noise to the 4 classes classification 

problem are better than or at least the same as using the original data. However, when the 

classification problem comes to 6 classes classification, the accuracies of the model trained with 

the synthetic data generated by adding Gaussian noise are lower than the accuracy of the model 

that trained with the original data. The fewer categories of classification problems, the more 

accuracy improvement can be obtained by adding Gaussian replicates. 

The performances of applying synthetic data generated by surrogate to the 2 classes 

classification problem are better than using the original data when the added synthetic data 

accounts for 5%, 10%, 15%, 25%, 50%, and 75% of the original data. The performances of 
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applying synthetic data generated by surrogate to the 3 classes classification problem are better 

than using the original data when the added synthetic data accounts for 1%, 5%, and 10% of 

the original data. When the added synthetic data accounts for 1% and 5% of the original data, 

the accuracies of the model trained with the synthetic data generated by surrogate are higher 

than or at least the same as the accuracy of the model that trained with the original data. The 

accuracies of the model trained with the synthetic data generated by surrogate are higher than 

the accuracy of the model that trained with the original data when the added synthetic data 

accounts for 1% and 5% of the original data. Moreover, when the added surrogate samples 

account for more than 50% of the original data, the accuracy of adding more synthetic data is 

lower. Therefore, it is better not to add too many surrogate samples in the classification problem. 

When the added synthetic data accounts for 5% of the original data, the accuracy of the 

classification model usually improved. 
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Chapter 5: Conclusion and Further Work 

This paper applied synthetic data in the sleep stage classification problem. This paper uses two 

methods to generate synthetic data, which are (i) adding Gaussian noise to real data to generate 

replicates of the original data, and (ii) generating synthetic data samples using surrogates, which 

is a way of synthesizing multivariable time series with prescribed covariance function and 

marginal distributions, obtained from empirical results.  

In this paper, an open-source EEG and ECG signals dataset published by University College 

Dublin is used. [16] We do the pre-processing and feature extraction on this dataset. The well-

defined dataset contains EEG and ECG features of 10 subjects and the sleep stage of each epoch 

of each subject. The six classes of sleep stage labelled with numbers from 0 to 5. After that, 

divide the dataset into the training set and the test set following the "leave one out" procedure. 

Four classification methods are used in the 6 classes of sleep stage classification, which are 

linear discriminant analysis, quadratic discriminant analysis, linear support vector machine, and 

quadratic support vector machine. These methods are applied to 10 different training sets. By 

comparing the accuracy of 40 models, we can conclude that the performance of linear SVM in 

sleep classification is the best of the four classification methods. In addition, the results of using 

different training sets are quite different. We need a more reasonable dataset division method 

rather than the “leave one out” procedure. 

After that, we select subject 3 as the test set and the other subjects as the training set for the 

following experiments. Two data synthesis methods are applied to EEG-ECG features in the 

training set separately. Combine different numbers of synthetic data with the original data to 

form new training sets. Then, apply linear SVM on the original training set and the new training 

sets with different numbers of synthetic data. In order to better observe the impact of synthetic 

data on sleep stage classification problems. We transform the 6 classes classification problem 

into the binary classification problem, 3 classes classification problem, and 4 classes 

classification problem. Apply linear SVM on the original training set and the new training sets 

with different numbers of synthetic data. Through the experiment results, we know that the 

performances of applying synthetic data generated by adding Gaussian noise to the 2 classes 

and 3 classes classification problem are better than using the original data. When the added 

synthetic data accounts for 5%, 50%, 75% and 100% of the original data, the performances of 

applying synthetic data generated by adding Gaussian noise to the 4 classes classification 

problem are better than or at least the same as using the original data. However, when the 
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classification problem comes to 6 classes classification, the accuracy of the model trained with 

the synthetic data generated by adding Gaussian noise is lower than the accuracy of the model 

that trained with the original data. Thus, we can conclude that the fewer categories of 

classification problems, the more accuracy improvement can be obtained by adding Gaussian 

replicates. 

The performances of applying synthetic data generated by surrogate to the 2 classes 

classification problem are better than using the original data when the added synthetic data 

accounts for 5%, 10%, 15%, 25%, 50%, and 75% of the original data. The performances of 

applying synthetic data generated by surrogate to the 3 classes classification problem are better 

than using the original data when the added synthetic data accounts for 1%, 5%, and 10% of 

the original data. When the added synthetic data accounts for 1% and 5% of the original data, 

the accuracies of the model trained with the synthetic data generated by surrogate are higher 

than or at least the same as the accuracy of the model that trained with the original data. The 

accuracies of the model trained with the synthetic data generated by surrogate are higher than 

the accuracy of the model that trained with the original data when the added synthetic data 

accounts for 1% and 5% of the original data. Moreover, when the added surrogate samples 

account for more than 50% of the original data, the accuracy of adding more synthetic data is 

lower. Therefore, it is better not to add too many surrogate samples in the classification 

problems. When the added synthetic data accounts for 5% of the original data, the accuracy of 

the classification model usually improved. 

In conclusion, when the categories of classification problems are not too many, for instance, 2 

classes and 3 classes, the accuracy of the classification model can be improved by adding 

Gaussian replicates. If the categories of classification problems are too many, the accuracy of 

the classification model decreased by adding Gaussian replicates. 

Surrogate samples of EEG and ECG features can be combined with real data of EEG and ECG 

features without a great decrease of classification performance of sleep staging from sleep 

disorder patients when the added synthetic data accounts for no more than 50%. Moreover, 

adding a few surrogate samples, usually 5% of the original data can even improve the accuracy 

of the classification model. The above might be interesting for practical studies when the sample 

size is small. 

For future research, we can change the training set and test set dividing method to improve the 

classification results. 
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Appendix 

• Specification, part 1 and part 2 
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• Early-term Progress Report 
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• Mid-term Progress Report 

 



Synthetic data methods applied to sleep stage analysis    

62 

 

 



Synthetic data methods applied to sleep stage analysis    

63 

 



Synthetic data methods applied to sleep stage analysis    

64 

 



Synthetic data methods applied to sleep stage analysis    

65 

 



Synthetic data methods applied to sleep stage analysis    

66 

 



Synthetic data methods applied to sleep stage analysis    

67 

 

 

 



Synthetic data methods applied to sleep stage analysis    

68 

 

• Supervision log 
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Risk and environmental impact assessment 

Risk and environmental impact assessment are shown in below. 

(1) Prevents the successful completion of the project 

Event 

Scores for 

level of 

likelihood L 

Scores for 

level of 

consequenc

e C 

Result R 
Rating of 

risk 
Action 

There is a 

problem with the 

equipment that 

collects EEG and 

ECG signals, 

which leads to 

collecting wrong 

data in the open-

source dataset 

1 2 2 
Low 

Risk 

Use other open-

source EEG and 

ECG dataset 

The computer 

crashed while 

training the model 

2 1 2 
Low 

Risk 

Replace the 

computer and 

retrain the model 

In the process of 

collecting EEG 

and ECG signals, 

the staff improper 

operate 

equipment, 

leading to 

collecting wrong 

data in the open-

source dataset 

1 2 2 
Low 

Risk 

Use other open-

source EEG and 

ECG dataset 
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(2) Causes potential harm to people and /or animals 

Event 

Scores for 

level of 

likelihood L 

Scores for 

level of 

consequenc

e C 

Result R 
Rating of 

risk 
Action 

Impact the health 

of subject due to 

the improper 

operation during 

EEG and ECG 

signal collecting 

process 

0 2 0 No Risk No action 

 

(3) Causes potential harm to the environment 

Event 

Scores for 

level of 

likelihood 

Scores for 

level of 

consequenc

e 

Result R 
Rating of 

risk 
Action 

The equipment 

for collecting 

EEG and ECG 

signals used in 

open-source 

dataset is 

damaged and 

needs to be 

discarded. 

2 1 2 
Low 

Risk 

Suggested the 

University that 

publishes this 

open-source 

dataset address 

the damaged 

equipment in an 

environment 

friendly manner 

to reduce the 

impact on the 

environment 
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(4) Causes potential financial loss to the project or to other individuals or organizations. 

Event 

Scores for 

level of 

likelihood 

Scores for 

level of 

consequenc

e 

Result R 
Rating of 

risk 
Action 

The equipment 

for collecting 

EEG and ECG 

signals used in 

open-source 

dataset is 

damaged and 

needs to be 

discarded. 

2 1 0 
Low 

Risk 

Suggested the 

University that 

publishes this 

open-source 

dataset buy the 

new equipment. 

Use other open-

source EEG and 

ECG dataset 

 


