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FACTORIZATION THEOREMS FOR SOME NEW CLASSES OF MULTILINEAR OPERATORS

M. MASTYLO AND E. A. SÁNCHEZ PÉREZ

ABSTRACT. Two new classes of summing multilinear operators, factorable \((q,p)\)-summing operators and \((r;p,q)\)-summing operators are studied. These classes are described in terms of factorization. It is shown that operators in the first (resp., the second) class admit the factorization through the injective tensor product of Banach spaces (resp., through some Banach lattices). Applications in different contexts related to Grothendieck Theorem and Fourier integral bilinear operators are shown. Motivated by Pisier’s Theorem on factorization of \((q,1)\)-summing operators from \(C(K)\)-spaces through Lorentz spaces \(L_{q,1}\) on some probability Borel measure spaces, we prove two variants of Pisier’s Theorem for bilinear operators on the product of \(C(K)\)-spaces. We also prove bilinear versions of Mityagin-Pelczyński and Kislyakov Theorems.

1. Introduction

The concept of absolutely \(p\)-summing operators due to Pietsch [28] and the notion of \((q,p)\)-summing operator due to Mityagin and Pelczyński [26] play a fundamental role in the theory of Banach operator ideals; \((q,p)\)-summing operators found deep applications in many areas of modern functional analysis including for example eigenvalue distribution of Riesz operators (see [10, 15, 17]). A particular role is played by factorization theorems. Besides, there are many different concrete applications of such factorization that arise in different contexts. We mention famous Pietsch’s as well as Pisier’s Factorization Theorems for linear operators. In recent years several attempts have been made to generalize classical linear theory to various multilinear settings; we refer to the survey paper [25] and references therein.

The purpose of this paper is to analyze classes of multilinear operators with new types of summability and to prove new factorization theorems for them. These spaces of operators are defined to fit with the main known results on summing linear operators on \(C(K)\) spaces, and so their properties are closely related to their behavior when acting in products of \(C(K)\)-spaces. Motivated in part by the importance of Pisier’s Theorem on factorization of \((q,1)\)-summing operators on \(C(K)\) spaces through Lorentz \(L_{q,1}(\lambda)\) spaces, we will provide two possible extensions of this result in the multilinear setting.

The paper is organized as follows. In Section 2 we investigate the class of multilinear operators that are defined as the composition of pointwise products of functions and a summing linear operator. After giving a general factorization theorem, some applications are given in four subsections. In particular, a bilinear version of Pisier’s Theorem is proved, which gives a characterization of bilinear operators on products of \(C(K)\)-spaces that admit factorization.
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through a Lorentz space by means of the pointwise product of functions belonging to the $C(K)$-spaces appearing in the domain.

Bilinear operators satisfying Grothendieck’s Theorem are analyzed in other part of this section, as well as some applications to Fourier bilinear integrals. Finally bilinear versions of Mityagin–Pełczyński and Kislyakov Theorems for factorable $(q,p)$-summing operators are given.

In Section 3 we provide a characterization in terms of factorization through a special type of tensor product of Banach lattices of a class of $(r;p,q)$-summing Banach space valued bilinear operators from the product of $C(K)$-spaces under the assumption $1 \leq p < r$ and $1 \leq q < r$. We prove that this class coincides with the class of all bilinear operators that factor through a positive $(r;p,q)$-summing operator. This gives an adequate extension of Pisier’s Theorem for linear operators just taking into account that it can be stated in the equivalent form: an operator $T$ from a $C(K)$-space to a Banach space $Y$ is $(q,p)$-summing if and only if it factors through a positive $(q,p)$-summing operator. The main difference with the version of Pisier’s Theorem given in Section 2 is that in this case the factorization is given by the composition of two linear maps (first) and a bilinear operator (second); in the one provided in Section 2, the factorization is first given by a bilinear operator (first) that is in fact a multiplication operator, and (second) a linear map. Therefore, the result provides a essentially different Pisier-type factorization.

In general, notation will be introduced as and when needed. Nevertheless, we remind the reader some standard notation from the Banach space theory and the theory of multilinear operators. Following the concept introduced by Pietsch in [30] for scalar valued multilinear operators, if $0 < q, p_1, \ldots, p_n \leq \infty$ are such that $1/q = 1/p_1 + \cdots + 1/p_n$, an $n$-linear operator $T: X_1 \times \cdots \times X_n \to Y$ is said to be $(q;p_1,\ldots,p_n)$-summing if there exists $C > 0$ such that

$$\left( \sum_{j=1}^m \|T(x_j^{(1)},\ldots,x_j^{(n)})\|_Y^q \right)^{1/q} \leq C \prod_{k=1}^n \|x_j^{(k)}\|_{w,p_k},$$

for every choice of finite sequences $(x_j^{(k)})_{j=1}^m$ in $X_k$, $1 \leq k \leq n$. Here, for a given $0 < p < \infty$ and every finite sequence $(x_j)_{j=1}^m$ in a Banach space $E$,

$$\| (x_j)_{j=1}^m \|_{w,p} := \sup_{\|x^*\|_{E^*} \leq 1} \left( \sum_{j=1}^m |x^*(x_j)|^p \right)^{1/p}.$$ 

Recall that in the linear case (i.e., $n = 1$) and for $0 < p \leq q < \infty$ such an operator $T: X_1 \to Y$ is called $(q,p)$-summing ($p$-summing for short if $q = p$).

Our main reference for tensor products and tensor norms is [7]; some ideas from the presentation given in [9] are also taken into account. For the theory of Banach operator ideals we refer to [29]. As usual, given two Banach spaces $X$ and $Y$, we denote by $\varepsilon$ the injective norm on the tensor product $X \otimes Y$ defined by

$$\varepsilon(u) = \sup \left\{ \left| \sum_{j=1}^n \langle x_j, x^* \rangle \langle y_j, y^* \rangle \right| ; \ x^* \in B_{X^*}, y^* \in B_{Y^*} \right\}, \quad u \in X \otimes Y,$$

where $\sum_{j=1}^n x_j \otimes y_j$ is any representation of $u$. The completion denoted by $X \hat{\otimes}_\varepsilon Y$ is called the injective tensor product of $X$ and $Y$. We define the injective tensor product $X_1 \hat{\otimes}_\varepsilon \cdots \hat{\otimes}_\varepsilon X_n$ of Banach spaces $X_1,\ldots,X_n$ in the same way.

We will use the well known fact that if $K_1$ and $K_2$ are two compact Hausdorff spaces then the injective tensor product $C(K_1) \hat{\otimes}_\varepsilon C(K_2)$ of the corresponding spaces of continuous functions can be identified in a natural way with $C(K_1 \times K_2)$.
We recall that a Banach space $X$ has cotype $q$ $(2 \leq q < \infty)$ if there is a constant $C > 0$ such that no matter how we select the finite sequence $(x_k)_{k=1}^n$ in $X$,

$$
\left( \sum_{k=1}^n \|x_k\|_X^q \right)^{1/q} \leq C \left( \int_0^1 \left\| \sum_{k=1}^n r_k(t)x_k \right\|_X^2 dt \right)^{1/2},
$$

where $(r_k)$ is the sequence of Rademacher functions. The smallest of all these constants is denoted by $C_q(X)$.

2. Factorable $(q,p)$-summing multilinear operators

In this section we initiate the study of factorization for some new classes of multilinear operators. Our primary motivation for studying these classes stems out from the fact that some known important multilinear operators belong to these classes. We begin with a key definition.

**Definition 2.1.** Let $X_1, \ldots, X_n$, $Y$ be Banach spaces, and let $1 \leq q, p < \infty$. An $n$-linear operator $T: X_1 \times \cdots \times X_n \to Y$ is said to be factorable $(q,p)$-summing (with constant $C > 0$) if there exists $C > 0$ such that for every positive integers $M$, $N$ and all $M \times N$ matrices $(x_{jk}^{(1)}), \ldots, (x_{jk}^{(n)})$ in $X_1, \ldots, X_n$, respectively, we have

$$
\left( \sum_{j=1}^M \left\| \sum_{k=1}^N T(x_{jk}^{(1)}, \ldots, x_{jk}^{(n)}) \right\|_Y^q \right)^{1/q} \leq C \sup_{x^* \in B_{X^*_1} \cdots, x^*_n \in B_{X^*_n}} \left( \sum_{j=1}^M \left\| \sum_{k=1}^N \langle x_{jk}^{(1)}, x^*_1 \rangle \cdots \langle x_{jk}^{(n)}, x^*_n \rangle \right\|_Y^p \right)^{1/p}.
$$

A simple observation is that we may replace the balls $B_{X^*_k}$ in the above formula by norming sets. Recall that if $X$ is a Banach space, then a subset $E \subset B_X$ is said to be norming whenever $\|x\|_X = \sup\{\|x^*(x)\|; x^* \in E\}$ for every $x \in X$.

Definition 2.1 is motivated in part by the fact that Pietsch-integral bilinear operators are factorable $(q,p)$-summing for any $1 \leq q, p < \infty$. To see this we first recall that a bilinear operator $T: X_1 \times X_2 \to Y$ is called Pietsch-integral (P-integral for short, see [1, 35]) if there is a regular countably additive, $Y$-valued Borel measure $\nu$ of bounded variation on $B_{X^*_1} \times B_{X^*_2}$ such that

$$
T(x^{(1)}, x^{(2)}) = \int_{B_{X^*_1} \times B_{X^*_2}} \langle x^{(1)}, x^*_1 \rangle \langle x^{(2)}, x^*_2 \rangle d\nu(x^*_1, x^*_2), \quad (x^{(1)}, x^{(2)}) \in X_1 \times X_2.
$$

The following calculations show that such a bilinear operator is factorable $q$-summing for every $1 \leq q < \infty$, and so factorable $(q,p)$-summing for all $1 \leq p \leq q < \infty$. Fix $M \times N$ matrices $(x_{jk}^{(1)})$ and $(x_{jk}^{(2)})$ in $X_1$ and $X_2$, respectively and suppose that $T: X_1 \times X_2 \to Y$ is a Pietsch-integral bilinear operator associated to the regular Borel measure $\nu$. Write $|\nu|$ for the variation of the measure. Using the properties of the vector-valued integral, we obtain
the following estimates with \( C = |\nu|(B_{X_1} \times B_{X_2}) \),
\[
\left( \sum_{j=1}^{M} \left\| T(x_j^{(1)}, \ldots, x_j^{(n)}) \right\|_{Y}^{p} \right)^{1/p} \leq \left( \sum_{j=1}^{M} \left\| \int_{B_{X_1} \times B_{X_2}} \left( \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^{(2)} \rangle \langle x_{jk}^{(2)}, x_2^{(2)} \rangle \right) d\nu \right|^{q} \right)^{1/q} 
\]
\[
\leq \left( \sum_{j=1}^{M} \left( \int_{B_{X_1} \times B_{X_2}} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^{(2)} \rangle \langle x_{jk}^{(2)}, x_2^{(2)} \rangle \right| d\nu \right)^{q} \right)^{1/q} 
\]
\[
= \sup_{(\lambda_j) \in B_{\ell_p}} \left( \sum_{j=1}^{M} \lambda_j \int_{B_{X_1} \times B_{X_2}} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^{(2)} \rangle \langle x_{jk}^{(2)}, x_2^{(2)} \rangle \right| d\nu \right) 
\]
\[
\leq \sup_{(\lambda_j) \in B_{\ell_p}} \left( \sum_{j=1}^{M} \lambda_j \sup_{(\alpha_j) \in B_{\ell_q}} \left( \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^{(2)} \rangle \langle x_{jk}^{(2)}, x_2^{(2)} \rangle \right) \right) 
\]
\[
\leq C \sup_{x_1^{(1)} \in B_{X_1}, \ldots, x_n^{(1)} \in B_{X_n}} \left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^{(2)} \rangle \langle x_{jk}^{(2)}, x_2^{(2)} \rangle \right| d\nu \right)^{1/q} 
\]

There are more known classes of multilinear operators related to the one given in Definition 2.1. The first remarkable one is given by the \( p \)-semi-integral multilinear operators. If \( 1 \leq p < \infty \), we say that a multilinear operator \( T: X_1 \times \cdots \times X_n \to Y \) is \( p \)-semi-integral if for every set of finite sequences in the corresponding spaces we have
\[
\left( \sum_{j=1}^{M} \left\| T(x_j^{(1)}, \ldots, x_j^{(n)}) \right\|_{Y}^{p} \right)^{1/p} \leq \left( \sum_{j=1}^{M} \left\| \int_{B_{X_1} \times \cdots \times B_{X_n}} \left( \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^{(2)} \rangle \langle x_{jk}^{(2)}, x_2^{(2)} \rangle \right) d\nu \right|^q \right)^{1/q} 
\]

Thus, Definition 2.1 gives a “factorable version” of these operators with \( q (q \neq p) \) on the left hand side of the inequality. We point out that there is a Pietsch’s Domination Theorem which states that \( T \) is \( p \)-semi-integral if and only if there exist a constant \( C > 0 \) and a probability measure \( \mu \) on \( B_{X_1} \times \cdots \times B_{X_n} \) such that for all \( (x_1^{(1)}, \ldots, x_j^{(n)}) \in X_1 \times \cdots \times X_n \),
\[
\left\| T(x_1^{(1)}, \ldots, x_j^{(n)}) \right\|_{Y} \leq C \left( \int_{B_{X_1} \times \cdots \times B_{X_n}} \left| \langle x_1^{(1)}, x_1^{(2)} \rangle \cdots \langle x_j^{(n)}, x_j^{(n)} \rangle \right| d\mu \right)^{1/p} 
\]

We remark that \( p \)-semi-integral operators are closely related to the so called \( \tau(p) \)-summing (linear) operators, that were firstly introduced by Pietsch for \( p = 1 \) in [29] and studied later in [23] for the general case. Although the definition was given for the case of linear operators, it involves the bilinear functional \( T: X \times Y^* \to \mathbb{K} \),
\[
T(x, y^*) = \langle S(x), y^* \rangle, \quad (x, y^*) \in X \times Y^* 
\]
associated to the linear operator \( S: X \to Y \). Recently, more properties and applications of these operators have been studied in [34].

The second class of operators that is connected with our definition is the one of the factorable \( p \)-summing multilinear operators, that were in fact firstly given for polynomials. In [24] (see also the references therein) it is shown that this class satisfies a Pietsch-type Factorization Theorem through a \( p \)-summing operator composed with a canonical multilinear map. In this case, the canonical multilinear map is the product on the projective tensor product of the domain spaces.

The next class of operators to which we want to pay attention is the one of the so called integral multilinear operators, that were introduced and systematically analyzed in [35].
particular case of Pietsch-integral linear operators has been explained above. A multilinear operator $T: X_1 \times \cdots \times X_n \to Y$ is called Pietsch-integral ($P$-integral) if there is a regular $Y$-valued Borel measure $G$ of bounded variation on $B_{X_1^*} \times \cdots \times B_{X_n^*}$ such that

$$T(x^{(1)}, \ldots, x^{(n)}) = \int_{B_{X_1^*} \times \cdots \times B_{X_n^*}} \langle x^{(1)}, x_1^* \rangle \cdots \langle x^{(n)}, x_n^* \rangle \, dG(x_1^*, \ldots, x_n^*),$$

for all $(x^{(1)}, \ldots, x^{(n)}) \in X_1 \times \cdots \times X_n$. The following characterization is known (see [35, Proposition 2.6]): $T$ is $P$-integral if and only if the linearization $\hat{T}$ of $T$ can be extended to the injective tensor product $X_1 \widehat{\otimes} \cdots \widehat{\otimes} X_n$, and this linear extension is $P$-integral. This automatically implies a factorization through the $\varepsilon$ tensor product and a linear operator as

$$X_1 \times \cdots \times X_n \xrightarrow{T} Y \xrightarrow{\hat{T}} X_1 \widehat{\otimes} \cdots \widehat{\otimes} X_n,$$

where $\hat{T}$ is $P$-integral, and so factors itself through an $L^1$-space. This diagram is similar to the one we will get for our class of multilinear operators. The class which satisfy such a factorization but for the extended multilinear operator having values on $Y^{**}$ was also studied in [35]. Finally, let us remark that another related space of linear operators acting in injective tensor products of Banach spaces was analyzed in [22]; see Theorem 2.4 below.

The notion that we have introduced is in a sense a mix of the definitions explained above. It is a “factorable” class, since it admits a factorization theorem starting with a canonical multilinear map (in this case a pointwise product) and the defining inequalities involve matrices of vectors. It is also of $\tau(p)$-summing type, since we have single products of functionals in the right hand side of the inequalities. Note also that we are interested in considering different exponents $q$ and $p$ in the definition, so it should be some sort of $\tau(p,q)$-summing operators of factorable type. Finally, let us point out that there are also other relevant relations with classical summing multi-ideals. For example, it is easy to prove by writing the inequalities in the definition for some particular class of matrices that all factorable $(q,1)$-summing multilinear operators are multiple $(q,1)$-summing. We are not interested in this class of operators in this paper and so we will not analyze the details of this relation.

We present an example showing that there exists a bounded bilinear functional which is not factorable $(q,p)$-summing.

**Example 2.2.** Consider the bilinear functional $\varphi: \ell^2 \times \ell^2 \to \mathbb{R}$ given by the canonical duality,

$$\varphi((\lambda_j), (\tau_j)) := \langle (\lambda_j), (\tau_j) \rangle = \sum_{j=1}^{\infty} \lambda_j \tau_i, \quad ((\lambda_j), (\tau_j)) \in \ell^2 \times \ell^2.$$

We claim that $\varphi$ is not factorable $(q,1)$-summing. Indeed, take $M = 1$, and the (one row) “matrix” $(s_k)$ of vectors in $\ell^2$, where $s_k = e_k$ for all $k \in \mathbb{N}$ and $e_k$ are the elements of the canonical basis of the space. Then, for each $n \in \mathbb{N}$, we get that

$$\left| \sum_{k=1}^{n} \varphi(e_k, e_k) \right| = n.$$
Thus if $\varphi$ were factorable $(q,1)$-summing, we would get that there is a constant $C > 0$ such that

$$n = \left\| \sum_{k=1}^{n} \varphi(e_k, e_k) \right\| \leq C \sup_{(\lambda_j) \in B_{\ell^2}, (\tau_j) \in B_{\ell^2}} \left| \sum_{k=1}^{n} \langle e_k, (\lambda_j) \rangle \langle e_k, (\tau_j) \rangle \right| = C \sup_{(\lambda_j) \in B_{\ell^2}, (\tau_j) \in B_{\ell^2}} \left\| \sum_{k=1}^{n} \lambda_k \tau_k \right\| \leq C \sup_{(\lambda_j) \in B_{\ell^2}, (\tau_j) \in B_{\ell^2}} \| (\lambda_j) \|_{\ell^2} \| (\tau_j) \|_{\ell^2} = C.$$ 

This example is relevant in the following sense: although it is given by the composition $\varphi = r \circ \circ$ of the pointwise multiplication $\circ: \ell^2 \times \ell^2 \to \ell^1$ and the linear map $r: \ell^1 \to \mathbb{R}$, $r((\lambda_j)) = \sum \lambda_j$, it is not factorable $(q,1)$-summing. This direct relation with the pointwise multiplication maps holds only in the case of $C(K)$-spaces. However, our development may also give some non-trivial positive results for the case of bilinear maps acting in Banach function spaces and essentially defined by a pointwise product. We will show some of them in Subsection 2.3.

We will prove in this section that the notion introduced in Definition 2.1 is the one fitting with our aim of describing multilinear operators that satisfy a factorization involving a multiplication multilinear operator.

The following Proposition shows that the property of being factorable $(q,p)$-summing is preserved by composition with linear operators. Since the proof is obvious we skip it.

**Proposition 2.3.** Let $T: X_1 \times \cdots \times X_n \to Y$ be a factorable $(q,p)$-summing operator, and let $A_i: Z_i \to X_i$ ($1 \leq i \leq n$), $R: Y \to E$ be operators between Banach spaces. Then the $n$-linear operator $S: Z_1 \times \cdots \times Z_n \to E$ given by $S = R \circ T \circ (A_1, ..., A_n)$ is also factorable $(q,p)$-summing.

The following result allows to relate the class of factorable $(q,p)$-summing operators with the norm in a space of continuous functions. It is our main characterization of this class of multilinear operators.

Let us introduce first some notation. Consider the compact set $B_{X_1^*} \times \cdots \times B_{X_n^*}$, where the weak* topologies are considered as usual. We denote by $\kappa_{X_i}$ the canonical embeddings $\kappa_{X_i}: X_i \to C(B_{X_i^*})$ for each $1 \leq i \leq n$. If $S_i$ are nonempty sets and $f_i: S_i \to \mathbb{K}$ are functions for each $1 \leq i \leq n$, then $\circ$ denotes the pointwise product map defined by

$$\circ(f_1, \ldots, f_n)(s_1, \ldots, s_n) := f_1(s_1) \cdots f_n(s_n), \quad (s_1, \ldots, s_n) \in S_1 \times \cdots \times S_n.$$ 

If $X_1, \ldots, X_n$ are Banach spaces, then using the pointwise product $\circ$, we define the multiplication operator $\oplus: X_1 \times \cdots \times X_n \to C(B_{X_1^*} \times \cdots \times B_{X_n^*})$ by

$$\oplus(x^{(1)}, \ldots, x^{(n)}) := \circ(\kappa_{X_1}(x^{(1)}), \ldots, \kappa_{X_n}(x^{(n)})), \quad (x^{(1)}, \ldots, x^{(n)}) \in X_1 \times \cdots \times X_n.$$ 

In what follows we will denote by $S$ the closure of the subspace of $C(B_{X_1^*} \times \cdots \times B_{X_n^*})$ generated as the linear span of the range of the multilinear map $\oplus$.

We are ready to state the main result of this section, which gives a characterization of factorable $(q,p)$-summing multilinear operators in terms of factorization through the injective tensor product of Banach spaces. It relates directly our setting with the one in [22] where summing linear operators acting in injective tensor products are studied.

**Theorem 2.4.** Let $1 \leq p \leq q < \infty$. The following statements are equivalent for a Banach space valued $n$-linear operator $T: X_1 \times \cdots \times X_n \to Y$.

(i) $T$ is factorable $(q,p)$-summing with a constant $C > 0$. 

(ii) There is a \((q,p)\)-summing linear operator \(\tilde{T} : X_1 \hat{\otimes}_\varepsilon \cdots \hat{\otimes}_\varepsilon X_n \to Y\) with \(\pi_{q,p}(\tilde{T}) \leq C\) such that \(T\) admits the factorization:

\[
\begin{array}{c}
X_1 \times \cdots \times X_n \\
\otimes \\
X_1 \hat{\otimes}_\varepsilon \cdots \hat{\otimes}_\varepsilon X_n \\
\end{array} \xrightarrow{T} \hat{T} \xrightarrow{\otimes} Y.
\]

(iii) There exists a constant \(C > 0\) such that for each positive integers \(M, N\) and all \(M \times N\) matrices \((x^{(1)}_{jk}, \ldots, x^{(n)}_{jk})\) in \(X_1, \ldots, X_n\), the following inequality holds:

\[
\left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} T(x^{(1)}_{jk}, \ldots, x^{(n)}_{jk}) \right\|_Y^q \right)^{1/q} \leq C \left\| \sum_{j=1}^{M} \bigotimes (\kappa_{X_1}(x^{(1)}_{jk}), \ldots, \kappa_{X_n}(x^{(n)}_{jk})) \right\|_Y^p \left\| C(B_{X_1^*} \times \cdots \times B_{X_n^*}) \right\|^{1/p}.
\]

(iv) There is a \((q,p)\)-summing linear operator \(\tilde{T} : S \to Y\) with \(\pi_{q,p}(\tilde{T}) \leq C\) such that \(T\) admits the following factorization through a subspace \(S\) of \(C(B_{X_1^*} \times \cdots \times B_{X_n^*})\):

\[
\begin{array}{c}
X_1 \times \cdots \times X_n \\
\otimes \\
S \\
\end{array} \xrightarrow{T} Y.
\]

Proof. (i) \(\Leftrightarrow\) (ii). Let us show first that if \(T\) is a factorable \((q,p)\)-summing \(n\)-linear operator \(T : X_1 \times \cdots \times X_n \to Y\), then \(T\) admits a factorization:

\[
\begin{array}{c}
X_1 \times \cdots \times X_n \\
\otimes \\
X_1 \hat{\otimes}_\varepsilon \cdots \hat{\otimes}_\varepsilon X_n \\
\end{array} \xrightarrow{T} Y.
\]

where \(\otimes\) is the universal \(n\)-linear mapping and \(\tilde{T}\) is a bounded linear operator.

If we take \(N = 1\), then our hypothesis implies that for every finite sequence of elements \((x_k^{(1)}, \ldots, x_k^{(n)})\) in \(X_1 \times \cdots \times X_n\), we have

\[
\left\| \sum_{k=1}^{m} T(x_k^{(1)}, \ldots, x_k^{(n)}) \right\|_Y^p \leq C^p \sup_{x_k^1 \in B_{X_1^*}, \ldots, x_k^n \in B_{X_n^*}} \left\| \sum_{k=1}^{m} \langle x_k^{(1)}, x_1^* \rangle \cdots \langle x_k^{(n)}, x_n^* \rangle \right\|_Y^p
\]

\[
= C^p \varepsilon \left( \sum_{k=1}^{m} x_k^{(1)} \otimes \cdots \otimes x_k^{(n)} \right)^p.
\]

Since the subspace spanned by the \(x_1 \otimes \cdots \otimes x_n\) is dense in the injective tensor product, the above estimate allows us to define a unique bounded operator \(\tilde{T} : X_1 \hat{\otimes}_\varepsilon \cdots \hat{\otimes}_\varepsilon X_n \to Y\) satisfying

\[
\tilde{T}(x_1 \otimes \cdots \otimes x_n) = T(x_1, \ldots, x_n), \quad (x_1, \ldots, x_n) \in X_1 \times \cdots \times X_n.
\]

We claim that the operator \(\tilde{T}\) is \((q,p)\)-summing. To see this, we take a sequence of tensors \((\sum_{k=1}^{N} x_{jk}^{(1)} \otimes \cdots \otimes x_{jk}^{(n)})_j^M\). Recall that the dual space \((X_1 \otimes_\varepsilon \cdots \otimes_\varepsilon X_n)^*\) is isometrically
isomorphic to the space of all integral \( n \)-linear functionals. Every \( \varphi \in (X_1 \otimes \cdots \otimes X_n)^* \) is represented by an integral formula given by

\[
\langle x^{(1)} \otimes \cdots \otimes x^{(n)}, \varphi \rangle = \int_{B_{X_1^*} \times \cdots \times B_{X_n^*}} \langle x^{(1)}, x_1^* \rangle \cdots \langle x^{(n)}, x_n^* \rangle \, d\mu,
\]

where \( \mu \) is a positive regular Borel measure on the compact set \( B_{X_1^*} \times \cdots \times B_{X_n^*} \) endowed with the product of the weak* topologies such that \( \|\varphi\| = \mu(B_{X_1^*} \times \cdots \times B_{X_n^*}) \) (see, e.g., [7, Th.4.6] for the bilinear case; see also [35, Sec.2] for the general vector-valued case). Below we write \( \mathcal{M} \) in the following computations for the probability measures like these ones. We have that with \( C = \mu(B_{X_1^*} \times \cdots \times B_{X_n^*}) \)

\[
\sup_{\varphi \in B(X_1 \otimes \cdots \otimes X_n)^*} \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \langle x^{(1)}_{jk}, \ldots, x^{(n)}_{jk}, \varphi \rangle \right|^p \right)^{1/p}
\]

\[
= \sup_{\mu \in \mathcal{M}} \left( \sum_{j=1}^{M} \left| \int_{B_{X_1^*} \times \cdots \times B_{X_n^*}} \sum_{k=1}^{N} \langle x^{(1)}_{jk}, x_{1}^* \rangle \cdots \langle x^{(n)}_{jk}, x_n^* \rangle \, d\mu \right|^p \right)^{1/p}
\]

\[
= \sup_{\mu \in \mathcal{M}} \sup_{(\lambda_1) \in \mathcal{B}_{p'}} \int_{B_{X_1^*} \times \cdots \times B_{X_n^*}} \left( \sum_{j=1}^{M} \lambda_j \left( \sum_{k=1}^{N} \langle x^{(1)}_{jk}, x_{1}^* \rangle \cdots \langle x^{(n)}_{jk}, x_n^* \rangle \right) \right) \, d\mu
\]

\[
\leq \sup_{x_1^* \in B_{X_1^*} \cdots, x_n^* \in B_{X_n^*}} \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \langle x^{(1)}_{jk}, x_{1}^* \rangle \cdots \langle x^{(n)}_{jk}, x_n^* \rangle \right|^p \right)^{1/p}.
\]

Since the supremum in this expression is in fact a maximum, we conclude that there is Dirac's delta \( \delta_{x_1^*, \ldots, x_n^*} \) in \( \mathcal{M} \) of an element \( (x_1^*, \ldots, x_n^*) \in B_{X_1^*} \times \cdots \times B_{X_n^*} \) such that

\[
\sup_{\varphi \in B(X_1 \otimes \cdots \otimes X_n)^*} \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \langle x^{(1)}_{jk}, \ldots, x^{(n)}_{jk}, \varphi \rangle \right|^p \right)^{1/p}
\]

\[
= \left( \sum_{j=1}^{M} \left| \int_{B_{X_1^*} \times \cdots \times B_{X_n^*}} \left( \sum_{k=1}^{N} \langle x^{(1)}_{jk}, x_{1}^* \rangle \cdots \langle x^{(n)}_{jk}, x_n^* \rangle \right) \, d\delta_{x_1^*, \ldots, x_n^*} \right|^p \right)^{1/p}.
\]

This shows that the inequality appearing in the definition of factorable \((q,p)\)-summing for \( T \) and the one in the definition of \( F \) to be \((q,p)\)-summing coincide. In consequence this proves that the conditions (i) and (ii) are equivalent.

(i) \( \iff \) (iii). Take \( x^{(1)} \in X_1, \ldots, x^{(n)} \in X_n \). The definition of the norm of a \( C(K) \) space gives the equality

\[
\sup_{x_1^* \in B_{X_1^*} \cdots, x_n^* \in B_{X_n^*}} \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \langle x^{(1)}_{jk}, x_{1}^* \rangle \cdots \langle x^{(n)}_{jk}, x_n^* \rangle \right|^p \right)^{1/p}
\]

\[
= \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \otimes \left( \kappa_{X_1}(x^{(1)}_{jk}), \ldots, \kappa_{X_n}(x^{(n)}_{jk}) \right) \right| \right)_{C(B_{X_1^*} \times \cdots \times B_{X_n^*})}.
\]

This yields the equivalence between (i) and (iii).

(iii) \( \Rightarrow \) (iv). Consider the subspace \( S_0 \) of \( C(B_{X_1^*} \times \cdots \times B_{X_n^*}) \) generated by all the linear combinations of the functions \( \otimes \left( \kappa_{X_1}(x^{(1)}), \ldots, \kappa_{X_n}(x^{(n)}) \right) \), where \( x^{(1)} \in X_1, \ldots, x^{(n)} \in X_n \). This is described as finite sums of products of functions \( \sum_{k=1}^{N} \langle x^{(1)}_{k}, \cdot \rangle \cdots \langle x^{(n)}_{k}, \cdot \rangle \) acting in the compact set \( B_{X_1^*} \times \cdots \times B_{X_n^*} \); notice that there is no need of writing explicitly the product by scalars in each summand, since we can include them, for example, in the first coordinate.
Let $S$ be the closure of $S_0$ in $C(B_{X^*_1} \times \cdots \times B_{X^*_n})$. We will use the well known isometrical duality formulas:

$$S^* \simeq C(B_{X^*_1} \times \cdots \times B_{X^*_n})^*/S^\perp, \quad C(B_{X^*_1} \times \cdots \times B_{X^*_n})^* \simeq M(B_{X^*_1} \times \cdots \times B_{X^*_n}).$$

Since the set of all functions represented by $f_j = \sum_{k=1}^{N} \langle x_{jk}^{(1)}, \cdot \rangle \cdots \langle x_{jk}^{(n)}, \cdot \rangle$ is dense in the space $S$, we can define the operator $\tilde{T}: S \to Y$ by

$$\tilde{T}(f_j) := \sum_{k=1}^{N} T(x_{jk}^{(1)}, \ldots, x_{jk}^{(n)}).$$

Note that $\tilde{T}$ is well defined by the injectivity of the map $\otimes$. Next, observe that the inequality in (ii) implies that $\tilde{T}$ is a continuous operator from $S$ into $Y$. Clearly, we have the factorization $T = \tilde{T} \circ \otimes$.

On the other hand, we have

$$\left\| \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, \cdot \rangle \cdots \langle x_{jk}^{(n)}, \cdot \rangle \right\|_{C(B_{X^*_1} \times \cdots \times B_{X^*_n})} \right\|_{C(B_{X^*_1} \times \cdots \times B_{X^*_n})} = \sup_{x_1^* \in B_{X^*_1}, \ldots, x_n^* \in B_{X^*_n}} \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, x_1^* \rangle \cdots \langle x_{jk}^{(n)}, x_n^* \rangle \right\|_{C(B_{X^*_1} \times \cdots \times B_{X^*_n})}$$

$$= \sup_{x_1^* \in B_{X^*_1}, \ldots, x_n^* \in B_{X^*_n}} \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, \cdot \rangle \cdots \langle x_{jk}^{(n)}, \cdot \rangle, x_1^* \otimes \cdots \otimes x_n^* \right\|_{C(B_{X^*_1} \times \cdots \times B_{X^*_n})}$$

$$\leq \sup_{\varphi \in B_M(B_{X^*_1} \times \cdots \times B_{X^*_n})} \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, \cdot \rangle \cdots \langle x_{jk}^{(n)}, \cdot \rangle, \varphi \right\|_{C(B_{X^*_1} \times \cdots \times B_{X^*_n})}$$

$$= \sup_{\phi \in B_{S^*}} \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x_{jk}^{(1)}, \cdot \rangle \cdots \langle x_{jk}^{(n)}, \cdot \rangle, \phi \right\|_{C(B_{X^*_1} \times \cdots \times B_{X^*_n})/S^\perp}$$

Combining these computations with the inequality in condition (ii) for the factorable $(q,p)$-summing operators applied for the functions $f_j = \sum_{k=1}^{N} \langle x_{jk}^{(1)}, \cdot \rangle \cdots \langle x_{jk}^{(n)}, \cdot \rangle$ for each $1 \leq j \leq M$, we get that

$$\left( \sum_{j=1}^{M} \left\| \tilde{T}(f_j) \right\|_{Y}^q \right)^{1/q} \leq C \sup_{\phi \in B_{S^*}} \left( \sum_{j=1}^{M} \left| \langle f_j, \phi \rangle \right|^p \right)^{1/p}. $$

Thus $\tilde{T}$ is $(q,p)$-summing and so the claim is established. This proves (iii) $\Rightarrow$ (iv).
(iv) ⇒ (iii). Assume that $T$ admits a factorization $T = \tilde{T} \circ \oplus$ as shown in (iii). Consider $M \times N$ matrices $(x^{(1)}_{jk}), \ldots, (x^{(n)}_{jk})$ in $X_1, \ldots, X_n$, respectively. Then we have
\[
\left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} T(x^{(1)}_{jk}, \ldots, x^{(n)}_{jk}) \right\|_{Y}^{q} \right)^{1/q} = \left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \tilde{T}(x^{(1)}_{jk}, \ldots, x^{(n)}_{jk}) \right\|_{Y}^{q} \right)^{1/q} \leq \pi_{q,p}(\tilde{T}) \sup_{\phi \in B_{S^{*}}} \left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x^{(1)}_{jk}, \cdot \rangle \cdots \langle x^{(n)}_{jk}, \cdot \rangle, \phi \rangle \right|^{p} \right)^{1/p} = \pi_{q,p}(\tilde{T}) \sup_{(\lambda_{j}) \in B_{B^{p*}}} \left\| \sum_{j=1}^{M} \lambda_{j} \left( \sum_{k=1}^{N} \langle x^{(1)}_{jk}, \cdot \rangle \cdots \langle x^{(n)}_{jk}, \cdot \rangle \right) \right\|_{C(B_{X^{1}^{*}} \times \cdots \times B_{X^{n}^{*}})} \leq \pi_{q,p}(\tilde{T}) \sup_{(\lambda_{j}) \in B_{B^{p*}}} \left\| \sum_{j=1}^{M} \lambda_{j} \left( \sum_{k=1}^{N} \langle x^{(1)}_{jk}, \cdot \rangle \cdots \langle x^{(n)}_{jk}, \cdot \rangle \right) \right\|_{C(B_{X^{1}^{*}} \times \cdots \times B_{X^{n}^{*}})} \leq \pi_{q,p}(\tilde{T}) \sup_{x_{1}^{*} \in B_{X^{1}^{*}}, \ldots, x_{n}^{*} \in B_{X^{n}^{*}}} \left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \langle x^{(1)}_{jk}, x_{1}^{*} \rangle \cdots \langle x^{(n)}_{jk}, x_{n}^{*} \rangle \right|^{p} \right)^{1/p}.
\]
This proves (iii) ⇒ (i) and completes the proof.

To conclude we remark here that the computations given in the proof allows to assure also that the infimum of all the constants appearing $C$ in the definition of factorable $(q,p)$-summing coincides with $\pi_{q,p}(\tilde{T})$ for the operator $\tilde{T}$ appearing in the factorization of $T$. □

We will show in the following subsections of this section some applications to bilinear operators factoring through pointwise multiplication operators which appear in problems related to some classical extension theorems.

2.1. The first variant of Pisier’s Theorem. As in the case of linear $p$-summing operators, the factorization theorems that are obtained for the case of $C(K)$ as domain spaces are special. The reason is that in this case, the operator is already acting in $C(K)$-spaces, and is not necessary to embed the domain $X$ in the space of continuous functions $C(B_{X^{*}})$. We will show in this section how we can provide a factorization of the multilinear operator using the specific elements appearing in this space. In particular, the pointwise product $f^{(1)} \cdots f^{(n)}$ of the original functions $f^{(1)} \in C(K_{1}), \ldots, f^{(n)} \in C(K_{n})$ will play a key role.

One of our aims is to investigate the class of multilinear operators on the product of $C(K)$-spaces for which a multilinear variant of Pisier’s result is true. The indicated topic of this section is inspired by the remarkable factorization theorem due to Pisier [31], which asserts that an operator $T$ from a $C(K)$-space to a Banach space $Y$ is $(q,p)$-summing with $1 \leq p < q < \infty$ if and only if there is a probability Borel measure $\mu$ on $K$ such that $T$ factors as follows:
\[
T : C(K) \xrightarrow{j} L_{q,1}(\mu) \xrightarrow{\varepsilon} Y,
\]
where $j$ is the continuous inclusion map. Here $L_{q,1}(\mu)$ is the Lorentz space on the measure space $(K, B(K), \mu)$ equipped with the norm
\[
\|f\| := \int_{0}^{1} f^{*}(t)^{1/q-1} dt,
\]
where $B(K)$ is the $\sigma$-algebra of the Borel sets in $K$ and $f^{*}(t) = \inf\{s > 0; \mu(\{|f| > s\}) \leq t\}$, $t \in [0,1]$ is the decreasing rearrangement of $|f|$. Notice that Pisier’s Theorem is a cornerstone in the theory of $(q,p)$-concave operators, which is deeply connected with the linear theory of $(q,p)$-summing operators (see, e.g., [10, pp. 326-345]).
Now we are ready to state the multilinear version of Pisier’s Factorization Theorem. For simplicity of presentation we state only a bilinear version; the proof of the multilinear version is similar via Theorem 2.4(iii).

**Theorem 2.5.** Let $1 \leq p < q < \infty$. The following statements are equivalent for a Banach space valued bilinear map $T: C(K_1) \times C(K_2) \to Y$.

(i) $T$ is factorable $(q,p)$-summing.

(ii) For each positive integers $M$, $N$ and all $M \times N$ matrices $(f_{jk})$ and $(g_{jk})$ in $C(K_1)$ and $C(K_2)$, respectively, the following inequality holds

$$
\left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} T(f_{jk}, g_{jk}) \right|^q \right)^{1/q} \leq C \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \circ(j_{jk}, g_{jk}) \right|^p \right)^{1/p} \left\| C(K_1 \times K_2) \right\|.
$$

(iii) There is a probability Borel measure $\mu$ on $K_1 \times K_2$ such that $T$ admits a factorization:

$$
C(K_1) \times C(K_2) \xrightarrow{T} Y, \quad \circ \xrightarrow{\xi} L_{q,1}(\mu) \quad \text{and} \quad \tilde{T}.
$$

**Proof.** Since the set of all evaluation functionals forms a norming set in any $C(K)$-space, it easily follows that for all $M \times N$ matrices $(f_{jk})$ and $(g_{jk})$ in $C(K_1)$ and $C(K_2)$, respectively,

$$
\sup_{\varphi \in B_{C(K_1)}^*, \psi \in B_{C(K_2)}^*} \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \langle f_{jk}, \varphi \rangle \langle g_{jk}, \psi \rangle \right|^p \right)^{1/p} = \left\| \left( \sum_{j=1}^{M} \left| \sum_{k=1}^{N} \circ(j_{jk}, g_{jk}) \right|^p \right)^{1/p} \right\|_{C(K_1 \times K_2)}.
$$

Thus, by the natural identification of $C(K_1) \hat{\boxtimes} s C(K_2)$ with $C(K_1 \times K_2)$, it follows that (i) is equivalent to (ii).

(ii) $\Rightarrow$ (iii). Applying Theorem 2.4(ii), we conclude that the operator $T$ factors through $C(K_1 \times K_2)$. Denote by $T_0$ the linear operator $\tilde{T}$ which appears in the factorization Theorem 2.4(ii), and note that it satisfies the inequality

$$
\left( \sum_{j=1}^{M} \left\| T_0 \left( \sum_{k=1}^{N} \circ(f_{jk}, g_{jk}) \right) \right\|^q \right)^{1/q} \leq C \left( \sum_{j=1}^{M} \left\| \sum_{k=1}^{N} \circ(f_{jk}, g_{jk}) \right\|^p \right)^{1/p} \left\| C(K_1 \times K_2) \right\|
$$

for all $M \times N$ matrices $(f_{jk})$ and $(g_{jk})$ in $C(K_1)$ and $C(K_2)$, respectively. Since the set of functions of the form $\sum_{j=1}^{M} \circ(f_{jk}, g_{jk})$ is dense in $C(K_1 \times K_2)$, the above inequality holds for all functions in $C(K_1 \times K_2)$. This yields that for all $h_j \in C(K_1 \times K_2)$, $1 \leq j \leq n$,

$$
\left( \sum_{j=1}^{n} \left\| T_0(h_j) \|_{Y} \right\|^q \right)^{1/q} \leq C \left( \sum_{j=1}^{n} \left\| h_j \|_{p} \right\|^p \right)^{1/p} \left\| C(K_1 \times K_2) \right\|
$$

and so $T_0: C(K_1 \times K_2) \to Y$ is $(q,1)$-summing. Then Pisier’s Theorem [31] (see also, [10, Theorem 10.9]) gives the desired factorization by taking $\tilde{T} = T_0 \circ i$, where $i: C(K_1 \times K_2) \to L_{q,1}(\mu)$ is the natural identification map.

(iii) $\Rightarrow$ (ii). Suppose that $T$ factors as it is shown in (iii). Since $\mu$ is a probability Borel measure on $K_1 \times K_2$, the canonical inclusion map $i: C(K_1 \times K_2) \to L_{q,1}(\mu)$ is continuous; in fact, it is easy to check that it is $(q,1)$-summing. Since via a natural identification $C(K_1 \times K_2)$
$K_2$) is the injective tensor product of $C(K_1)$ and $C(K_2)$, it follows that the bilinear map
$\circ: C(K_1) \times C(K_2) \to C(K_1 \times K_2)$ is bounded. To summarize, we have that the bilinear operator $T$ admits a factorization:

$$
\begin{array}{ccc}
C(K_1) \times C(K_2) & \xrightarrow{T} & Y \\
\circ & \downarrow & \\
C(K_1 \times K_2) & \xrightarrow{i} & L_{q,1}(\mu).
\end{array}
$$

Now, applying the linear Pisier’s Theorem we conclude that for all $M \times N$ matrices $(f_{jk})$ and $(g_{jk})$ in $C(K_1)$ and $C(K_2)$, respectively,

$$
\left( \sum_{j=1}^M \left\| \sum_{k=1}^N T(f_{jk}, g_{jk}) \right\|^q \right)^{1/q} \leq C \left\| \left( \sum_{j=1}^M \left\| \sum_{k=1}^N \circ(f_{jk}, g_{jk}) \right\|_q \right)^{1/p} \right\|_{C(K_1 \times K_2)}
$$

and this proves (ii).

\[\square\]

Note that we have actually proved that a bilinear operator $T: C(K_1) \times C(K_2) \to Y$ is factorable $(q, p)$-summing if and only if it factors as

$$
\begin{array}{ccc}
C(K_1) \times C(K_2) & \xrightarrow{T} & Y \\
\circ & \downarrow & \\
C(K_1) \hat{\otimes} \varepsilon C(K_2) & \xrightarrow{i} & L_{q,1}(\mu)
\end{array}
$$

where $\mu$ is a probability Borel measure on $K_1 \times K_2$. That is, factorization through the injective tensor product is implicitly guaranteed. Other relevant fact regarding this factorization is connected with the so called Fremlin tensor product of Banach lattices (see [11]). It is well-known that for the case of products of $C(K)$-spaces, the injective tensor product an the Fremlin tensor product coincides (see [11, Corollaries 3E]). We will develop this particular point in the last section of the paper.

2.2. Grothendieck’s Theorem for factorable $(q, p)$-summing operators. We recall that Grothendieck’s Factorization Theorem states that if $K_1$ and $K_2$ are locally compact Hausdorff spaces and $U$ is a bounded bilinear functional on $C_0(K_1) \times C_0(K_2)$, then there exist probability Borel measures $\mu_1$, $\mu_2$, on $K_1$, $K_2$, respectively, such that for all $f_1 \in C_0(K_1)$, $f_2 \in C(K_2)$,

$$
|U(f_1, f_2)| \leq \kappa_G \|U\| \left( \int_{K_1} |f_1|^2 d\mu_1 \right)^{1/2} \left( \int_{K_2} |f_2|^2 d\mu_2 \right)^{1/2},
$$

where $\kappa_G$ is universal constant.

We refer to [32] where a nice presentation of this classical topic is given. A multilinear variant of Grothendieck’s Theorem is known (see [5, Theorem 3.2]). In this section we will show that all factorable $(q, p)$-summing bilinear (vector valued) operators satisfy Grothendieck’s Theorem, and that this can be translated to a factorization scheme.

In what follows we assume that $K_1$ and $K_2$ are given locally compact Hausdorff spaces. Let $T: C_0(K_1) \times C_0(K_2) \to Y$ be a factorable $(q, p)$-summing operator. Then it defines two operators $T_1: C_0(K_1) \to L(C_0(K_2), Y)$ and $T_2: C_0(K_2) \to L(C_0(K_1), Y)$ in the standard way, for given $f \in C_0(K_1)$ and $g \in C_0(K_2)$,

$$
T_1(f) = T(f, \cdot): C_0(K_2) \to Y, \quad T_2(g) = T(\cdot, g): C_0(K_1) \to Y.
$$

We state the following technical result.
Proposition 2.6. Let $T : C_0(K_1) \times C_0(K_2) \to Y$ be a factorable $(q,p)$-summing bilinear operator. Then the associated linear operators $T_1$ and $T_2$ are $(q,p)$-summing.

Proof. Let $(f_j)_{j=1}^M$ be a given sequence in $C_0(K_1)$. Then for a given $\varepsilon > 0$, we find $(g_j)_{j=1}^M$ in the unit ball of $C_0(K_2)$ such that

$$
\|T_1(f_j)\|_{L(C_0(K_2),Y)} \leq (1 + \varepsilon)\|T_1(f_j)g_j\|_Y = \|T(f_j, g_j)\|_Y.
$$

If $T$ is factorable $(q,p)$-summing with a constant $C$, we obtain (by considering only $M \times N$ matrices with $N = 1$)

$$
\left( \sum_{j=1}^M \|T_1(f_j)\|_{L(C_0(K_2),Y)}^q \right)^{1/q} \leq (1 + \varepsilon) \left( \sum_{j=1}^M \|T(f_j, g_j)\|_Y^q \right)^{1/q} 
$$

$$
\leq C(1 + \varepsilon) \left( \sum_{j=1}^M \|f_j, g_j\|_{L^p}^p \right)^{1/p} \|C_0(K_1)\| 
$$

$$
\leq C(1 + \varepsilon) \left( \sum_{j=1}^M \|f_j\|_{L^p}^p \right)^{1/p} \|C_0(K_1)\|.
$$

Since $\varepsilon > 0$ was arbitrary, we get that $T_1$ is $(q,p)$-summing with $\pi_{q,p}(T_1) \leq C$. Similar arguments prove the result for $T_2$. \qed

Proposition 2.7. Let $1 \leq p \leq q < \infty$ and let $T : C_0(K_1) \times C_0(K_2) \to Y$ be a factorable $(q,p)$-summing bilinear operator. Then the following statements hold:

(i) There exists a constant $C > 0$ such that for every sequence $(f_j)_{j=1}^M$ in $C_0(K_1)$ and $(g_j)_{j=1}^M$ in $C_0(K_2)$, we have

$$
\left( \sum_{j=1}^M \|T(f_j, g_j)\|_{Y}^q \right)^{1/q} \leq C \left( \sum_{j=1}^M \|f_j\|_{L^2}^2 \right)^{1/2} \|C_0(K_1)\| \left( \sum_{j=1}^M \|g_j\|_{L^2}^2 \right)^{1/2} \|C_0(K_2)\|.
$$

(ii) There exists a constant $C > 0$ such that for every sequence of functions $(f_j)_{j=1}^M$ in $C_0(K_1)$ and $(g_j)_{j=1}^M$ in $C_0(K_2)$, we have

$$
\left( \sum_{j=1}^M \|T(f_j, g_j)\|_{Y} \right) \leq C \left( \sum_{j=1}^M \|f_j\|_{L^2}^2 \right)^{1/2} \|C_0(K_1)\| \left( \sum_{j=1}^M \|g_j\|_{L^2}^2 \right)^{1/2} \|C_0(K_2)\|.
$$

Proof. Our hypothesis implies that there exists a constant $C > 0$ such that for all $M \times N$ matrices $(f_{kj})$ and $(g_{kj})$ in $C_0(K_1)$ and $C_0(K_2)$, respectively, we have

$$
\left( \sum_{j=1}^M \left( \sum_{k=1}^N \|T(f_{kj}, g_{kj})\|_{Y} \right)^q \right)^{1/q} \leq C \left( \sum_{j=1}^M \left( \sum_{k=1}^N \|f_{kj}\| \cdot |g_{kj}| \right)^p \right)^{1/p} \|C_0(K_1 \times K_2)\|.
$$

$$
\leq C \left( \sum_{j=1}^M \sum_{k=1}^N |f_{kj}| \cdot |g_{kj}| \right)_{C_0(K_1 \times K_2)} \|C_0(K_1 \times K_2)\| 
$$

$$
\leq C \left( \sum_{k=1}^N \left( \sum_{j=1}^M |f_{kj}| \cdot |g_{kj}| \right)_{C_0(K_1 \times K_2)} \leq C \left( \sum_{k=1}^N \left( \sum_{j=1}^M |f_{kj}|^2 \right)^{1/2} \left( \sum_{j=1}^M |g_{kj}|^2 \right)^{1/2} \right)_{C_0(K_1 \times K_2)} \|C_0(K_1 \times K_2)\|.
$$

$$
\leq C \left( \sum_{k=1}^N \left( \sum_{j=1}^M |f_{kj}|^2 \right)^{1/2} \|C_0(K_1)\| \left( \sum_{j=1}^M |g_{kj}|^2 \right)^{1/2} \|C_0(K_2)\|.
$$
Applying the above in the case $N = 1$, we get that for any finite sequences $(f_j^M)_{j=1}^M$ and $(g_j^M)_{j=1}^M$ in $C_0(K_1)$ and $C_0(K_2)$, respectively we obtain
\[
\left( \sum_{j=1}^M \| T(f_j, g_j) \|_{Y}^q \right)^{1/q} \leq C \left( \sum_{j=1}^M |f_j|^2 \right)^{1/2} \left\| \left( \sum_{j=1}^M |g_j|^2 \right)^{1/2} \right\|_{C_0(K_1)} \left\| \left( \sum_{j=1}^M |g_j|^2 \right)^{1/2} \right\|_{C_0(K_2)}.
\]

Similar arguments, now with $M = 1$, yields
\[
\left\| \sum_{k=1}^N T(f_k, g_k) \right\|_Y \leq C \left( \sum_{k=1}^N |f_k|^2 \right)^{1/2} \left\| \left( \sum_{k=1}^N |g_k|^2 \right)^{1/2} \right\|_{C_0(K_1)} \left\| \left( \sum_{k=1}^N |g_k|^2 \right)^{1/2} \right\|_{C_0(K_2)}
\]
as required. \hfill \Box

**Corollary 2.8.** The following statements are equivalent for a Banach space valued factorable 1-summing bilinear operator $T: C_0(K_1) \times C_0(K_2) \rightarrow Y$:

(i) For all finite sequences $(f_j^M)_{j=1}^M$ in $C_0(K_1)$ and $(g_j^M)_{j=1}^M$ in $C_0(K_2)$,
\[
\sum_{j=1}^M \| T(f_j, g_j) \|_Y \leq C \left( \sum_{j=1}^M |f_j|^2 \right)^{1/2} \left\| \left( \sum_{j=1}^M |g_j|^2 \right)^{1/2} \right\|_{C_0(K_1)} \left\| \left( \sum_{j=1}^M |g_j|^2 \right)^{1/2} \right\|_{C_0(K_2)}.
\]

(ii) There are regular Borel measures $\lambda_1$ and $\lambda_2$ on $K_1$ and $K_2$, respectively, such that for every $f \in C_0(K_1)$ and $g \in C_0(K_2)$,
\[
\| T(f, g) \|_Y \leq C \left( \int_{K_1} |f|^2 \, d\lambda_1 \right)^{1/2} \left( \int_{K_2} |g|^2 \, d\lambda_2 \right)^{1/2}.
\]

In particular, this implies the following factorizations:

\[
\begin{array}{ccc}
C_0(K_1) & \overset{T}{\longrightarrow} & L(C_0(K_2), Y), \\
\uparrow \quad i & & \uparrow Q \\
L^2(\lambda_1) & \overset{\tilde{\tau}}{\longrightarrow} & L^2(\lambda_2), Y
\end{array}
\quad
\begin{array}{ccc}
C_0(K_2) & \overset{T}{\longrightarrow} & L(C_0(K_1), Y), \\
\uparrow \quad i & & \uparrow Q \\
L^2(\lambda_2) & \overset{\tilde{\tau}}{\longrightarrow} & L^2(\lambda_1), Y
\end{array}
\]

**Proof.** (i) is a direct consequence of Proposition 2.7(i) for $q = p = 1$. The equivalence of (i) and (ii) can be proved using a standard Hahn-Banach separation argument (see for example [19]). \hfill \Box

We remark here that not all Banach valued bilinear operators $C_0(K_1) \times C_0(K_2)$ are factorable 1-summing. To see this, note that there is a bounded bilinear functional $T: c_0 \times c_0 \rightarrow \mathbb{K}$ such that
\[
\sum_{j,k=1}^\infty |T(e_j, e_k)| = \infty
\]
(see [18]). Clearly, such a $T$ is not factorable 1-summing; however it satisfies the Grothendieck Factorization Theorem.
2.3. Summability of bilinear integrals operators. Many relevant multilinear operators appearing in classic and new problems of harmonic analysis and partial differential equations are essentially defined by means of the composition of a pointwise multiplication of functions and a kernel operator. This is the case for example of the so called bilinear Fourier integral operators or the bilinear oscillatory integrals (see, e.g., [4, 13]). For example, consider a classical bilinear Fourier integral operator $P_\sigma$ where $\sigma$ is a Hörmander symbol by

$$P_\sigma(f_1, f_2)(x) = \int_{\mathbb{R}^{2n}} \sigma(x, \xi_1, \xi_2) \hat{f}_1(\xi_1) \hat{f}_2(\xi_2) e^{2\pi i x(\xi_1 + \xi_2)} d\xi_1 d\xi_2;$$

originally defined for $f_1, f_2$ Schwartz functions on $\mathbb{R}^{2n}$. Here, as usual $\hat{f}$ denotes the Fourier transform of the Schwartz function on $\mathbb{R}^{2n}$ given by $\hat{f}(\xi) = \int_{\mathbb{R}^{2n}} f(x) e^{-2\pi i (x, \xi)} dx$ for all $\xi \in \mathbb{R}^{2n}$, where $(\cdot, \cdot)$ denotes the inner product in $\mathbb{R}^{2n}$.

It can be easily seen that an equivalent formula for $P_\sigma$ is given by

$$P_\sigma(f_1, f_2)(x) = \int_{\mathbb{R}^{4n}} \sigma(x, \xi_1, \xi_2) f_1(y_1) f_2(y_2) e^{2\pi i ((x-y_1)\xi_1 + (x-y_2)\xi_2)} dy_1 dy_2 d\xi_1 d\xi_2,$$

in which the pointwise multiplication appears explicitly.

To obtain suitable domains and ranges for such operators — $L^p$-spaces, weak $L^p$-spaces, Lorentz and Marcinkiewicz spaces — is the subject of some fundamental developments in harmonic analysis, as the Calderón-Zygmund Theory (see [14]). The arguments used for obtaining these spaces are deeply related to the classical developments in harmonic analysis, and in general only few of the known results in general multilinear operators summability theory are applied.

We will show that general functional analytic arguments as the ones obtained in this paper allow also to shed some light on the summability properties of such maps.

Lemma 2.9. Let $E$ and $Y$ be Banach spaces and let $(\Omega, \mathcal{A}, \mu)$ be a $\sigma$-finite measure. If $Y$ has cotype $2 \leq q < \infty$, then the following are equivalent statements about a bilinear operator $T: L^\infty(\mu) \times E \to Y$.

(i) $T$ is factorable $(q, 1)$-summing

(ii) There exists a constant $C > 0$ such that every finite sequences $(f_j)_{j=1}^n$ and $(x_j)_{j=1}^n$ in $L^\infty(\mu)$ and $X$, respectively, we have

$$\left\| \sum_{j=1}^n T(f_j, x_j) \right\|_Y \leq C \text{ess sup}_\omega \left\| \sum_{j=1}^n f_j(\omega) x_j \right\|_E.$$

Proof. We will use Theorem 2.4 (ii). Recall that $L^\infty \otimes_\varepsilon E \hookrightarrow L^\infty(\mu, E)$ isometrically. Clearly, the inequality appearing in (ii) means that the linear extension $\tilde{T}$ of $T$ — originally defined in the projective tensor product — can be extended to $L^\infty \otimes_\varepsilon E$, since

$$\text{ess sup}_\omega \left\| \sum_{j=1}^n f_j(\omega) x_j \right\|_E = \left\| \sum_{j=1}^n f_j x_j \right\|_{L^\infty(\mu, E)}.$$

On the other hand, $\tilde{T}$ is $(q, 1)$-summing, since $Y$ has cotype $q$. Thus, Theorem 2.4 (ii) gives the required equivalence. $\square$

We present an example from classical analysis of a bilinear map that is defined by the composition of pointwise product of functions (of different variable) and a measurable kernel.
Given three σ-finite and complete measure spaces \((\Omega_1, \Sigma_1, \mu), (\Omega_2, \Sigma_2, \nu), (\Omega_3, \Sigma_3, \eta)\) and a measurable kernel defined on \(\Omega_1 \times \Omega_2 \times \Omega_3\), we define a bilinear map \(I\) by

\[
I(f, g)(x) := \int_{\Omega_1 \times \Omega_2} k(\omega, v, x) f(\omega) g(v) \, d\mu(\omega) \, d\nu(v), \quad x \in \Omega_3,
\]

where \(f\) and \(g\) are measurable functions in the corresponding measure spaces.

**Theorem 2.10.** A bilinear integral \(I\) generated by a kernel \(k\) is factorable \((q,1)\)-summing from the product \(I : L^\infty(\mu) \times L^r(\nu) \to L^q(\eta)\) if and only if there exists a constant \(C > 0\) such that the kernel operator \(K\) defined by

\[
K(t)(x) := \int_{\Omega_1 \times \Omega_2} k(\omega, v, x) t(\omega, v) \, d\mu(\omega) \, d\nu(v), \quad x \in \Omega_3
\]

for all \(t \in L^\infty(\mu) \otimes L^r(\nu)\) satisfies the condition

\[
\|K(t)\|_{L^q(\eta)} \leq C \|t(\omega, v)\|_{L^r(\nu)} \|t\|_{L^\infty(\mu)}.
\]

**Proof.** For any finite sequence \((f_i)_{i=1}^n\) in \(L^\infty(\mu)\) and \((g_i)_{i=1}^n\) in \(L^r(\nu)\), we have

\[
\left\| \sum_{j=1}^n I(f_j, g_j) \right\|_{L^q(\eta)} = \left( \int_{\Omega_3} \left| \int_{\Omega_1 \times \Omega_2} k(\omega, v, x) f_j(\omega) g_j(v) \, d\mu(\omega) \, d\nu(v) \right|^q \, d\eta(x) \right)^{1/q}
\]

\[
= \left( \int_{\Omega_3} \left[ \int_{\Omega_1 \times \Omega_2} k(\omega, v, x) \left( \sum_{j=1}^n f_j(\omega) g_j(v) \right) d\mu(\omega) d\nu(v) \right]^q \, d\eta(x) \right)^{1/q}
\]

and

\[
\text{ess sup}_\omega \left\| \sum_{j=1}^n f_j(\omega) g_j \right\|_{L^r(\nu)} = \text{ess sup}_\omega \left( \int_{\Omega_3} \left| \sum_{j=1}^n f_j(\omega) g_j(v) \right|^r \, d\nu(v) \right)^{1/r}.
\]

Then the inequality shown in the condition (ii) in Lemma 2.9 can be rewritten as the integral inequality

\[
\left( \int_{\Omega_3} \left[ \int_{\Omega_1 \times \Omega_2} k(\omega, v, x) \left( \sum_{j=1}^n f_j(\omega) g_j(v) \right) d\mu(\omega) d\nu(v) \right]^q \, d\eta(x) \right)^{1/q} \leq C \text{ess sup}_\omega \left( \int_{\Omega_3} \left| \sum_{j=1}^n f_j(\omega) g_j(v) \right|^r \, d\nu(v) \right)^{1/r}.
\] (1)

Combining with Lemma 2.9 we obtain the required statement. \(\square\)

### 2.4. Bilinear operators on the disk algebra.

In this subsection, we will characterize the classes of bilinear operators as \(T : X_1 \times X_2 \to Y\) that satisfy that the one-side associated linear operator \(\Phi_T : X_1 \to L(X_2, Y)\) has certain summability properties. We will show a characterization of the class of bilinear operators for which \(\Phi_T\) is defined on the space \(\Pi_{q,r}(X_2, Y)\) and is \((s, p)\)-summing. As an application we will show variants of Mityagin-Pełczyński and Kislyakov Theorems on the existence of extensions to \(C(\mathbb{T}) \times E\) preserving summability properties of bilinear operators acting in the product of the disc algebra \(C_A\) and a Banach space \(E\).

The class of bilinear operators given in Definition 2.11 below will be the key of our results of the section. It was initially inspired in [22] and also in how the class of bilinear operators introduced in Definition 3.6 in [33] is used for proving Proposition 3.7 in the same paper. Our definition is not symmetric, in the sense that we develop the “right hand side” version of
such results; the reader will notice that a similar development can be done in the symmetric “left hand side” case.

**Definition 2.11.** Let $X_1, X_2, Y$ be Banach spaces, and let $1 \leq q, s, p, r \leq \infty$ such that $r \leq q$ and $p \leq s$. A bilinear operator $T : X_1 \times X_2 \to Y$ is said to be right-$(q, s; p, r)$-summing if there is a constant $C > 0$ such that for all sequences $(x_j^{(1)})_{j=1}^M$ in $X_1$ and all $M \times N$ matrices $(x_{jk}^{(2)})$ in $X_2$, we have

$$
\left( \sum_{j=1}^M \left( \sum_{k=1}^N \| T(x_j^{(1)}, x_{jk}^{(2)}) \|_Y^q \right)^{s/q} \right)^{1/s} \leq C \| (x_j^{(1)}) \|_{w.p} \max_{1 \leq j \leq M} \| (x_{jk}^{(2)}) \|_{w.r}.
$$

Recall that given a bilinear operator $T : X_1 \times X_2 \to Y$, it defines a linear operator $\Phi_T : X_1 \to L(X_2, Y)$ by the formula

$$
\Phi_T(x^{(1)}) = T(x^{(1)}, \cdot) : X_2 \to Y.
$$

**Proposition 2.12.** Let $T : X_1 \times X_2 \to Y$ be a bilinear operator. Then it is right-$(q, s; p, r)$-summing if and only if the associated linear operator $\Phi_T$ is defined from $X_1$ to $\Pi_{q,r}(X_2, Y)$ and it is $(s, p)$-summing. In this case, the least constant $C$ in the definition coincides with $\pi_{s,p}(\Phi_T)$.

**Proof.** Suppose first that $T$ is right-$(q, s; p, r)$-summing, and consider the linear map $\Phi_T$. Assume that $1 \leq q, s, p, r < \infty$ (the proof for the cases involving parameters equal to $\infty$ is the same and is obtained with the obvious changes). Fix $M = 1$, and consider $x^{(1)} \in X_1$ and a sequence of elements $(x_{1k}^{(2)})_{k=1}^N$ in $X_2$. Then

$$
\left( \sum_{k=1}^N \| T(x^{(1)}, x_{1k}^{(2)}) \|_Y^q \right)^{1/q} \leq C \| x^{(1)} \|_{X_1} \| (x_{1k}^{(2)}) \|_{w.r}.
$$

That is, the operator $\Phi_T(x^{(1)}) : X_2 \to Y$ is $(q, r)$-summing. On the other hand, for every $\varepsilon > 0$ and every finite sequence $(x_j^{(1)})_{j=1}^M$ in $X_1$ there exists a sequence $(x_{jk}^{(2)})_{k=1}^N$ for each $1 \leq j \leq M$ such that $\| (x_{jk}^{(2)}) \|_{w.r} \leq 1$ and

$$
\left( \sum_{j=1}^M \pi_{q,r}(\Phi_T(x_j^{(1)}))^s \right)^{1/s} \leq (1 + \varepsilon) \left( \sum_{j=1}^M \left( \sum_{k=1}^N \| T(x_j^{(1)}, x_{jk}^{(2)}) \|_Y^q \right)^{s/q} \right)^{1/s}
$$

$$
\leq C(1 + \varepsilon) \| x_j^{(1)} \|_{w.p} \max_{1 \leq j \leq M} \| (x_{jk}^{(2)}) \|_{w.r} \leq C(1 + \varepsilon) \| (x_j^{(1)}) \|_{w.p}.
$$

Since $\varepsilon$ is arbitrary, $\Phi_T$ is $(s, p)$-summing with $\pi_{s,p}(\Phi_T) \leq C$.

For the converse, just take a sequence $(x_j^{(1)})$ in $X_1$ and a matrix $(x_{jk}^{(2)})$ in $X_2$. Then

$$
\left( \sum_{j=1}^M \left( \sum_{k=1}^N T(x_j^{(1)}, x_{jk}^{(2)}) \|_Y^q \right)^{s/q} \right)^{1/s} = \left( \sum_{j=1}^M \left( \sum_{k=1}^N \| \Phi_T(x_j^{(1)})(x_{jk}^{(2)}) \|_Y^q \right)^{s/q} \right)^{1/s}
$$

$$
\leq \left( \sum_{j=1}^M \pi_{q,r}(\Phi_T(x_j^{(1)}))^s \| (x_{jk}^{(2)}) \|_{w.r} \right)^{1/s}
$$

$$
\leq \pi_{s,p}(\Phi_T) \| (x_j^{(1)}) \|_{w.p} \max_{1 \leq j \leq M} \| (x_{jk}^{(2)}) \|_{w.r}.
$$

The computations also show the coincidence of $C$ and $\pi_{s,p}(\Phi_T)$. \(\square\)
We remark here that bilinear operators satisfying that the associated linear ones are defined in a space of $p$-summing operators and are $q$-summing has been already considered. In fact, they play a relevant role in [22], in which this property appears (see for instance Theorems 11 and 12 in this paper). Some of the bilinear maps considered act also in the product $C(K) \times E$, in which we will center our attention in what follows.

We also note that there is a connection between factorable $(q,p)$-summing operators and right-$(q,s;p,r)$-summing operators. In particular, it can be easily seen by using Theorem 2.4 that Theorem 5 in [22] gives the following: if $X_1$ is an $L^\infty$-space, then for Banach spaces $X_2$ and $Y$, a bilinear operator $T: X_1 \times X_2 \to Y$ is factorable $(1,1)$-summing if and only if $\Phi_T: X_1 \to \Pi_1(X_2,Y)$ is 1-summing. It follows from Proposition 2.12 that this can be rewritten as follows: a bilinear operator $T: L^\infty \times X_2 \to Y$ is factorable $(1,1)$-summing if and only if it is right-$(1,1;1,1)$-summing.

Theorem 6 in [22] gives also a coincidence result. In this case, it can be rewritten as follows: Let $X_1, X_2$ and $Y$ be Banach spaces. If $T: X_1 \times X_2 \to Y$ is a factorable $(2,2)$-summing operator, then $\Phi_T: X_1 \to \Pi_2(X_2,Y)$ is a 2-summing operator, that is, $T$ is right-$(2,2;2,2)$-summing.

Taking into account that cotype $q$ ($q \geq 2$) for a Banach space $X$ implies that the identity map in $X$ is $(q,1)$-summing, we obtain the following

**Corollary 2.13.** Suppose that the Banach space $X$ has cotype $q$. Then all the classes of right-$(t,s;p,r)$-summing bilinear operators for $t \geq q > r$ coincide with the one of right-$(q,s;p,1)$-summing bilinear maps.

We apply our result to prove some variants of Mityagin-Pelczyński and Kislyakov Theorems on the existence of a bilinear extension of a bilinear map from $C_A \times E$ to $C(\mathbb{T}) \times E$ preserving its summability properties. Here as usual we denote by $C_A$ the disk algebra, which is the uniform closure of the analytic polynomials in the Banach space $C(\mathbb{T})$ of continuous functions on the unit circle $\mathbb{T}$ in the complex plane.

We recall that Mityagin-Pelczyński Theorem states (see [26]): For $1 < p < \infty$, every $p$-summing operator from the disk algebra $C_A$ to a Banach space $Y$ extends to a $p$-summing operator from $C(\mathbb{T})$ to $Y$.

We also will need Kislyakov's Theorem (see [16]) which states: For an arbitrary Banach space $Y$ and $1 \leq p < q < \infty$, every $(q,p)$-summing operator from the disk algebra $C_A$ extends to a $(q,p)$-summing operator from $C(\mathbb{T})$ to $Y$.

The above results allows us to conclude that the class of right-$(q,s;p,r)$-summing bilinear operators admit extensions from $C_A$ to $C(\mathbb{T})$.

**Corollary 2.14.** Let $E$ a Banach space. Let $T: C_A \times X_2 \to Y$ be a right-$(q,s;p,r)$-summing bilinear operator. Then it can be extended to a right-$(q,s;p,r)$-summing bilinear map $\tilde{T}: C(\mathbb{T}) \times E \to Y$.

**Proof.** As a consequence of Proposition 2.12, we have that $\Phi_T$ can be defined as an operator $\Phi_T: C_A \to \Pi(q,r)(E,Y)$ and $\Phi_T$ is $(s,p)$-summing. The application of Mityagin-Pelczyński Theorem (for $s = p$) or of Kislyakov's Theorem (for $p < s$) provides an extension to $C(\mathbb{T})$ that is still $(s,p)$-summing. Using again Proposition 2.12, we obtain the result. 

The case of right-$(\infty,s;p,\infty)$-summing bilinear operators—that is, $q = r = \infty$—is relevant for our purposes. Clearly that a bilinear operator $T: X_1 \times X_2 \to Y$ is $(\infty,s;p,\infty)$-summing whenever

$$\left( \sum_{j=1}^{M} \left\| T(x_j^{(1)}, x_j^{(2)}) \right\|_Y^s \right)^{1/s} \leq C \left\| (x_j^{(1)}) \right\|_{w,p} \max_{1 \leq j \leq M} \left\| x_j^{(2)} \right\|_{X_2}$$
holds for all finite sequences \((x_j^{(1)})_{j=1}^M\) and \((x_j^{(2)})_{j=1}^M\) in \(X_1\) and \(X_2\), respectively.

**Lemma 2.15.** If \(T\) is factorable \((s,p)\)-summing, then it is right \((\infty, s;p, \infty)\)-summing, and so \((\infty, s;p, r)\)-summing for all \(1 \leq r \leq \infty\).

**Proof.** If the definition of being factorable \((s,p)\)-summing is taken only for \(M \times 1\) matrices, we conclude that for all sequences \((x_j^{(1)})\) and \((x_j^{(2)})\) in \(X_1\) and \(X_2\), respectively, we have
\[
\left( \sum_{j=1}^M \|T(x_j^{(1)}, x_j^{(2)})\|_Y \right)^{1/s} \leq C \sup_{x_1^* \in B_{X_1^*}, x_2^* \in B_{X_2^*}} \left( \sum_{j=1}^M |\langle x_j^{(1)}, x_1^* \rangle \langle x_j^{(2)}, x_2^* \rangle|^p \right)^{1/p} \\
\leq C \sup_{x_1^* \in B_{X_1^*}} \left( \sum_{j=1}^M |\langle x_j^{(1)}, x_1^* \rangle|^p \|x_j^{(2)}\|^p \right)^{1/p} \\
\leq C \|x_j^{(1)}\|_{w,p} \max_{1 \leq j \leq M} \|x_j^{(2)}\|_{X_2}
\]
and so the result follows. \(\square\)

A direct consequence of Corollaries 2.13 and 2.14 and Lemma 2.15 is the following

**Corollary 2.16.** If \(T: C_A \times E \rightarrow Y\) is factorable \((s,p)\)-summing, then there is an extension \(\tilde{T}: C(T) \times E \rightarrow Y\) that is \((\infty, s;p, r)\)-summing for all \(1 \leq r \leq \infty\). Moreover, if \(Y\) is a cotype \(q\) space, then \(T\) is right \((q, s;p, r)\)-summing for all \(1 \leq r < q\).

## 3. Factorization of \((r;p,q)\)-summing bilinear operators

In this section we are interested in studying the factorization properties of \((r;p,q)\)-summing bilinear operators, where \(r, p, q \in [1, \infty)\) and \(1/r \leq 1/p + 1/q\). We will show that in this case domination and factorization do not follow the same lines.

We recall that the notion of \((q;p_1, \ldots, p_n)\)-summing operator was introduced in [2]. For more information we refer to the survey paper on multilinear summing operators [25]. The case \(1/q = 1/p_1 + \cdots + 1/p_n\) has a particular interest in the theory of multilinear operators, and provides the so-called “dominated operators”. This notion defines a class of multilinear operators for which a Pietsch’s Domination Theorem holds. It should be noticed here that this type of domination theorem for an \(n\)-linear operator \(T: X_1 \times \cdots \times X_n \rightarrow Y\) is equivalent to a factorization that is essentially different from the one that we have proved in the previous section. In the case of the mentioned Pietsch Domination Theorem, the operator factors through a product \(L^{p_1}(\mu_1) \times \cdots \times L^{p_n}(\mu_n)\), where the \(\mu_i\)'s are probability Borel measures on \(B_{X_i^*}\) endowed with the weak* topology, by means of a product of canonical maps \(j_i: C(B_{X_i^*}) \rightarrow L^{p_i}(\mu_i)\) for each \(1 \leq i \leq n\). Thus the factorization is obtained by using a domination theorem involving probability measures and functions in the unit balls of the corresponding \(C(K)\)-spaces, as in the linear case (see [10, Theorem 10.8]). We will show in this section that these ideas do not work for the general case of summing multilinear maps. The interested reader can find different versions of domination/factorization theorems for dominated-type multilinear maps that extend the linear case in [6, 25, 27] and the references therein.

We will need the following result from [19] on domination of bilinear operators.

**Theorem 3.1.** Let \(0 \leq p,q < \infty\) and let \(X\) and \(Y\) be quasi-Banach lattices such that both duals \((X_1/p)^*\) and \((Y_1/q)^*\) separates the points of \(X_1/p\) and \(Y_1/q\), respectively. Assume \(\phi \in \Phi\), \(0 < C_1, C_2 < \infty\) and that \(A \subset X, B \subset Y\) are non-empty sets. The following are equivalent statements about a bilinear operator \(T\) from \(X \times Y\) to a quasi-Banach space \(E\).
(i) For any set of positive scalars \((\alpha_k)_{k=1}^n\) with \(\sum_{k=1}^n \alpha_k = 1\) and any sets \((f_k)_{k=1}^n\) in \(A\) and \((g_k)_{k=1}^n\) in \(B\), \(n \in \mathbb{N}\),

\[
\sum_{k=1}^n \alpha_k \phi(\|T(f_k, g_k)\|_E) \leq C_1 \left\| \sum_{k=1}^n \alpha_k |f_k|^p \right\|_{X_1/p}^c + C_2 \left\| \sum_{k=1}^n \alpha_k |g_k|^q \right\|_{Y_1/q}^c.
\]

(ii) There exist positive functionals \(x^* \in B_{(X_1/p)^*}\) and \(y^* \in B_{(Y_1/q)^*}\) such that

\[
\phi(\|T(f, g)\|_E) \leq C_1 x^*(|f|^p) + C_2 y^*(|g|^q), \quad (f, g) \in A \times B.
\]

Here as usual given a quasi-Banach lattice \(X\) and \(0 \leq s < \infty\), \(X_s\) is the \(s\)-convexification \(X_s\) of \(X\) equipped with the quasi-norm \(\|x\|_{X_s} = \|x^*\|_{X}^{1/s}\), and \(\|\cdot\|_{X_1/p}^c\) denotes the Mackey norm on \(X_1/p\).

Let \(1 \leq r, p, q < \infty\) be such that \(1/r \leq 1/p + 1/q\). We start our discussion on \((r; p, q)\)-summing bilinear operators from the product of \((C(K))\)-spaces. Since for every \(1 \leq s < \infty\) and any choice of finite sequences \((f_k)_{k=1}^n\) in \((C(K))\),

\[
\sup_{\|\varphi\|_{(C(K))^*} \leq 1} \left( \sum_{k=1}^n |\langle f_k, \varphi \rangle|^s \right)^{1/s} = \left\| \left( \sum_{k=1}^n |f_k|^s \right)^{1/s} \right\|_{(C(K))^*},
\]

it follows that a Banach space valued bilinear operator \(T: C(K_1) \times C(K_2) \to Y\) is \((r; p, q)\)-summing if there is a constant \(C > 0\) such that for any choice of finite sequences elements \((f_k)_{k=1}^n\) in \((C(K_1))\) and \((g_k)_{k=1}^n\) in \((C(K_2))\),

\[
\left( \sum_{k=1}^n \|T(f_k, g_k)\|^r \right)^{1/r} \leq C \left\| \left( \sum_{k=1}^n |f_k|^p \right)^{1/p} \right\|_{(C(K_1))^*} \left\| \left( \sum_{k=1}^n |g_k|^q \right)^{1/q} \right\|_{(C(K_2))^*}.
\]

We observe that it follows from factorization Theorem 2.5 that an operator \(T\) satisfying the summability property shown in condition (i) is also \((r; p, q)\)-summing, \(1/r < 1/p + 1/q\), \(r \geq 1\).

To see this, use Pisier’s Theorem for the inclusion \((C(K_1)) \otimes_c (C(K_2)) = C(K_1 \times K_2) \to L_{q,1}(\mu)\): since it is \((r, 1)\)-summing (see [10, p. 205]), we conclude that for any pair of finite sequences \((f_j)_{j=1}^n\) in \((C(K_1))\) and \((g_j)_{j=1}^n\) in \((C(K_2))\), we have

\[
\left( \sum_{k=1}^n \|\otimes (f_k, g_k)\|_{L_{r,1}(\mu)}^r \right)^{1/r} \leq C \left\| \left( \sum_{k=1}^n |f_k|^p \right)^{1/p} \right\|_{(C(K_1 \times K_2))^*} \left\| \left( \sum_{k=1}^n |g_k|^q \right)^{1/q} \right\|_{(C(K_2))^*},
\]

and so combining with factorization we obtain that \(T\) is \((r; p, q)\)-summing.

Let us show now our first example. Let \(T: X \times Y \to Z\) be a bilinear operator from a product of Banach spaces in a Banach space \(Z\), and let \(1 \leq r < \infty\), \(2 \leq p, q < \infty\) be such that \(1/r \leq 1/p + 1/q\). Assume that \(X\) has cotype \(p\) and \(Y\) has cotype \(q\). We claim that \(T\) is \((r, 1, 1)\)-summing; in fact for any \(x_1, \ldots, x_n\) in \(X\) and \(y_1, \ldots, y_n\) in \(Y\), we have with
\[ C = \|T\| C_p(X) C_q(Y), \]
\[
\left( \sum_{k=1}^{n} \|T(x_k, y_k)\|_{Z} \right)^{1/r} \leq \|T\| \left( \sum_{k=1}^{n} \|x_k\|_{X}^{p} \right)^{1/p} \left( \sum_{k=1}^{n} \|y_k\|_{Y}^{q} \right)^{1/q} 
\leq C \left( \int_{0}^{1} \left( \sum_{k=1}^{n} r_k(t)x_k \right)_{X}^{2} dt \right)^{1/2} \left( \int_{0}^{1} \left( \sum_{k=1}^{n} r_k(t)y_k \right)_{Y}^{2} dt \right)^{1/2} 
\leq C \sup_{\|x_k\|_{X}^{p}} \left( \sum_{k=1}^{n} \|r_kx_k\|_{X} \right) \sup_{\|y_k\|_{Y}^{q}} \left( \sum_{k=1}^{n} \|r_ky_k\|_{Y} \right) 
= C \sup_{\|x^*\|_{X}^{p}} \left( \sum_{k=1}^{n} \|r_kx_k\|_{X} \right) \sup_{\|y^*\|_{Y}^{q}} \left( \sum_{k=1}^{n} \|r_ky_k\|_{Y} \right) 
\]

To show the next example assume that \(1 \leq r \leq p, q < \infty\) such that \(1/r = 1/p + 1/q\) and let \(T: X \times Y \rightarrow Z\) be a positive bilinear operator from a product of Banach lattices into an \(r\)-concave Banach lattice \(Z\) with constant \(M(r)(Z) = 1\). Using the inequality given in [8, Theorem 6.2], we conclude that for any choice of elements \(x_1, \ldots, x_n\) in \(X\) and \(y_1, \ldots, y_n\) in \(Y\), we have (with \(C = \|T\| C_p(X) C_q(Y)\)),

\[
\left( \sum_{k=1}^{n} \|T(x_k, y_k)\|_{Z} \right)^{1/r} \leq \|T\| \left( \sum_{k=1}^{n} \|x_k\|_{X}^{p} \right)^{1/p} \left( \sum_{k=1}^{n} \|y_k\|_{Y}^{q} \right)^{1/q} 
\leq C \left( \int_{0}^{1} \left( \sum_{k=1}^{n} r_k(t)x_k \right)_{X}^{2} dt \right)^{1/2} \left( \int_{0}^{1} \left( \sum_{k=1}^{n} r_k(t)y_k \right)_{Y}^{2} dt \right)^{1/2} 
\leq C \sup_{\|x_k\|_{X}^{p}} \left( \sum_{k=1}^{n} \|r_kx_k\|_{X} \right) \sup_{\|y_k\|_{Y}^{q}} \left( \sum_{k=1}^{n} \|r_ky_k\|_{Y} \right) 
= C \sup_{\|x^*\|_{X}^{p}} \left( \sum_{k=1}^{n} \|r_kx_k\|_{X} \right) \sup_{\|y^*\|_{Y}^{q}} \left( \sum_{k=1}^{n} \|r_ky_k\|_{Y} \right) 
\]

This shows that \(T\) is \((r; p, q)\)-summing.

As it was mentioned for the general case at the beginning of this section, for \(1/r = 1/p + 1/q\) the \((r; p, q)\)-summing bilinear operators satisfy a Pietsch’s Domination/Factorization Theorem; more precisely a bilinear operator \(T: C(K_1) \times C(K_2) \rightarrow Y\) is \((r; p, q)\)-summing if and only if it admits the following factorization:

\[
\begin{align*}
C(K_1) \times C(K_2) \xrightarrow{T} Y \\
L^p(\mu_1) \times L^q(\mu_2) \xrightarrow{S} Y
\end{align*}
\]

where \(\mu_1\) and \(\mu_2\) are probability Borel measures on \(K_1\) and \(K_2\), respectively (see [12, 21]).

One could expect that the similar bilinear version is also true for Pisier’s Theorem, i.e., if \(1/r < 1/p + 1/q\), then a bilinear operator \(T\) from the product \(C(K_1) \times C(K_2)\) to a Banach space \(Y\) is \((r; p, q)\)-summing if and only if it factors as follows

\[
\begin{align*}
C(K_1) \times C(K_2) \xrightarrow{T} Y \\
L_{s,1}(\mu_1) \times L_{t,1}(\mu_2) \xrightarrow{S} Y
\end{align*}
\]
for suitable probability Borel measures $\mu_1$ and $\mu_2$ on $K_1$ and $K_2$, respectively, and suitable $1 \leq s, t < \infty$. We show that this is not true in general, even if we assume that $T$ is a positive bilinear operator. Recall that the product $L_{s,1}(\mu_1) \times L_{t,1}(\mu_2)$ equipped with the natural order and norm is an order continuous Banach lattice, and the same is true with the product of any pair of order continuous Banach lattices.

**Proposition 3.2.** Let $1 \leq p < \infty$. There is a $(1;p,1)$-summing positive bilinear map $T: C(K) \times C(K) \to C(K)$ which does not admit a factorization:

$$
\begin{array}{ccc}
C(K) \times C(K) & \xrightarrow{T} & C(K) \\
R \downarrow & & \downarrow S \\
X_1(\mu_1) \times X_2(\mu_2) & & 
\end{array}
$$

for any pair of order continuous Banach lattices $X_1(\mu_1) \subset L^1(\mu_1)$ and $X_2(\mu_2) \subset L^1(\mu_2)$ over finite measure spaces, any positive linear operator $R$ and any bilinear operator $S$. In particular, we conclude that there is a positive $(1;p,1)$-summing bilinear operator which does not factor through $L_{s,1}(\mu_1) \times L_{t,1}(\mu_2)$ for any pair of probability Borel measures $\mu_1$ and $\mu_2$ on $K_1$ and $K_2$, respectively, and suitable $1 \leq s, t < \infty$.

**Proof.** Let $\varphi \in C(K)^*$ be a positive norm one functional on $C(K)$. Consider the bilinear operator $T: C(K) \times C(K) \to C(K)$ defined by

$$
T(f, g) = (g, \varphi)f, \quad (f, g) \in C(K) \times C(K).
$$

Note that for any choice of finitely many $f_1, \ldots, f_n$ and $g_1, \ldots, g_n$ in $C(K)$, we have

$$
\begin{align*}
\sum_{k=1}^n \|T(f_k, g_k)\|_{C(K)} & \leq \sum_{k=1}^n \|f_k\|_{C(K)}|\varphi(g_k)| \\
& \leq \sup_{1 \leq k \leq n} \|f_k\|_{C(K)} \left( \sum_{k=1}^n |\varphi(g_k)| \right) \\
& \leq \left\| \left( \sum_{k=1}^n |f_k|^p \right)^{1/p} \right\|_{C(K)} \sup_{\phi \in B_{C(K)}^*} \left( \sum_{k=1}^n |\phi(g_k)| \right) \\
& = \left\| \left( \sum_{k=1}^n |f_k|^p \right)^{1/p} \right\|_{C(K)} \left\| \sum_{k=1}^n |g_k| \right\|_{C(K)}
\end{align*}
$$

and so $T$ is $(1;p,1)$-summing. Suppose that $T$ admits a factorization:

$$
T: C(K) \times C(K) \xrightarrow{R} X_1(\mu_1) \times X_2(\mu_2) \xrightarrow{S} C(K)
$$

where $X_1(\mu_1)$ and $X_2(\mu_2)$ are Banach lattices with the properties appearing in the statement of the theorem, and $R$ is a positive linear operator. We recall the well known fact that a Banach lattice $E$ is order continuous if and only if every order interval of $E$ is weakly compact (see [3, Theorem 12.9, p. 179]). Since $B_{C(K)} \times B_{C(K)}$ is order bounded in the order continuous Banach lattice $X_1(\mu_1) \times X_2(\mu_2)$, the image by the positive map $R$ is contained in an interval $I$ in $X_1(\mu_1) \times X_2(\mu_2)$ and so this would imply that $T$ is a weakly compact operator. However this is a contradiction by $T(B_{C(K)} \times B_{C(K)}) = B_{C(K)}$. As a consequence, we conclude that $T$ does not admit a factorization through $L_{s,1}(\mu_1) \times L_{t,1}(\mu_2)$ for any pair of probability Borel measures $\mu_1$ and $\mu_2$ on $K_1$ and $K_2$, respectively, and $1 \leq t, s \leq \infty$. □

We remark that the bilinear operator $C(K) \times C(K) \ni (f, g) \mapsto (g, \varphi) P(f)$, where $P$ is any positive non weakly compact operator from $C(K)$ to a Banach lattice $Y$, provides a new counterexample to the factorization problem discussed in the above proof. Motivated by
this negative result we will consider the question of factorization of bilinear \((r; p, q)\)-summing bilinear operators from the product of \(C(K)\)-spaces.

We start with the following remark: if \(1 \leq p < r < \infty\) and \(1 \leq q < r\), then a bilinear operator \(T\) from the product \(C(K_1) \times C(K_2)\) to a Banach space which factors through the product \(L_{r,1}(\mu_1) \times L_{r,1}(\mu_2)\) of Lorentz spaces is \((r; p, q)\)-summing. To see this we need to use Theorem 3.3, that will be proved later. If \(f \in B_{C(K_1)}\) and \(g \in B_{C(K_2)}\), it follows from the linear Pisier’s Factorization Theorem that there exists a positive constant \(C\) such that

\[
\|T(f, g)\|_r \leq \|S\|_r \left( \|f\|_{L_{r,1}(\mu_1)}^p + \|g\|_{L_{r,1}(\mu_2)}^p \right) \leq C \left( \|f\|_{L^p(\mu_1)}^q + \|g\|_{L^q(\mu_2)}^q \right).
\]

Thus applying Theorem 3.3 we conclude that \(T\) is \((r; p, q)\)-summing.

To prove and state our next results, we need to define some Banach spaces which seem to be of independent interest. Fix \(p, q, r \in [1, \infty)\) with \(1 \leq p < r\), \(1 \leq q < r\) and compact Hausdorff spaces \(K_1\) and \(K_2\), and two probability Borel measures \(\mu_1\) and \(\mu_2\) on \(K_1\) and \(K_2\), respectively. We define a seminorm \(\pi_{r,p,q}\) on the tensor product \(\otimes_{\mu_1,\mu_2} C(K_1) \otimes C(K_2)\) by the formula:

\[
\pi_{r,p,q}(z) := \inf \left\{ \sum_{k=1}^n \left( \|f_k\|_{L^p(\mu_1)}^{p/r} \|f_k\|_{L^q(\mu_2)}^{q/r} \|g_k\|_{C(K_1)} \|g_k\|_{C(K_2)} \right) \mid \sum_{k=1}^n |f_k g_k| \leq \pi \right\},
\]

where the infimum is taken over all domination \(z = \sum_{k=1}^n f_k g_k\) of \(z \in C(K_1) \otimes C(K_2)\). We define the tensor product \(C(K_1) \otimes_{\pi_{r,p,q}} C(K_2)\) as the quotient space generated by the seminorm, and \(C(K_1) \otimes_{\pi_{r,p,q}} C(K_2)\) for its completion.

Now, we define a Banach lattice which will be a cornerstone for establishing our result on factorization of some class of \((r; p, q)\)-summing bilinear operators. The idea is based on a variant of the Fremlin \(|\pi|-\text{tensor product for Banach lattices. Recall the definition of the positive projective norm } |\phi|\text{ on a tensor product of Banach lattices given in [11] and compare the definition below with [11, 1E (vi)]. Let } p, q, r \in [1, \infty)\text{ satisfy } 1 \leq p < r, 1 \leq q < r.\text{ Consider two given probability Borel measures } \mu_1\text{ and } \mu_2\text{ in } K_1\text{ and } K_2,\text{ respectively. In the tensor product } C(K_1) \otimes C(K_2)\text{ considered as a subspace of the Fremlin tensor product } C(K_1) \otimes_{|\pi|} C(K_2),\text{ we define a seminorm } |\pi|_{r,p,q}\text{ by}

\[
|\pi|_{r,p,q}(z) := \inf \left\{ \sum_{k=1}^n \left( \|f_k\|_{L^p(\mu_1)}^{p/r} \|f_k\|_{L^q(\mu_2)}^{q/r} \|g_k\|_{C(K_1)} \|g_k\|_{C(K_2)} \right) \mid \sum_{k=1}^n |f_k g_k| \leq \pi \right\},
\]

where the infimum is taken over all domination \(|z| \leq \sum_{k=1}^n |f_k g_k|\). Notice that this seminorm is continuous with respect to \(|\pi|\). Thus, the kernel of the seminorm is closed in the normed lattice. With the order induced from the normed lattice \(C(K_1) \otimes_{|\pi|} C(K_2)\), it is clearly an ideal. We put \(L_{r,p,q}(\mu_1, \mu_2)\) for the quotient Riesz space, that is a normed Riesz space with the quotient lattice norm (see [3, Ch.4]). Note that it is also a normed Riesz space for the seminorm \(|\pi|_{r,p,q}\) that by definition of the quotient is also an order preserving norm in this space. Moreover, its completion is a Banach lattice (see [3, Theorem 4.2]). Clearly, in the dense (quotient) subspace \(C(K_1) \otimes_{|\pi|_{r,p,q}} C(K_2)\) of \(L_{r,p,q}(\mu_1, \mu_2)\) functions are identified with their \(|\pi|_{r,p,q}\) equivalence classes. Consequently, the positive bilinear map \(\otimes: C(K_1) \times C(K_2) \rightarrow C(K_1) \otimes_{|\pi|_{r,p,q}} C(K_2) \subset L_{r,p,q}(\mu_1, \mu_2)\) is well-defined.

We are now ready to state and prove the main result of this section.

**Theorem 3.3.** Let \(1 \leq p, q, r < \infty\) satisfy \(1 \leq p < r\) and \(1 \leq q < r\). The following are equivalent statements about a Banach space valued bilinear operator \(T: C(K_1) \times C(K_2) \rightarrow Y.\)
(i) There are probability Borel measures $\mu_1$ and $\mu_2$ on $K_1$ and $K_2$ and a constant $C > 0$ such that for every $f \in B_{C(K_1)}$ and $g \in B_{C(K_2)}$,
\[
\|T(f,g)\|^r \leq C\left( \int_{K_1} |f|^p \, d\mu_1 + \int_{K_2} |g|^q \, d\mu_2 \right).
\]

(ii) For every finite sequence of positive scalars $(\alpha_k)_{k=1}^n$ with $\sum_{k=1}^n \alpha_k = 1$ and for any finite sequences $(f_k)_{k=1}^n$ in $B_{C(K_1)}$ and $(g_k)_{k=1}^n$ in $B_{C(K_2)}$, the following inequality holds
\[
\sum_{k=1}^n \alpha_k \|T(f_k,g_k)\|^r \leq C \sum_{k=1}^n \alpha_k \|f_k\|^p_{C(K_1)} + C_2 \sum_{k=1}^n \alpha_k \|g_k\|^q_{C(K_2)}.
\]

(iii) $T$ admits the following factorization:
\[
C(K_1) \times C(K_2) \xrightarrow{T} E \\
\otimes \\
C(K_1) \widehat{\otimes}_{\pi; p, q} C(K_2)
\]
where $S$ a bounded linear operator.

Moreover, each of the above conditions implies

(iv) $T$ is $(r; p, q)$-summing operator.

All conditions are equivalent whenever $T$ is a positive operator.

Proof. The equivalence of (i) and (ii) is given by Theorem 3.1 and the fact that $C(K)_{1/s} = C(K)$ for all $0 < s < \infty$. For (ii) $\Rightarrow$ (iv), take two sequences of functions $(f_k)_{k=1}^n$ in $C(K_1)$ and $(g_k)_{k=1}^n$ in $C(K_2)$ such that $\sum_{k=1}^n |f_k|^p \leq 1$ and $\sum_{k=1}^n |g_k|^p \leq 1$. Then
\[
\sum_{k=1}^n \|T(f_k,g_k)\|^r \leq C \left( \int_{K_1} \sum_{k=1}^n |f_k|^p \, d\mu_1 + \int_{K_2} \sum_{k=1}^n |g_k|^q \, d\mu_2 \right)
\]
\[
\leq C \left( \sum_{k=1}^n \|f_k\|^p_{C(K_1)} + \sum_{k=1}^n \|g_k\|^q_{C(K_2)} \right) \leq 2C.
\]
This clearly gives (iv).

(ii) $\Rightarrow$ (iii). By homogeneity of the norms involved and using the inequality $(a+b)^t \leq a^t + b^t$ for $0 < t \leq 1$ and $a, b \geq 0$, we conclude by (ii) that for every pair $(f, g) \in C(K_1) \times C(K_2)$,
\[
\|T(f, g)\| \leq C \left( \|f\|^{p/r}_{L^p(K_1, \mu_1)} \|f\|^{1-p/r}_{C(K_1)} \|g\|_{C(K_2)} + \|g\|^{q/r}_{L^q(K_2, \mu_2)} \|g\|^{1-q/r}_{C(K_2)} \|f\|_{C(K_1)} \right).
\]

Let $S: C(K_1) \otimes C(K_2) \rightarrow E$ be an operator given by $S(f \otimes g) := T(f, g)$ for any $f \otimes g \in C(K_1) \otimes C(K_2)$. Then the above inequality implies that for every simple tensor $z = \sum_{k=1}^n f_k \otimes g_k \in C(K_1) \otimes C(K_2)$ we have the inequalities
\[
\|Sz\|_Y \leq \left\| \sum_{k=1}^n S(f_k \otimes g_k) \right\|_Y \leq \left\| \sum_{k=1}^n T(f_k, g_k) \right\|_Y \leq \sum_{k=1}^n \|T(f_k, g_k)\|_Y
\]
\[
\leq C \sum_{k=1}^n \left( \|f_k\|^{p/r}_{L^p(K_1, \mu_1)} \|f_k\|^{1-p/r}_{C(K_1)} \|g_k\|_{C(K_2)} + \|g_k\|^{q/r}_{L^q(K_2, \mu_2)} \|g_k\|^{1-q/r}_{C(K_2)} \|f_k\|_{C(K_1)} \right).
\]
This shows that $\|Sz\|_Y \leq C\pi_{r; p, q}(z)$ and so yields the required factorization. The converse statement is obvious.
(iv) ⇒ (i). Since $T$ is positive, we may assume without loss of generality that the $(r; p, q)$-
summing constant $C$ of $T$ equals 1. Let $n \in \mathbb{N}$ and call $C_n$ to the $n$-vectors $(r; p, q)$-
summing constant of $T$. Notice that $C_n \leq 1$ and $\lim_n C_n = 1$. Let $f_1, \ldots, f_n \in C(K_1)$ and $g_1, \ldots, g_n \in C(K_2)$ be such that

$$
\left\| \left( \sum_{k=1}^{n} |f_k|^p \right)^{1/p} \right\|_{C(K_1)} = C_n(1 - 1/n) \leq 1,
$$

and

$$
\left\| \left( \sum_{k=1}^{n} |g_k|^q \right)^{1/q} \right\|_{C(K_2)} = C_n(1 - 1/n) \leq 1,
$$

Then there are elements $b_k^* \in Y^*$ such that for $1/r + 1/r' = 1$, we have $\sum_{k=1}^{n} \|b_k^*\| r' = 1$,

$$
\left( \sum_{k=1}^{n} (T(f_k, g_k)) \right)^{r} = \sum_{k=1}^{n} \|T(f_k, g_k)\| r' = 1.
$$

Since the bilinear map is positive, we can assume also that all the elements $(f_k, g_k$ and $b_k^*)$ in
this expression are positive.

We use some ideas from the proof of Pisier’s Factorization Theorem for linear operators
(see [31]); we define a positive bilinear form $\nu: C(K_1) \times C(K_2) \to \mathbb{R}$ by the formula

$$
\nu(f, g) := \sum_{k=1}^{n} \langle T(f_k f, g_k g), b_k^* \rangle, \quad f \in C(K_1), \; g \in C(K_2).
$$

Clearly, $\nu$ is bounded with norm less or equal than one.

Fix a pair of functions in the unit spheres $f \in S_{C(K_1)}$ and $g \in S_{C(K_2)}$, we put $f_k := (1 - |f|^p)^{1/p} f_k$, $g_k := (1 - |g|^q)^{1/q} g_k$ for each $1 \leq k \leq n$ and $f_n+1 := f$, $g_{n+1} := g$.

We have $\sum_{k=1}^{n+1} |f_k|^p \leq 1$ and $\sum_{k=1}^{n+1} |g_k|^q \leq 1$. Since $\nu(|f|, 1) \geq \nu(|f|, |g|)$ and $\nu(1, |g|) \geq

$$
0 \leq \nu((1 - |f|^p), (1 - |g|^q)) = 1 - (\nu(|f|^p, 1) + \nu(1, |g|^q) - \nu(|f|^p, |g|^q)) = 1 - a
$$

and so $0 \leq a \leq 1$. Thus, we obtain

$$
\left\| T(f, g) \right\| r \leq 1 - \sum_{k=1}^{n} \left\| T(f_k, g_k) \right\| r' \leq 1 - \nu((1 - |f|^p)^{1/p}, (1 - |g|^q)^{1/q})^{r'}
$$

$$
\leq 1 - \nu((1 - |f|^p), (1 - |g|^q))^{r'} \leq 1 - \frac{1}{r'} \nu(|f|^p, 1) - \nu(1, |g|^q) + \nu(|f|^p, |g|^q)^{r'}
$$

$$
\leq r \nu(|f|^p, 1) + \nu(1, |g|^q) - \nu(|f|^p, |g|^q) \leq r \nu(|f|^p, 1) + \nu(1, |g|^q).
$$

Since $f \mapsto \nu(f, 1)$ and $g \mapsto \nu(1, g)$ define positive continuous functionals on $C(K_1)$ and
$C(K_2)$, respectively, we obtain the required probability Borel measures by the Riesz Theorem
via adaptation of a well known approximation argument that uses weak* compactness of the
closed unit ball in $C(K)^*$ and the measures obtained for each $n \in \mathbb{N}$ with the argument
above. We leave details to the reader and refer to [10, pp. 202–203], where the linear case is
considered.

We conclude our discussion with some results concerning factorization of positive bilinear
operators. As we have already mentioned, if $1 \leq p < q < \infty$ and $\mu$ is a probability Borel
measure on $K$, the natural canonical inclusion $i: C(K) \to L_{q,1}(\mu)$ is $(q, p)$-
summing. This allows us to give the following equivalent form of the Pisier’s Factorization Theorem: an
operator $T$ from a $C(K)$-space to a Banach space $Y$ is $(q, p)$-summing if and only if there
is a positive operator $P: C(K) \to L$ on a Banach lattice $L$ that is $(q, p)$-summing and an
operator $S: L \to Y$ such that $T = S \circ P$. In this part we will give a complete characterization
of the bilinear operators that satisfy this positive Pisier’s type factorization. We have proved
in Proposition 3.2 that this class cannot coincide with the \((r; p, q)\)-summing bilinear operators. However, the class of operators satisfying this factorization is in a sense near to the class of the \((r; p, q)\)-summing multilinear maps.

We recall that for every bilinear mapping \(A: X \times Y \to Z\) there exists a unique linear mapping (called a linearization of \(A\)) \(A: X \otimes Y \to Z\) such that \(A(x, y) = A(x, y)\) for all \(x \in X, y \in Y\). Let \(K_1\) and \(K_2\) be two compact Hausdorff spaces. To state the next result we need to introduce the following definition: a bilinear operator \(\tilde{T}\) mapping (called a linearization of \(T\)) \(\tilde{T}: C(K_1) \times C(K_2) \to Y\) is \((r; p, q)\)-summing bilinear operator if \(\tilde{T}\) is norm-order dominated by a \((r; p, q)\)-summing bilinear operator \(T_0\) whenever

\[
\|\tilde{T}z\|_Y \leq \sum_{k=1}^m \|T_0(|f_k|, |g_k|)\|_E
\]

for all \(z \in C(K_1) \otimes C(K_2)\) and any choice of finite sequences \((f_k)_{k=1}^m \in C(K_1)\) and \((g_k)_{k=1}^m \in C(K_2)\) such that \(|z| \leq \sum_{k=1}^m |f_k||g_k|\).

**Theorem 3.4.** Assume that \(1 \leq r, p, q < \infty\) and \(1/r = 1/p + 1/q\). The following are equivalent statements about Banach space valued bilinear operator \(T: C(K_1) \times C(K_2) \to Y\).

(i) \(T\) is \((r; p, q)\)-summing and positive operator.

(ii) \(T\) admits a factorization:

\[
\begin{array}{ccc}
C(K_1) \times C(K_2) & \xrightarrow{T} & Y \\
\circ & & \\
& L_{r;p,q}(\mu_1, \mu_2) & \xrightarrow{T_0} Y
\end{array}
\]

(iii) \(T\) admits a factorization:

\[
\begin{array}{ccc}
C(K_1) \times C(K_2) & \xrightarrow{T} & Y \\
& P & \xrightarrow{S} E
\end{array}
\]

where \(E\) is a Banach lattice and the factor \(P\) is a positive \((r; p, q)\)-summing bilinear operator and \(S\) is a bounded operator.

**Proof.** (i) \(\Rightarrow\) (ii). Assume that the operator \(T\) is \((r; p, q)\)-summing dominated a positive bilinear operator \(T_0\) from \(C(K_1) \times C(K_2)\) to a Banach lattice \(E\). By Theorem 3.3, it follows that there are probability Borel measures \(\mu_1, \mu_2\) on \(K_1\) and \(K_2\), respectively, such that for every \(#_{k=1}^m f_k \cdot g_k \in C(K_1) \otimes C(K_2)\), the linearization \(\tilde{T}\) of \(T\) satisfies,

\[
\|\tilde{T}\left(\sum_{k=1}^m \circ (f_k, g_k)\right)\|_Y \leq \sum_{k=1}^m \|T_0(|\tilde{f}_k|, |\tilde{g}_k|)\|_E
\]

\[
\leq C \sum_{k=1}^m \left(\|\tilde{f}_k\|_{L^p(K_1, \mu_1)}^{p/r}\|\tilde{f}_k\|_{C(K_1)}^{1-p/r}\|\tilde{g}_k\|_{C(K_2)} + \|\tilde{g}_k\|_{L^q(K_2, \mu_2)}^{q/r}\|\tilde{g}_k\|_{C(K_2)}^{1-q/r}\|\tilde{f}_k\|_{C(K_1)}\right).
\]

This shows that \(\tilde{T}\) can be defined from \(L_{r;p,q}(\mu_1, \mu_2)\). Taking into account the continuous inclusion \(C(K_1) \otimes_{\pi_{r;p,q}} C(K_2) \to L_{r;p,q}(\mu_1, \mu_2)\), we obtain the desired factorization.

(ii) \(\Rightarrow\) (i). Assume that \(T\) admits a factorization as in (ii). Notice that the map \(\circ\) is positive and that the factorization assumed in (ii) implies the one in (iii) of Theorem 3.3. Consequently, \(\circ\) is \((r; p, q)\)-summing. We need only to show that \(T\) is \((r; p, q)\)-summing dominated
by \( \odot \); to do this take \( z \in C(K_1) \otimes C(K_2) \) and two finite sequences \( (\tilde{f}_j)^m_{k=1} \) and \( (\tilde{g}_j)^m_{k=1} \) in \( C(K_1) \) and \( C(K_2) \), respectively such that \( |z| \leq \sum^m_{k=1} |\tilde{f}_k||\tilde{g}_k| \). Then the lattice property of the norm of \( L_{r,p,q}(\mu_1,\mu_2) \) gives

\[
\|Tz\| \leq \|T\|\|z\|_{L_{r,p,q}(\mu_1,\mu_2)} \leq \|T\|\left\| \sum^m_{k=1} |\tilde{f}_k||\tilde{g}_k| \right\|_{L_{r,p,q}(\mu_1,\mu_2)} \\
\leq \|TL\|\sum^m_{k=1} \odot (|\tilde{f}_k|,|\tilde{g}_k|)\|_{L_{r,p,q}(\mu_1,\mu_2)}.
\]

Thus the statement holds for \( T_0 := \odot \).

(ii) \( \Rightarrow \) (iii). The implication is an immediate consequence of the lattice structure of the space \( L_{r,p,q}(\mu_1,\mu_2) \) and the fact that \( \odot \) is in this case positive and \((r;p,q)\)-summing. The converse holds directly using the characterization of positive \((r;p,q)\)-summing bilinear operators given in Theorem 3.3. \( \square \)
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