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A New Family of Multi-Band Waveguide Filters
Based on a Folded Topology

Juan C. Melgarejo, Santiago Cogollos, Member, IEEE, Marco Guglielmi, Life Fellow, IEEE and Vicente E. Boria,
Fellow, IEEE,

Abstract—In this paper we describe a new family of multi-band
waveguide filters based on a folded topology. The folded topology
allows the use filters of different order, and the introduction of
transmission zeros. The design of the multi-band filter is based
on the Aggressive Space Mapping (ASM) technique and is able to
take into account manufacturing details, like round corners and
tuning elements. The filter structure is validated by designing,
manufacturing and measuring a tri-band filter. The agreement
between simulations and measurements is shown to be excellent,
thereby fully validating both the filter topology, and the design
process.

Index Terms—Circuit design, microwave filter, multi-band
filter, space mapping, optimization, tri-band filter, waveguide
filters.

I. INTRODUCTION

MULTI-BAND filters are becoming interesting compo-
nents for the implementation of advanced satellite

payloads [1], [2]. Several channels, which are non-contiguous
in frequency, may be amplified with one single amplifier and
sent to a coverage area through one beam. Therefore, a multi-
band filter is required to reject interleaving channels from other
beams. This greatly simplifies the system architecture [3].

Typically, there are four common approaches to design a
multi-band filter [4]. The first approach is to use circulators
to add/drop each channel. The advantage of this approach is
the modularity and the simplicity of the design process. The
disadvantages are cost, size and insertion loss (IL). Another
solution is to cascade a wide band-pass and one (or more)
band-stop filter(s). The advantages are the same as those of
the first approach: simplicity and modularity. However, this
approach requires a rather large footprint. The third solution
is to use in-band transmission zeros to divide a higher-order
bandpass filter in several lower-order channels [5], [6]. The
fourth solution is to use resonators with multiple modes. This
approach provides the most compact solution. However, it can
only be used if the pass bands are sufficiently separated. There
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are, indeed, a number of examples in the literature of dual-
mode and triple-mode resonators implementations of multi-
band filters. In [7] and [8], for instance, a triple-conductor
combline resonator is used to implement dual-band filters. A
dual-mode filter structure was also used to generate a dual-
band filter in [9]. In [10] a new class of dual-band filters and
diplexers, based on dual-band resonators was also discussed.
Finally, a novel configuration of dual-band filters using side-
coupled elliptical cavity resonators was reported in [11].
Although multi-mode resonator implementations are attractive,
they all have one fundamental drawback, namely, the difficulty
of introducing transmission zeros. The fact that transmission
zeros can be easily implemented in standard dual-mode filters
is indeed well known [11], but it has not been demonstrated
so far for multiple-mode resonator implementations of multi-
band filters [4].

Recently, the well-known multiplexer design technique des-
cribed in [12] was adapted to the design of a tri-band wave-
guide filter [13]. Fig. 1 shows the filter schematic diagram and
Fig. 2 shows the actual body of a tri-band filter example. The
manifold approach allows to introduce as many channels as
required, without any limitations in terms of channel spacing.
There are, however, some limitations regarding the physical
realization of these filters, namely:

1) The physical length of every channel must be equal. In
order to guarantee this requirement, stubs (θ1, . . . , θN of
Fig. 1) must be added to the manifold, thus increasing
the size of the filter.

2) The constraint in length is especially challenging when
dealing with channels with different orders or when the
channels have very different bandwidth specifications.

3) It is not possible to introduce cross-couplings between
non-adjacent resonators in the same channel.

In this context, the objective of this paper is to significantly
extend the results described in [13] by proposing a flexible
and more general structure that does not have any of the three
limitations just discussed and, at the same time, it maintains
the advantages of the original method (i.e. flexibility in the
number of channels, frequency spacing, etc.). This objective
is achieved by proposing a new folded topology. This new
topology will be tested through the design of a tri-band filter
that has different specifications for each individual pass band.

The paper is organized as follows: Section II discusses
the new folded topology. Section III summarizes the design
procedure and section IV is focused on the specific design
of the individual channels. In Section V, we present in detail
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Fig. 1: Filter schematic of a multi-band filter using the
manifold approach.

Fig. 2: Body of the manufactured tri-band filter proposed in
[13] using the manifold approach.

the design procedure of the tri-band filter example. The same
procedure is applicable also to any other set of multi-band filter
specifications. In Section VI we discuss important issues of
practical importance. In Section VII, a new method to increase
the accuracy of the simulations is introduced. In Section VIII,
we compare the simulation with measurement results. Finally,
we summarize the results obtained in section IX.

II. FOLDED TOPOLOGY

The filters that we use for every channel of the multi-band
filter are folded in the E-plane as shown in Fig. 3. The main
advantages of the new folded topology are as follows:

1) It removes the constraint of the previous design concer-
ning the length of the filters. Since the filters are folded
in the center, the length and the order of the individual
filters can be completely different. Using the folded
topology that we propose, each channel can have very
different specifications (in terms of order or bandwidth)
without increasing the complexity of the design.

Fig. 3: Top: Perspective view of the folded topology with a
cross-coupling window between the second and fifth resonator
that will be used for each of the channels. Bottom: Side view
of the filter.

2) The filters can be coupled directly to the manifold. There
is no need to use additional stubs to enforce length
constraints and, therefore, the structure is much more
compact.

3) Removing the length constraint increases the degrees of
freedom in the design and, in addition, the optimization
becomes easier.

4) Cross-coupling windows can be easily implemented
between non-adjacent resonators, so that transmission
zeros can be implemented in every channel to increase
the selectivity.

III. SPECIFICATIONS AND DESIGN PROCEDURE

The specifications that we have used as a target for our
design are as follows:

• Input/Output waveguide: WR-75 (a = 19.050 mm,
b = 9.525 mm).

• The channels are centered at 11, 12 and 13 GHz.
• The bandwidth are 200, 300 and 400 MHz, respectively.
• The order of each channel: N = 6.
• Every filter has two transmission zeros, one below and

one above the pass band.
The filter will be manufactured by milling in three parts:

one body and two covers. It is now important to note that,
from a theoretical point of view, there are no bandwidth or
center frequency restrictions so that any required value can
be easily accommodated (with the usual differences between
the design of contiguous and non-contiguous multiplexers).
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However, since it is well known that there is a link between
the quality factor of the resonators used in a filter, the return
loss behavior that can be achieved, and the bandwidth of
the filter, we decided to use channels with bandwidth wider
than 200 MHz (which corresponds to a relative bandwidth
of 3.73 %). This choice was, in fact, supported by the fact
that we manufactured and measured several test filters. The
results obtained clearly indicated that filters with a narrower
bandwidth could not be tuned to obtain a proper equiripple
return loss response.

To continue, we can now summarize the complete design
process as follows:

1) Design each of the filter channels independently. A step
by step guide on how to design the filters starting from
the desired Chebyshev response, and ending with the
folded waveguide filters with two transmission zeros is
discussed in Section IV.

2) Add the filters to a double manifold and follow an
optimization process based on the well-known design
procedure described in [12] for manifold multiplexers.
Section V describes in detail the new multi-band filter
optimization strategy we have used to design the tri-band
filter.

In the design process, we will use two simulators: FEST3D
from Aurorasat (now with Dassault Systèmes) and CST Mi-
crowave Studio (also with Dassault Systèmes).

FEST3D is a full-wave simulator that uses a multimode
equivalent network (MEN) to represent the filter building
blocks. One of the basic features of FEST is that the user
can choose the set of numerical parameters that define the
accuracy, and the computational efficiency. For our initial
design, FEST3D will be used in a low-accuracy mode. This
setup allows to perform simulations in a very short time. The
computational parameters are chosen as follows:

• Number of accessible modes = 10.
• Number of basis functions = 30.
• Green’s functions terms = 300.

A detailed explanation of the meaning of each parameter can
be found in [14].

Since FEST3D is a powerful simulation tool that can
simulate waveguide components in a very short amount of
time, in our design process we optimized directly the complete
waveguide structure of the multi-band filter. However, if a
software tool like FEST3D is not available, the optimization of
the multi-band filters can be easily performed using equivalent
circuit models of the filters and the manifolds in a circuit
simulator such as Keysight Advanced Design System (ADS)
to obtain the desired target performance. A final optimization
can then be easily carried out to go from the equivalent
circuit models to the multi-band filter structure in waveguide
technology.

Finally, once we obtained the desired response in the low-
accuracy waveguide model, we use the Aggressive Space
Mapping (ASM) procedure to obtain the final high-precision
dimensions of the structure [15], [16]. The high accuracy simu-
lations have been performed using CST Microwave Studio.

Fig. 4: In-line filter without transmission zeros.
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Fig. 5: In-line filter response.

IV. INDEPENDENT CHANNELS

The design process begins with the independent channel
filters (as in [12] and [3]).

A. Folded Filters without TZs

The first step is to design the in-line filter shown in
Fig. 4. To do so, we first design a filter based on transmis-
sion lines and inverters that provides the desired Chebyshev
response [17]. After that, we follow the synthesis method
described in [18], and obtain the waveguide filter of Fig. 4,
with the response shown in Fig. 5.

Once the in-line filter has been designed, the next step
consists in folding the filter structure in the center. Fig. 6
shows the central coupling window of both the in-line, and
the folded filter. After this step, we need to optimize again the
dimensions of the folded window (Fig. 6, b) until the same
response of the in-line window (Fig. 6, a) is recovered. There
are three optimization parameters that can be used for this:
the height, the width, and the thickness of the window. The
thickness of the coupling window will determine the physical
separation between both sides of the filter. It must therefore
be chosen to ensure the structural integrity of the filter. We
have therefore fixed the height and the thickness of the folded
coupling window of the three filter channels to 9.525 mm and
3 mm, respectively. The width, on the other hand, is optimized
to recover the required coupling level.

After finding the optimum dimensions of the folded cou-
pling window, we can add the rest of the filter (see Fig. 7).
The exact same performance of Fig. 5 can be easily obtained
with a rapid final optimization of the rest of the parameters.
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(a) (b)

Fig. 6: (a) Central window of the in-line filer. (b) Central
window of the folded filter.

Fig. 7: Folded filter without transmission zeros.

B. Folded Filters with TZs

The next step in the design of the folded channel filter is
to open a cross-coupling window between two non-adjacent
resonators. Opening a capacitive coupling window between
the second and fifth resonator will introduce one transmission
zero below, and one transmission zero above the filter pass
band [19]. Fig. 3 shows the channel filter with the capacitive
coupling. The thickness of the window is fixed to 3 mm (the
same value of the folded coupling window). The coupling level
is controlled by the height.

Although it is possible to obtain the height of this coupling
iris starting from the required coupling value, we have chosen
to use a simpler, more general and direct procedure, namely:

Step 1: Start with a very small capacitive window, for
example, 0.5 mm high.

Step 2: Optimize only the length of the resonators connected
to the cross-coupling window to recover the correct
in-band performance.

Step 3: To achieve the desired in-band performance we now
need to optimize also the widths of the inductive
windows that are close to the cross-coupling window.
After this step, we will have recovered the in-band
response and we will clearly see the two transmission
zeros.

Step 4: At this point, depending on the specific filter
structure, we may need to perform a rapid final
optimization of all the filter parameters to recover
the exact equiripple response.

Step 5: Finally, increase the height of the capacitive window
and go back to step 2.

This procedure is followed until the TZs are located at the
desired frequency. In this particular case, the target perfor-
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Fig. 8: Filter response for different heights of the coupling
window.
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Fig. 9: Filter response for every channel after introducing the
TZs.

mance is obtained with a height equal to 4.5 mm. Fig. 8 shows
the filter response after step 3, for three different heights.

This process is repeated for each channel of the multi-band
filter. The final response of each independent channel is shown
in Fig. 9. Now that the filter channels have been designed, we
can proceed with the next stage of the design procedure.

V. TRI-BAND FILTER

In order to design the multi-band filter, we could follow
the strategy described in [13]: first design an N -channel
multiplexer, then build the multi-band filter by cutting the
structure along the symmetry axis, joining in the middle two
identical halves, and perform a final fine optimization to
fulfill the required multi-band filter specifications. However,
we could also start designing the multi-band filter directly. In
this case, the procedure is as follows:

1) Add the filter with the narrowest pass band to a double
manifold terminated in short-circuits (see Fig. 10). Then,
optimize first the distance between the short-circuits and
the first inductive window of the filter. Fig. 11 shows the
response of the filter at this point.
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Fig. 10: First filter channel connected to the double manifold.
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Fig. 11: Performance of the first filter after connecting it to
the double manifold.

2) The next step is to add the other channels, one at a
time, going from the narrowest bandwidth to the widest
bandwidth, proceeding in the same way. Fig. 12 shows
the structure of the tri-band filter and Fig. 13 shows its
response after adding all the channels.

3) The final step is to follow the classic manifold-based
optimization procedure until the desired filter responses
are obtained [12]. Fig. 14 shows the optimized response
of the multiband filter.

Our investigation indicates that it is indeed important to
place the filter with the narrowest bandwidth near the short-
circuited end, and the filter with the widest bandwidth near the
input of the manifold. This, in fact, simplifies considerably the
optimization process. In physical terms, this can be explained
by the fact that, as the filter bandwidth increases, more power
is drawn from the manifold into the filter. As a result, placing
the filter with the narrowest bandwidth near the short circuit

Fig. 12: Structure of the tri-band filter after adding all chan-
nels.
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Fig. 13: Performance of the tri-band filter after adding the
channels one by one.
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Fig. 14: Performance of the tri-band filter after optimizing its
dimensions.

helps considerably in obtaining a first coupling window with
a size that can be easily manufactured. Using instead the
widest bandwidth filter in the same position, may result in
an unsuccessful optimization process either not reaching the
specifications or obtaining extreme or non-practical physical
dimensions.

Our work indicates that this strategy is more efficient than
the one used in [13], because the multi-band filter is built
directly, and thus, the final fine optimization to fulfill the
required performance is no longer needed.

VI. PRACTICAL CONSIDERATIONS

The filter is manufactured in three parts: the body and two
covers. The body of the filter is manufactured by milling, and
M4 screws will be used to assemble the parts. In order to
minimize the insertion losses, a pressure well is introduced
around each filter to ensure perfect electrical contact between
body and cover(s), as shown in Fig. 15.

During the design process, we noticed that the length of
the manifold connecting the second and third channel is too
short to properly include the closing screws. For that reason,
we decided to move the central channel to the other side of
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Fig. 15: Pressure well around each channel to perfectly seal
the body and covers.

Fig. 16: The central channel has been moved so that the M4
closing screws could be added. H-plane bends have also been
added for feeding purposes.

the manifold, as shown in Fig. 16. Note that two H-plane
bends have also been added so that we can feed the filter
with standard WR-75 flanges. Fig. 17 shows the response of
the new filter with the H-plane bends. The electrical response
barely changes after moving the central channel and adding the
bends. Any slight deviation can be easily compensated with a
rapid optimization.

VII. HIGH PRECISION SIMULATIONS

A yield analysis of the filter has then been performed to
determine if this filter requires the use of tuning elements.
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Fig. 17: Filter response after moving the central filter, and
adding the H-plane bends.

Fig. 18: Top: Extracted channel from the multi-band filter.
The simulation of this structure will provide the reference
response that the high precision model should match. Bottom:
Channel that includes the manufacturing details (round corners
and tuning elements).

Using a normal distribution of mean µ = 0 and standard
deviation of 10 µm, we obtain a data-set of 300 vectors
that represent the manufacturing errors. Only 6 out of the
300 vectors of the data-set comply with the specifications
(2% manufacturing yield). This clearly indicates that the filter
requires tuning elements. Standard tuners with a radius of
0.9 mm have, therefore, been included in every cavity, and
every inductive window, so that the manufacturing errors can
be easily compensated. However, no tuning elements have
been included in the capacitive windows.

The filter has then been simulated again including all
tuners at a fixed depth of 1 mm. This penetration will ensure
a broad margin to tune manually the filter. At this point, we
have also included in the simulations the rounded corners in
the cavities to account for the milling process. All simulations
have been carried out at this stage with CST using a high
precision (HP) setup.

The transition between the ideal high precision structure
without tuning elements and with sharp corners has been
performed using a new approach that combines the ASM-
based technique of [16] and the traditional synthesis method
described in [18]. The new procedure is as follows:

1) The first step is to extract the individual filters of
the ideal, high precision, multi-band filter. The isolated
response of each filter will be the reference that the
high precision simulation with round corners and tuning
elements should reproduce (Fig. 18).

2) For each channel, we next follow the procedure des-
cribed in [18]. To do so, we first simulate the first three
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Fig. 19: Top: Reference response of the first three elements.
Bottom: High precision model that includes both tuning ele-
ments and round corners.

elements of the reference filter: the first window, the first
cavity and the second window (Fig. 19, top). Instead
of directly optimizing the bottom structure of Fig. 19
to match the desired response of the reference circuit,
we next exploit the power of ASM-based technique
described in [16]. Since the design parameters of both
models are waveguide dimensions, their relation (usually
established with a Broyden Matrix in the classical ASM
method) can be approximated very well by the identity
matrix (B ≈ I). Instead of optimizing the slow high
precision model (bottom structure of Fig. 19) to recover
the reference response (provided by the top circuit of
Fig. 19), we will do the opposite: we will optimize
the fast low precision (LP) model to recover the initial
response of the high precision model. The initial dimen-
sions for the high precision model (xfineinit) are the low
precision ones (xcoarseinit).
The optimization will be extremely fast because there
are only three parameters. The difference between the
initial reference dimensions (xcoarseinit) and the ones that
provide the same performance of the high precision
model (xcoarseopt) is:

∆ = xcoarseinit − xcoarseopt (1)

This difference ∆ is then used to obtain the optimum
dimensions of the high precision model:

xfineopt = xfineinit + ∆ (2)

After only one iteration of ASM, both models provide
the same response (see Fig. 20).

3) Once the same performance is obtained for the first part
of the filter, we add the next resonator and the next iris to
the high precision model (see Fig. 21). The top structure
of Fig. 21 provides again the reference performance
for this second stage. We now proceed in the same
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Fig. 20: Transmission response of the circuits represented in
Fig. 19. After one ASM iteration, both models provide the
same performance.

Fig. 21: Top: Reference response of the second stage. Bottom:
High precision model that includes both tuning elements and
round corners.

way: we optimize only the newly added elements of
the fast, low precision model (top of Fig. 21) to recover
the performance provided by the high precision model
(bottom of Fig. 21). This optimization is even faster than
before, since only two parameters are being optimized.
After a single iteration of the ASM method, both models
provide, essentially, the same desired performance (see
Fig. 22).

4) We repeat Step 3 until we reach the center of the
filter. Then, since the structure is symmetric, we simply
duplicate the structure and we add the capacitive cross-
coupling. One final ASM-based optimization is then
performed using the models shown in Fig. 18. As in
Step 3, we only optimize the newly added elements,
that is, the height of the capacitive window and the
length of the resonator to which it is connected. Fig.
23 shows the performance of both models after just one
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Fig. 22: Transmission response of the circuits represented in
Fig. 21. After one iteration of ASM, both models provide the
same performance.
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Fig. 23: Performance of the two filters shown in Fig. 18.
After one iteration of ASM, both models provide the same
performance.

ASM iteration.
5) After doing this for each filter, we can add them together

in the manifold obtaining the structure of Fig. 24. The
initial response of the filter is shown in Fig. 25.

6) The last step is a final ASM iteration, as described
in [16], using the coarse model shown in Fig. 16. Since
the initial response of the high precision model is close
to the desired one, the optimization will process is
very fast even though there are many parameters to

Fig. 24: High precision model of the multi-band filter that
considers both round corners and tuning elements.

10.5 11 11.5 12 12.5 13 13.5
−80

−60

−40

−20

0

Frequency (GHz)

S
-P
ar
am

et
er
s
(d
B
)

S11 (dB) - HP S21 (dB) - HP

Fig. 25: Initial performance of the high precision multi-band
filter shown in Fig. 24.
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Fig. 26: Final high precision response of the tri-band filter
shown in Fig. 24.

optimize. The final performance of the fine model is
shown in Fig. 26. The performance of the high precision
model that includes round corners and tuning elements
is now exactly the same as the one obtained from the
low precision model.

If we tried to include the round corners and tuning elements
at once in the high precision model (following the ASM-based
approach of [16]), the difference between the response of the
fine simulator and the goal performance would have been
exceedingly large and the coarse model would not be able
to reproduce accurately the performance of the fine model.
Multiple ASM iterations would then be needed and therefore,
the design process would be significantly slower. Table I shows
a time comparison between the two approaches. The overall
time required to reach the optimal high precision performance
with the ASM method described in [16] is computed as:

Total = TF · (NI + 1) + TC ·AI ·NI (3)

Where TF and TC are, respectively, the computation times
of the fine and coarse models, NI is the number of iterations
performed and AI is the average number of simulations
performed by a Simplex algorithm to recover each of the fine
model responses.



9

TABLE I: Performance of both design methods.

ASM-approach of [16] New proposed method
TC 0,26 s. TC1 0,1 s. TF1 19 s. I1 66
TF 194 s. TC2 0,11 s. TF2 47 s. I2 82
NI 11 TC3 0,12 s. TF3 91 s. I3 127
AI 1532 TC4 0.26 s. TF4 194 s. I4 91

TC5 0,26 s. TF5 194 s. I5 384
Total 1 h. 52 min. Total 17 min. 30 s.

The time needed to obtain the desired performance following
the newly proposed method is computed as:

Total =

Stages∑
i=1

TCi · Ii + 2 · TFi, (4)

where, TFi and TCi, respectively refer to the computation
times of the fine and coarse models in every stage, and Ii
indicates the number of simulations performed by a Simplex
algorithm to recover each of the fine model responses. The
newly proposed method has proved to be 6.3 times faster than
the method reported in [16].

The advantages of this new method are as follows:

• The structure is built step by step, and so, the optimization
space in each stage is limited to two or three parameters
at the most.

• The method is very robust. Due to the reduced opti-
mization space, the optimizer will not be trapped in a
local minimum. The step by step approach, in addition to
increasing the robustness of the method, also reduces very
considerably the time needed for the complete design
process.

• All manufacturing details, such as round corners or tuning
elements, can be easily included in the design.

This new strategy is then established as the best option to
increase the precision of the simulations and include manu-
facturing details such as tuners or round corners. However,
for structures that do not include these features, the procedure
described in [16] may be the simplest way to go.

VIII. EXPERIMENTAL VALIDATION

The tri-band filter was then manufactured in three parts by
milling a block of aluminum. A a 10 µm silver plating finish
was also added to reduce the effect of Ohmic losses. Fig. 27
shows the parts and Fig. 28 shows the assembled filter, already
connected to the WR-75 waveguides.

Fig. 29 shows the final measured response of the filter,
after the tuning process, compared to the simulated lossless
response in the single-mode range of waveguide WR-75.
As we can see, there is an excellent agreement between
both responses. There are two spurious signals at 14.48 and
14.88 GHz. However, their attenuation is greater than 30 dB.
The measured insertion losses at the central frequency of
the channels (11, 12 and 13 GHz) are 0.49, 0.21 and 0.17
dB, respectively. Fig. 30 shows the measured insertion loss
compared to the simulated response in CST.

Fig. 27: Top: Body of the tri-band filter. Bottom: Top and
bottom covers of the filter.

Fig. 28: Assembled tri-band filter already fed with the WR-75
waveguides.

IX. CONCLUSION

A new topology for multi-channel filters has been proposed
based on folded waveguide filters connected to two manifolds.
This topology allows to use filters of different length for each
channel, and to easily introduce transmission zeros in the
response of each separated channel.

In addition, we describe a systematic design procedure
based on a well-known technique used to design manifold
multiplexers. An efficient ASM-based technique has also been
described to go from the low accuracy design to the high
precision design.

As a validation, a tri-band filter with different bandwidths
has been designed and manufactured. The measured results
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Fig. 29: Measured response of the filter compared to the lossless simulations.
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Fig. 30: Measured response of the insertion loss of the filter
compared to the simulated losses in CST.

show excellent agreement with the simulations thereby fully
validating both the filter topology and the design methodology.

The authors believe that the new proposed folded topology
is the best approach to design multi-band filters in waveguide
technology in terms of flexibility. This is because the process
described has no central frequency or bandwidth restrictions,
and transmission zeros can also be easily implemented. Fur-
thermore, it is, in our opinion, the best approach also in terms
of scalability. This is because the optimization strategy that we
use has been already proved in countless occasions to design
multiplexers with a very large number of channels. The same
can therefore be easily done to design multi-band filters with
many channels.
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