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Abstract

Thenewregulations regardinggreenhouseemissionsandairqualityhave
led the technological progress of the internal combustion engines during
the recent years. Improvements in the combustion process, turbocharging,
thermalmanagement, after-treatment systems and techniques such as the
exhaust gases recirculation, have resulted in cleaner internal combustion
engines. The adoption of the new type approval test in Europe, so-called
WLTP, which represents a more realistic driving cycle than its forerunner
the NEDC, as well as the need to evaluate pollutant emissions at different
conditions of ambient temperature and altitude, represent a challenge for
manufacturers when it comes to design and optimise their engines. In this
context, one-dimensional engine models offer the possibility to develop
and test different solutions with enough accuracy, while hastening the en-
gine design process and reducing its costs.

The main objective of this thesis is to develop a complete virtual engine
model able to simulate transient conditions of engine speed and load, as
well as different ambient conditions of pressure and temperature. The en-
ginemodel is used to predict themain thermo-and fluid dynamic variables
at different engine locations and the tailpipe pollutant emissions.

Furthermore, engine cold start and its operation at low temperature is
associated to a greater fuel consumption, hydrocarbon (HC) and carbon
monoxide (CO) emissions; as well as more nitrogen oxide (NOx) emissions
due to the deactivation of the exhaust gases recirculation systems. A solu-
tion tomitigate thesenegative effects is to heat up the after-treatment sys-
tem so as to achieve its activation temperature as soon as possible. In the
work presented, this goal is addressed through two different standpoints.
On the one hand, variable valve timing systems have been studied as a way
to increase the exhaust gases temperature. With this option it is possible to
reduce CO andHC emissions by 40-50%andNOx emissions by 15%during
the first stage of theWLTC cycle, at the expense of a penalty in the fuel con-
sumption. On the other hand, the thermal insulation of the exhaust system
has also been studied with the same objective. In this case, it is possible to
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reduce CO and HC emissions by 30%, while not improving NOx ones.

Keywords: one-dimensional model; internal combustion engine; pollu-
tant emissions; variable valve timing; thermal insulation
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Resumen

Las nuevas regulaciones en materia de emisiones de efecto invernade-
ro y calidad del aire han conducido la evolución tecnológica de los motores
de combustión interna durante los últimos años. Las mejoras en el proceso
de la combustión, la sobrealimentación, la gestión térmica, los sistemas de
post tratamiento y técnicas como la recirculación de gases de escape, han
permitido que los motores de combustión interna de hoy en día sean cada
vez más limpios. La adopción en Europa del nuevo ciclo de homologación
WLTP, que considera un ciclo de conducción más realista que su predece-
sor el NEDC, así como la necesidad de evaluar las emisiones contaminantes
en diferentes escenarios de temperatura ambiente y de altitud, suponen un
desafío para los fabricantes a la hora de diseñar y optimizar susmotores. En
este contexto, el modelado unidimensional del motor ofrece la posibilidad
de desarrollar y probar diferentes soluciones con la suficiente precisión, a la
vez que permite agilizar el proceso de diseño del motor y reducir los costes
de éste.

El objetivo de esta tesis es el de desarrollar unmodelo completo de mo-
tor virtual que permita simular condiciones transitorias de régimen de giro
y grado de carga, así como diferentes condiciones ambientales de presión
y temperatura. Con este modelo de motor se pretende predecir las princi-
pales variables termo-fluidodinámicas en diferentes puntos delmotor y las
emisiones contaminantes liberadas en el escape.

Por otra parte, el arranque en frío y el funcionamiento a bajas tempera-
turas están asociados a un mayor consumo, mayores emisiones de hidro-
carburos (HC) ymonóxido de carbono (CO), así comomayores emisiones de
óxidos de nitrógeno (NOx) debido a la desactivación de los sistemas de re-
circulación de gases de escape. Para paliar estos efectos adversos, una op-
ción es lograr que el sistema de post tratamiento alcance su temperatura
de activación lo más pronto posible. En este trabajo se aborda este objeti-
vo mediante dos soluciones. Por un lado, se ha explorado la posibilidad de
elevar la temperatura de los gases en el escapemediante un sistema de dis-
tribución variable. Con este método se pueden reducir las emisiones de CO
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yHC en torno a un 40-50%y las emisiones de NOx hasta un 15%durante la
primera fase del ciclo WLTC, a costa de una penalización en el consumo de
combustible. Por otro lado, también se ha estudiado la posibilidad de ais-
lar térmicamente el sistema de escape. En este caso, es posible reducir las
emisiones de CO y HC en torno a un 30% sin mejorar las de NOx.

Palabras clave:modelado unidimensional;motor de combustión interna;
emisiones contaminantes; distribución variable; aislamiento térmico
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Resum

Les noves regulacions en matèria d’emissions d’efecte d’hivernacle i
qualitat de l’aire han conduït la evolució tecnològica dels motors de com-
bustió interna durant els darrers anys. Les millores en el procés de la com-
bustió, la sobrealimentació, la gestió tèrmica, els sistemes de post tracta-
ment i tècniques com la recirculació de gasos d’escapament, han permès
que els motors de combustió interna d’avui dia siguen cada vegada més
nets. L’adopció a Europa del nou cicle d’homologació WLTP, que conside-
ra un cicle de conducció més realista que el seu predecessor el NEDC, ai-
xí com la necessitat d’avaluar les emissions de gasos contaminants en di-
ferents escenaris de temperatura ambient i humitat, suposen un repte per
als fabricants a l’hora de dissenyar i optimitzar els seus motors. En aquest
context, el modelatge unidimensional del motor ofereix la possibilitat de
desenvolupar i provar diferents solucions amb la suficient precisió, al ma-
teix temps que agilitza el procés de disseny del motor i reduïx els costos
derivats d’aquest.

L’objectiu d’aquesta tesi és el de desenvolupar un model complete de
motor virtual quepermeta simular condiciones transitòries de règimdegir i
grau de càrrega, així comdiferents condicions ambientals de pressió i tem-
peratura. Amb aquest model de motor es pretén predir les principals vari-
ables termo-fluidodinàmiques en diferents punts del motor i les emissions
contaminants alliberades en l’escapament.

Per altra banda, l’arrancada en fred i el funcionament a baixes tempera-
tures están associats a unmajor consum,majors emissions d’hidrocarburs
(HC) i monòxid de carboni (CO), així com majors emissions d’òxids de ni-
trògen (NOx) degudes a la desactivació dels sistemes de recirculació de ga-
sos d’escapament. Per a pal·liar aquestos efectes indesitjats, una opció és
aconseguir que el sistema de post tractament arribe a la seua temperatu-
ra d’activació el més prompte possible. En aquest treball, aquest objectiu
s’aborda mitjançant dues solucions. Per una banda, s’ha investigat la pos-
sibilitat d’augmentar la temperatura dels gasos en l’escapament per mitjà
d’un sistema de distribució variable. Amb aquest mètode s’ha aconseguit
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reduïr les emissions de CO i HC al voltant d’un 40-50 % i les emissions de
NOxfinsaun15%durant laprimera fasedel cicleWLTC,a costad’unapena-
lització en el consum de combustible. Per altra banda, també s’ha estudiat
la possibilitat d’aïllar tèrmicament el sistemad’escapament. En aquest cas,
és possible reduir les emissions de CO i HC vora un 30 % sense millorar les
de NOx.

Paraules clau: modelatge unidimensional; motor de combustió interna;
emissions contaminants; distribució variable; aïllament tèrmic

x



List of publications

The work presented in this thesis is underpinned by the following pa-
pers:

[1] J. Martin, F. Arnau, P. Piqueras, and Á. Auñón. “Development of an
Integrated Virtual Engine Model to Simulate New Standard Testing
Cycles”. WCXWorld Congress Experience. SAE International, 2018. doi:
10.4271/2018-01-1413

[2] F. J. Arnau, J. Martín, B. Pla, and Á. Auñón. “Diesel engine optimiza-
tion and exhaust thermal management by means of variable valve
train strategies”. International Journal of Engine Research, Advance
online publication, (2020). issn: 20413149. doi: 10.1177/146808741
9894804

[3] F. J. Arnau, J.Martín, P. Piqueras, andÁ.Auñón. “Effect of the exhaust
thermal insulation on the engine efficiency and the exhaust temper-
ature under transient conditions”. International Journal of Engine Re-
search, Advance online publication, (2020). doi: 10.1177/14680874209
61206

[4] J. R. Serrano, F. J. Arnau, J. Martín, and Á. Auñón. “Development of
a Variable Valve Actuation Control to Improve Diesel Oxidation Cat-
alyst Efficiency and Emissions in a Light Duty Diesel Engine”. Ener-
gies, 13 (17), (2020), p. 4561. doi: 10.3390/en13174561

xi

https://doi.org/10.4271/2018-01-1413
https://doi.org/10.1177/1468087419894804
https://doi.org/10.1177/1468087419894804
https://doi.org/10.1177/1468087420961206
https://doi.org/10.1177/1468087420961206
https://doi.org/10.3390/en13174561


Division of work between authors

This thesis is based on the papers mentioned above, whose author sig-
natures are in order of seniority. The author of this thesis was responsible
of preparing and running the simulations required for this work and post-
processing of the simulation and test benchdata. Debugging tasks and code
implementation of the condensationmodel presented in chapter 2 and cam
valveactuators in chapter4were carriedoutunder supervisionofDr. Arnau.
The methodologies, main research strategies and results discussion were
performed in collaboration with Dr. Arnau, Dr. Martín and Prof. Serrano.

Funding acknowledgements

The author wishes to acknowledge the financial support received
through the FPI S2 2018 1048 grant of Programa de Apoyo para la Investi-
gación y Desarrollo (PAID) of Universitat Politècnica de València.

xii



Acknowledgments

First of all, I wish to thanks my supervisor Dr. Francisco José Arnau
Martínez for his mentoring and patience, specially during the last months.
Special thanks also for the professors who were directly or indirectly in-
volved in this research: Prof. José Ramon Serrano, Dr. Jaime Martín, Dr.
Benjamín Plá, Dr. Pedro Piqueras, Dr. Luis Miguel García-Cuevas and Dr.
Javier López. I want to extend my gratitude to Juan Antonio López for car-
rying on the experimental tests and all themembers of CMT-Motores Tér-
micos, those including researchers I worked with, professors, technicians
and administration staff—specially Amparo Cutillas for her dedication and
patience.

I would like to also thank Dr. Héctor Climent, who not only was the first
CMT professor I met during my studies, but the person who guide my final
degree project and introducedme to the research environment.

Of course, I wish to thank my folks at the office in order of seniority:
Artem Dombrovsky, Alberto Hernández, Manuel Hernández, Daniel Tarí,
Ausiàs Moratal, Pablo Soler, Chaitanya Patil, Julián Miguel and Francisco
Moya. Thank you for turning the office into a small family.

I would like to address a few words to the special friends I made during
the period of the thesis outsidemy department. Thanks Raquel for becom-
ing like a sister to me. Thanks Jéssica for your sweetness and your little
wordswhen I needed themmost. Thanks Verónica for teachingme that our
friendship continues even over the longest distance, as in an escape room
that fortunately never ends. Thanks Aysha for your true friendship and for
every Friday afternoon. And finally, thanks to the fabulous Silvia for letting
me know you as you are and for all the time we have spent during the last
two years. I hopewe can enjoymore hiking andmore experiences together.

And heartily, to my mother and family for their support, sacrifice and
because I amwho I am now because of you.

Valencia, December 2020

xiii





“[A]nd do the other things, not because
they are easy, but because they are hard;
because that goal will serve to organize

and measure the best of our energies and
skills.”

—John F. Kennedy





Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Chapter 1 References . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Engine and experimental method 13

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Reference engine . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Test cell description . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.4 Driving cycle test procedure . . . . . . . . . . . . . . . . . . . . 23

2.5 Data analysis procedure . . . . . . . . . . . . . . . . . . . . . . 25

2.5.1 Pollutant emissions calculation . . . . . . . . . . . . . . . 25

2.5.2 Test repeatability and uncertainty . . . . . . . . . . . . . 27

2.6 Experimental campaign . . . . . . . . . . . . . . . . . . . . . . . 29

Chapter 2 References . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3 Development of a virtual engine model 37

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2.1 Gas dynamics model . . . . . . . . . . . . . . . . . . . . . . 42

3.2.1.1 Boundary conditions . . . . . . . . . . . . . . . . . . . . 46

3.2.1.2 Heat transfer at pipes . . . . . . . . . . . . . . . . . . . 48

3.2.1.3 Turbocharger sub-model . . . . . . . . . . . . . . . . . 49

xvii



3.2.1.4 In-cylinder conditions model . . . . . . . . . . . . . . 51

3.2.1.5 Blow-by model . . . . . . . . . . . . . . . . . . . . . . . 53

3.2.1.6 Water condensation model . . . . . . . . . . . . . . . 57

3.2.2 Injection rate model . . . . . . . . . . . . . . . . . . . . . . . 59

3.2.3 Combustion model . . . . . . . . . . . . . . . . . . . . . . . 65

3.2.3.1 Combustion model calibration . . . . . . . . . . . . . 71

3.2.4 Emissions model . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.2.4.1 NOx emissions model . . . . . . . . . . . . . . . . . . . 76

3.2.4.2 Soot, CO and UHC emissions model . . . . . . . . . . 79

3.2.5 After-treatment systems model . . . . . . . . . . . . . . 82

3.2.5.1 After-treatment system lumped model . . . . . . . 83

3.2.5.2 Pressure drop . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.2.5.3 Porous media properties . . . . . . . . . . . . . . . . . 86

3.2.5.4 Filtration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

3.2.5.5 Reaction mechanism . . . . . . . . . . . . . . . . . . . . 87

3.2.5.6 Heat transfer in the after-treatment systems . . . 88

3.2.5.7 After-treatment model calibration . . . . . . . . . . 89

3.2.6 Heat transfer model . . . . . . . . . . . . . . . . . . . . . . . 94

3.2.6.1 In-cylinder heat transfer model calibration . . . . 98

3.2.7 Thermo-hydraulic model . . . . . . . . . . . . . . . . . . . 100

3.2.8 Mechanical losses model . . . . . . . . . . . . . . . . . . . 104

3.2.8.1 Mechanical losses model calibration . . . . . . . . . 105

3.2.9 Control, vehicle and driver models . . . . . . . . . . . . . 108

3.3 Validation of the virtual engine model . . . . . . . . . . . . . 113

3.3.1 Validation of the turbocharger model . . . . . . . . . . . 113



3.3.2 Validation of the after-treatment systems model . . 115

3.3.3 Validation of the complete virtual engine model . . . 117

3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

Chapter 3 References . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

4 Exhaust thermal management bymeans of VVT
strategies 139

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

4.1.1 Valve events of a four-stroke engine . . . . . . . . . . . 143

4.1.2 Variable valve timing strategies . . . . . . . . . . . . . . . 143

4.1.2.1 Modifying intake valve opening (IVO) . . . . . . . . 144

4.1.2.2 Modifying intake valve closing (IVC) . . . . . . . . . 145

4.1.2.3 Modifying exhaust valve opening (EVO) . . . . . . . 147

4.1.2.4 Modifying exhaust valve closing (EVC) . . . . . . . . 147

4.1.2.5 Valve lift actuation . . . . . . . . . . . . . . . . . . . . . 148

4.2 Model description . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.3 Variable valve timing methodology . . . . . . . . . . . . . . . 150

4.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . 154

4.4.1 Steady-state analysis . . . . . . . . . . . . . . . . . . . . . . 154

4.4.2 Transient analysis . . . . . . . . . . . . . . . . . . . . . . . . 168

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Chapter 4 References . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

5 Development of a VVT control to improve DOC
efficiency 189

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

5.2 Model preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 192

5.3 Control system methodology . . . . . . . . . . . . . . . . . . . 194



5.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . 206

5.4.1 Adding DOC light-off temperature in the VVT control.222

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

Chapter 5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

6 Exhaust thermal insulation under transient
conditions 235

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

6.2 Model preparation . . . . . . . . . . . . . . . . . . . . . . . . . . 238

6.3 Exhaust insulation methodology . . . . . . . . . . . . . . . . . 240

6.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . 245

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

Chapter 6 References . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

7 Concluding remarks 267

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

7.2 VVT and thermal insulation comparison . . . . . . . . . . . . 268

7.3 Future works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

Bibliography 279



List of Tables

2.1 Reference engine specifications. . . . . . . . . . . . . . . . . . . . 15

2.2 Test cell instrumentation. . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 Steady-state test for combustionmodel calibration. . . . . . . 30

2.4 Engine and test cell temperatures at transient operating
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.5 Engine and test cell temperatures at steady operating
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1 Fitting constants values of the combustionmodel. . . . . . . . 72

4.1 Variable valve actuation strategies. . . . . . . . . . . . . . . . . . 153

4.2 Simulated steady-state operating points. . . . . . . . . . . . . . 155

5.1 Transient cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

6.1 Thermal insulation cases. . . . . . . . . . . . . . . . . . . . . . . . 242

6.2 Simulation transient conditions. . . . . . . . . . . . . . . . . . . . 245

xxi





List of Figures

1.1 Global anthropogenic greenhouse emissions by sector in 2016.
Total is 49.4 CO2 equivalent gigatonnes. Source: Climate
Watch [8]. Chart: Our World in Data [9]. . . . . . . . . . . . . . . 2

1.2 World surface temperature anomaly [10, 11]. Annual average
temperature from 2010 to 2020 relative to the base period from
1950 to 1980. Data sources: land surface: GHCN-v4, ocean
surface: ERSST-v5. Robinsonmap projection. Gray areas
signify missing data. . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Global car sales by powertrain type, projection up to 2030.
Source: Boston Consulting Group [19]. . . . . . . . . . . . . . . . 5

2.1 Engine layout indicating the pressure, temperature and exhaust
gases measurement points. . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Flame ionisation detection (FID) system sketch. . . . . . . . . . 20

2.3 Chemiluminiscent detector sketch. . . . . . . . . . . . . . . . . . 21

2.4 NEDC andWLTC European driving cycles comparison [25]. . . 23

2.5 Experimentally tested points and the operating points along
the WLTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1 Flow-chart of the virtual engine model (VEMOD)modules. . . 41

3.2 Representation of the real engine and the sub-models in
VEMOD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3 Discretisation of a 1D duct according to the Finite Volume
Method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.4 Gases circuit diagram in VEMOD. . . . . . . . . . . . . . . . . . . 47

3.5 Multiple 1D-1D connection boundary. . . . . . . . . . . . . . . . 48

xxiii



3.6 Scheme of the turbocharger lumped heat transfer model. . . . 51

3.7 Scheme of the blow-bymodel. . . . . . . . . . . . . . . . . . . . . 54

3.8 Blow-bymass flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.9 Pressure in the ring grooves. . . . . . . . . . . . . . . . . . . . . . 56

3.10 Scheme of the variables involved in the water liquid
condensationmodel. . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.11 Boundary conditions of the water condensationmodel test. . . 58

3.12 Liquid water condensed depending on the LP-EGR cooler outlet
temperature and the fuel-air equivalence ratio. . . . . . . . . . 58

3.13 Simulated injection rate. . . . . . . . . . . . . . . . . . . . . . . . . 60

3.14 Injector opening time (A) . . . . . . . . . . . . . . . . . . . . . . . 61

3.15 Maximum injection rate (B) . . . . . . . . . . . . . . . . . . . . . . 62

3.16 Injector closing time (C) . . . . . . . . . . . . . . . . . . . . . . . . 63

3.17 Hydraulic lag (D) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.18 Injection rates for an ET swept at 𝑝inj = 1600 bar . . . . . . . . . 64

3.19 Injection rates for a 𝑝inj swept (400 to 1600 bar) at ET = 2ms. 64

3.20 Effect of the fuel-air equivalence ratio (left) and EGR (right) on
the ignition delay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.21 Accumulated injected and burned fuel masses (quasi-steady
conditions assumption). . . . . . . . . . . . . . . . . . . . . . . . . 70

3.22 Mixing time at the start of the injection for quasi-steady and
transient conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.23 Mixing time at the end of the injection for quasi-steady and
transient conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.24 Accumulated injected and burned fuel masses (quasi-steady +
transient conditions assumption). . . . . . . . . . . . . . . . . . . 71



3.25 Cylinder heat release (J) and pressure (bar) at 1250 rpm for
different loads (13%, 26%, 50%, 76% and 100%). . . . . . . . . 73

3.26 Cylinder heat release (J) and pressure (bar) at 3500 rpm for
different loads (25%, 50%, 75% and 100%). . . . . . . . . . . . 74

3.27 Experimental and simulated IMEP comparison. . . . . . . . . . 75

3.28 NOmodel constant as a function of the excess of oxygen and
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.29NOmass fraction in equilibrium as a function of the excess of
oxygen and temperature. . . . . . . . . . . . . . . . . . . . . . . . 77

3.30 Experimental and simulated NOxmass flow at turbine outlet. 78

3.31 Evolution of the mean squared error for each epoch. . . . . . . 80

3.32 Prediction vs experimental CO emissions. . . . . . . . . . . . . . 81

3.33 Prediction vs experimental UHC emissions. . . . . . . . . . . . . 81

3.34 Prediction vs experimental soot emissions. . . . . . . . . . . . . 82

3.35 Flow-chart of the flow-through lumpedmodel. . . . . . . . . . 84

3.36 Flow-chart of the wall-flow lumpedmodel. . . . . . . . . . . . . 85

3.37 Scheme of the regions of soot regeneration in the wall-flow
particulate filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

3.38 Methodology for the flow-throughmodel calibration. . . . . . 89

3.39 Methodology for the DPFmodel calibration. . . . . . . . . . . . 90

3.40Mass flow prediction (a) and pressure drop coefficient
determination (b) in motoring tests. . . . . . . . . . . . . . . . . 90

3.41 DOC outlet gas temperature (a) and canning surface
temperature (b) at 2500 rpm and engine load steps from 5% to
40%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.42 HC and CO conversion efficiency during thermal stabilisation in
different steady-state operating conditions. . . . . . . . . . . . 92



3.43 DPF response during the soot loading test under steady-state
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3.44DPF response during the active regeneration test under
steady-state conditions. . . . . . . . . . . . . . . . . . . . . . . . . 94

3.45 Fitting constant𝐶w1. . . . . . . . . . . . . . . . . . . . . . . . . . . 98

3.46Flow-chart to determine the uncertainties in motoring
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

3.47 Flow-chart of the thermo-hydraulic circuit model. . . . . . . . 101

3.48Mesh, path and branch sketch in the hydraulic circuits. . . . . 102

3.49Coolant circuit diagram in VEMOD. . . . . . . . . . . . . . . . . . 103

3.50 Oil circuit diagram in VEMOD. . . . . . . . . . . . . . . . . . . . . 103

3.51 Friction and auxiliaries mechanical losses distribution. . . . . 107

3.52 Experimental and simulated brake power comparison. . . . . . 108

3.53 Flow-chart of the main output variables of the control model
imposing test bench data. Rounded boxes correspond to the
final actuator values. . . . . . . . . . . . . . . . . . . . . . . . . . . 110

3.54 Flow-chart of the main output variables of the control model
imposing only engine speed and torque or fuel mass. Rounded
boxes correspond to the final actuator values. . . . . . . . . . . 111

3.55 Turbine inlet and outlet temperatures during a load transient at
1250 and 2000 rpm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

3.56HC and CO cumulative emissions over the WLTC. . . . . . . . . 115

3.57 DPF outlet gas temperature (a) and cumulative soot collected
(b) over the WLTC cycle. . . . . . . . . . . . . . . . . . . . . . . . . 116

3.58 Air mass flow during the WLTC at 20 °C room temperature. . . 118

3.59Modelled vs experimental air mass flow during the WLTC at
20 °C room temperature. . . . . . . . . . . . . . . . . . . . . . . . . 118



3.60Compressor outlet (boost) pressure during the WLTC at 20 °C
room temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

3.61 Modelled vs experimental compressor outlet (boost) pressure
during the WLTC at 20 °C room temperature. . . . . . . . . . . . 119

3.62 Brake torque during the WLTC at 20 °C room temperature. . . 120

3.63 Brake torque during the WLTC at −7 °C room temperature. . . 120

3.64Turbine outlet temperature during the WLTC at 20 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.65 Turbine outlet temperature during the WLTC at −7 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.66CO2mass flow during the WLTC at 20 °C room temperature. . 122

3.67 Accumulated CO2mass during the WLTC at 20 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3.68CO2mass flow during the WLTC at −7 °C room temperature. . 123

3.69Accumulated CO2mass during the WLTC at −7 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

3.70 NOxmass flow during the WLTC at 20 °C room temperature. . 124

3.71 Accumulated NOxmass during the WLTC at 20 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.72 NOxmass flow during the WLTC at −7 °C room temperature. . 125

3.73 Accumulated NOxmass during the WLTC at −7 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.74 Oil temperature at engine outlet during the WLTC at 20 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

3.75 Oil temperature at engine outlet during theWLTC at−7 °C room
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126



3.76 Coolant temperature at engine outlet during the WLTC at 20 °C
room temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

3.77 Coolant temperature at engine outlet during the WLTC at −7 °C
room temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

4.1 Four stroke diesel engine P-V diagram (top) and engine timing
diagram (bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.2 Exhaust and intake valve lift profiles for each configuration. . 151

4.3 Steady-state results: BSFC variation vs temperature variation
at DOC inlet. The variation is referred to the baseline camshaft. 158

4.4 Pressure vs volume diagram, 2 bar BMEP at 1500 rpm. . . . . . 160

4.5 Steady-state results: CO2mass fraction at IVC variation vs
specific NOx emissions variation. The variation is referred to
the baseline camshaft. . . . . . . . . . . . . . . . . . . . . . . . . . 163

4.6 EGR and IGR relative difference respect to the baseline, 4 bar
BMEP at 1250 rpm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

4.7 Steady-state results: Air–fuel equivalence ratio (𝜆) variation vs
specific CO emissions variation. The variation is referred to the
baseline camshaft. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

4.8 Time to reach DOC light-off temperature. . . . . . . . . . . . . . 168

4.9 Mass averaged temperature at DOC inlet during the low speed
stage of the WLTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

4.10 Time to reach coolant thermostat threshold (80 °C) . . . . . . . 170

4.11 Accumulated fuel consumption over the low speed stage of the
WLTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

4.12 Accumulated combustion NOx emissions over the low speed
stage of the WLTC, difference with respect to the baseline case. 173

4.13 Accumulated combustion CO emissions over the low speed
stage of the WLTC, difference with respect to the baseline case. 174



4.14 Accumulated unburned HC emissions over the low speed stage
of the WLTC, difference with respect to the baseline case. . . . 174

4.15 Accumulated combustion PM (soot) emissions over the low
speed stage of the WLTC, difference with respect to the baseline
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175

4.16 Mass averaged temperature at DOC inlet variation (∘C) vs fuel
consumption variation (%) respect to the baseline during the
low speed stage of the WLTC. . . . . . . . . . . . . . . . . . . . . . 176

4.17 NOx accumulated mass variation (∘C) vs fuel consumption
variation (%) respect to the baseline during the low speed stage
of the WLTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

4.18 NOx accumulated mass variation (%) vs mass averaged
temperature at DOC inlet variation (∘C) respect to the baseline
during the low speed stage of the WLTC. . . . . . . . . . . . . . . 177

4.19 CO accumulated mass variation (∘C) vs fuel consumption
variation (%) respect to the baseline during the low speed stage
of the WLTC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

4.20CO accumulated mass variation (%) vs mass averaged
temperature at DOC inlet variation (∘C) respect to the baseline
during the low speed stage of the WLTC. . . . . . . . . . . . . . . 179

5.1 VVT control patented by Madison Finlay, 1968. . . . . . . . . . . 190

5.2 Valve profile parameters that can be modified in runtime. . . . 192

5.3 EP+IP and EVrO control blocks. . . . . . . . . . . . . . . . . . . . . 193

5.4 Exhaust and intake valve lift profiles for each case. . . . . . . . 196

5.5 Methodology flow-chart. . . . . . . . . . . . . . . . . . . . . . . . 197

5.6 Discarded and stored steady-state simulations applying EP + IP
with an intake delay/exhaust advance of 20 and 60 CAD in 2 and
4 valves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199



5.7 Discarded and stored steady-state simulations applying EVrO
with different exhaust opening, duration and lift. . . . . . . . . 200

5.8 EP+IP angular shift and turbine outlet temperature for Case 1. 201

5.9 EP+IP angular shift and turbine outlet temperature for Case 2. 202

5.10 EP+IP angular shift and turbine outlet temperature for Case 3. 202

5.11 EVrO parameters maps and turbine outlet temperature for Case
4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

5.12 EVrO parameters maps and turbine outlet temperature for Case
5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

5.13 WLTC temperature at turbine outlet. . . . . . . . . . . . . . . . . 207

5.14 Time above a certain temperature at turbine outlet. . . . . . . . 208

5.15 WLTC DOC outlet temperature. . . . . . . . . . . . . . . . . . . . . 209

5.16 WLTC exhaust advance and intake delay. . . . . . . . . . . . . . 210

5.17 WLTC EVrO opening, duration and lift. . . . . . . . . . . . . . . . 210

5.18 WLTC HC accumulated conversion efficiency. . . . . . . . . . . 212

5.19 WLTC CO accumulated conversion efficiency. . . . . . . . . . . . 212

5.20WLTC NOx accumulated mass. . . . . . . . . . . . . . . . . . . . . 213

5.21 Time to reach DOC light-off temperature, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

5.22 Time to reach coolant thermostat threshold, engine start at
20 °C ambient temperature. Percentage variation compared to
the baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

5.23 Accumulated fuel consumption, engine start at 20 °C ambient
temperature. Percentage variation compared to the baseline
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216



5.24Accumulated tailpipe NOx emissions, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

5.25 Accumulated CO emissions at DOC outlet, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

5.26Accumulated HC emissions at DOC outlet, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

5.27 Fuel consumption variation (%) versus CO accumulated mass
variation (%) trade-offs during the low speed stage of the
WLTC, variations with respect to the baseline. . . . . . . . . . . 220

5.28 Fuel consumption variation (%) versus HC accumulated mass
variation (%) trade-offs during the low speed stage of the
WLTC, variations with respect to the baseline. . . . . . . . . . . 221

5.29WLTC DOC outlet temperature. . . . . . . . . . . . . . . . . . . . . 223

5.30WLTC exhaust advance and intake delay. . . . . . . . . . . . . . 224

5.31 Accumulated fuel consumption, engine start at 20 °C ambient
temperature. Percentage variation compared to the baseline
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

5.32 Accumulated tailpipe NOx emissions, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

5.33 Accumulated CO emissions at DOC outlet, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

5.34 Accumulated HC emissions at DOC outlet, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227



6.1 Engine layout with the exhaust components which have been
thermally insulated. . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

6.2 Accumulated turbocharger heat to ambient and heat to oil over
the WLTC at 20°C room temperature. . . . . . . . . . . . . . . . . 243

6.3 Turbocharger temperatures of the baseline engine exhaust and
the EM + TE case over the WLTC at 20°C room temperature. . 244

6.4 WLTC accumulated gas enthalpy at turbine outlet, difference
respect to the baseline case. . . . . . . . . . . . . . . . . . . . . . . 247

6.5 Coolant temperature at engine outlet over the WLTC transient
cycle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

6.6 LP-EGR and HP-EGR activation at ambient and cold
conditions, respectively. . . . . . . . . . . . . . . . . . . . . . . . . 249

6.7 WLTC CO accumulated emissions variation downstream the
after-treatment system. . . . . . . . . . . . . . . . . . . . . . . . . 250

6.8 WLTC CO accumulated conversion efficiency. . . . . . . . . . . . 251

6.9 WLTC HC accumulated emissions variation downstream the
after-treatment system. . . . . . . . . . . . . . . . . . . . . . . . . 253

6.10 WLTC HC accumulated conversion efficiency. . . . . . . . . . . 254

6.11 Time to reach light-off temperature and warm-up time when
simulating the WLTC transient cycle. . . . . . . . . . . . . . . . . 256

6.12 Accumulated fuel consumption, CO and HC emissions versus
accumulated exhaust enthalpy. Variations compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

6.13 Accumulated pumping losses variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

7.1 Turbine outlet temperature, WLTC at a room temperature of
20 °C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270



7.2 Time above a certain temperature at turbine outlet considering
the low speed stage of the WLTC, room temperature of 20 °C. . 271

7.3 Time to reach DOC light-off temperature, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

7.4 Accumulated fuel consumption, engine start at 20 °C ambient
temperature. Percentage variation compared to the baseline
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

7.5 Accumulated tailpipe NOx emissions, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273

7.6 Accumulated CO emissions at DOC outlet, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274

7.7 Accumulated HC emissions at DOC outlet, engine start at 20 °C
ambient temperature. Percentage variation compared to the
baseline case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274





List of symbols

Latin characters
𝐴 Area

𝑎 Speed of sound

𝐶 Courant number

𝐷 Diameter

𝑑 Distance

𝑒 Specific internal energy

𝑒𝑡 Specific total internal energy

𝑓 Pipe wall friction factor

ℎ Heat transfer coefficient, specific enthalpy, head loss, Plank constant

ℎ0 Specific stagnation enthalpy

𝐼 Moment of inertia

𝑘 Thermal conductivity

𝐿 Characteristic length

𝑀 Torque

𝑚 Mass, test repetition, median of a population

𝑚̇ Mass flow

𝑁 Engine speed

𝑛 Test measurement points

𝑁𝑢 Nusselt number

𝑃 Power

𝑝 Pressure

𝑃𝑟 Prandt number

𝑞 Specific heat

𝑄 Heat

xxxv



𝑅 Ideal gas constant

𝑅2 Coefficient of determination

𝑟 Radius

𝑅𝑒 Reynolds number

𝑆 Surface

𝑇 Temperature

𝑡 Time

𝑌 Mass fraction

𝑈 Internal energy

𝑢 Flow speed

𝑉 Cell volume

𝑉̇ Volumetric flow

𝑣 Specific volume, vehicle speed

𝑊 Work

𝑍 Gearbox ratio

Greek characters
𝛼 Angular acceleration

𝛾 Specific heat capacities ratio or adiabatic index

Δ Interval, difference

𝜖 Error

𝜂 Efficiency

𝜆 Air–fuel equivalence ratio

𝜇 Dynamic viscosity, friction coefficient, mean of a population

𝜈 Wave frequency

𝜌 Density

𝜎 Standard deviation of a population

𝜙 Fuel-air equivalence ratio

xxxvi



𝜔 Rotational speed

Sub- and Superscripts
a Auxiliaries

accum Accumulated

avg Average

b Brake

base Baseline

bb Blow-by

conf Configuration

cyl Cylinder

eff Effective

exp Experiment

fr Friction

g Gas

gb Gearbox

i Cell number, parcel, indicated

in Inlet

inj Injection

int Internal

max Maximum

min Minimum

mod Model

n Chemical specie

out Outlet

p Pumping

t Total

w Cell wall

xxxvii



Acronyms
0D Zero-dimensional

1D One-dimensional

AAN Artificial neural network

ACT Apparent combustion time

BDC Bottom dead centre

BMEP Break mean effective pressure

BSFC Break specific fuel consumption

CA Crank angle

CFD Computational fluid dynamics

CFL Courant-Friedrichs-Lewy

CI Compression ignited

CLD Chemiluminiscence detection

CO Carbonmonoxide

CO2 Carbon dioxide

CR Compression ratio

DI Direct injection

DOC Diesel oxidation catalyst

DOHC Double overhead camshaft

DPF Diesel particle filter

EATS Exhaust after-treatment system

ECU Engine control unit

EGR Exhaust gas recirculation

ET Energization time

EVC Exhaust valve closing

EVO Exhaust valve opening

xxxviii



EVrO Exhaust valve re-opening

FAR Fuel-air ratio

FID Flame ionization detection

FVM Finite volumemethod

HC Hydrocarbons

HCCI Homogeneous charge compression ignition

HRR Heat release rate

HSDI High speed direct injection

HP-EGR High pressure exhaust gas recirculation

ID Ignition delay

IGR Internal gas recirculation

IMEP Indicated mean effective pressure

LNT Lean NOx trap

LP-EGR Low pressure exhaust gas recirculation

MPD Magneto-pneumatic detector

MUSCL Monotone upstream-centred scheme for conservation laws

NDIR Non-dispersive infrared

NEDC New European driving cycle

NIST National Institute of Standards and Technology

NO Nitrogenmonoxide

NOx Nitrogen oxides

PLC Programmable logic computer

PM Particle matter

RCCI Reactivity controlled compression ignition

RDE Real driving emissions

RTD Resistance temperature detector

SCR Selective catalytic reduction

xxxix



SI Spark ignited

SMAPE Symmetric mean average percent error

SOC Start of combustion

SOE Start of energization

SOI Start of injection

PM Particle matter

TBC Thermal barrier coating

TDC Top dead centre

UHC Unburned hydrocarbons

VEMOD Virtual Engine Model

VGT Variable geometry turbine

VVA Variable valve actuation

VVT Variable valve timing

WCAC Water charge air cooler

WHO World Health Organisation

WLTC Worldwide harmonized light-duty vehicles test cycle

YSZ Yttria-stabilised zirconia

xl



Chapter 1

Introduction

Contents

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

Chapter 1 References . . . . . . . . . . . . . . . . . . . . . . . . . 9

Page 1



Chapter 1 | Introduction

1.1 Motivation

During the last years, the economic growth of China and India has in-
creased the global car sales up to a maximum record of 92 million units in
2018 [5]. This continuous rise in energy and transport demand has turned
into a major threat to the environment and biosphere, leading even to an
aggravation of the climate change [6, 7]. Transportation activities were re-
sponsible of 16.2 % of the global anthropogenic greenhouse emissions [8],
as it is shown in Figure 1.1, and 11.9 % were due to road transport; which in
fact were originated by internal combustion engines.

Figure 1.1: Global anthropogenic greenhouse emissions by sector in 2016. Total is 49.4
CO2 equivalent gigatonnes. Source: Climate Watch [8]. Chart: Our World in Data [9].
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1.1 | Motivation

The increase of greenhouse gases concentration, such as CO2, CH4 and
N2O, is leading to a temperature rise process known as global warming.
The effect of this temperature rise in illustrated in Figure 1.2. The average
temperature variation of the Earth surface during the last 10 years (2010-
2020) is compared to a reference period (1951-1980). The comparison of
the average temperatures results in an increment of 0.82 °C. As it can be
seen in the map, the temperature increment is widespread throughout the
planet. The hottest areas are located in land regions of the north hemi-
sphere. The higher temperature increase in the north hemisphere com-
pared to the south is because of the larger areas of land. Since water heat
capacity is higher than ground, water temperature increase is lower.

4.1 4.0 2.0 1.0 0.5 0.2 0.2 0.5 1.0 2.0 4.0 4.1

    Nov-Oct 2010-2020         L-OTI( ◦C) Anomaly vs 1951-1980                         0.82

Figure 1.2: World surface temperature anomaly [10, 11]. Annual average temperature from
2010 to 2020 relative to the base period from 1950 to 1980. Data sources: land surface:
GHCN-v4, ocean surface: ERSST-v5. Robinson map projection. Gray areas signify missing
data.

With the aim of reducing greenhouse emissions of the automotive sec-
tor, all major economic areas of the world have been adopting strict emis-
sions targets. With regard to European Union, regulation policies establish

Page 3



Chapter 1 | Introduction

a CO2 target of 95 g/km and 147 g/km for passenger cars and light duty ve-
hicles respectively before 2021. From 2021 these emissions targets will be
based on the new type approval cycle, theworldwide harmonised light duty
vehicle test procedure (WLTP), in substitution of the previous new Euro-
pean driving cycle (NEDC). For 2025, Regulation (EU) 2019/631 [12] states
that new vehicles must meet a target 15% lower than in 2021, and for 2030
passenger carsmust face a target 37.5% lower than in 2021; while light duty
commercial vehicles will face a limit of 31 %.

However, not only the increase in CO2 emissions is a global concern. Lo-
cal pollution originated from industrial and transportation activities is an-
other issue in dense populated areas. According to the last Eurobarometer,
prior to the COVID outbreak, air quality and climate change was the sec-
ond major concern of Europeans, right after immigration [13]. Moreover,
80% of Europeans would like every new trade agreement concluded by the
EU to include the highest environmental and social standards [14]. Accord-
ing to theWorldHealthOrganisation (WHO) [15], exposure to air pollutants
may affect human health in several ways, leading to increased mortality
and morbidity. Currently, air pollution is the largest environmental risk
factor in the world. High number of air pollutants are associated with sig-
nificant excess mortality or morbidity, including nitrogen oxides, ozone,
carbonmonoxide, sulphur dioxides and fine particle matter.

In this regard, governments around the world are taking measures to
restrict urban traffic in dense populated cities. In EU, the in force Direc-
tive 2008/50/EC [16] urges member states to monitor the concentration of
these mentioned pollutants and take measures to not exceed the limits es-
tablished by law. Accordingly, some cities are applying restrictions to the
traffic in urban areas, such as Paris [17], where at least Euro 4 diesel and
Euro 2 petrol light duty vehicles are allowed to access urban area. Further-
more, a diesel ban for all vehicles is scheduled to come into force by 2024 in
this city [18].

In order to reduce the fleet average CO2 emissions during the following
years, the powertrain electrification of the future vehicles is a must. As in-
dicated in Figure 1.3, according to a study by Boston Consulting Group [19],
in the next years there will be a vehicle fleet decrease in purely powered by
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petrol anddiesel, in favourofhybrid (HEV),plug-inhybrid (PHEV)andmild
hybrid (MHEV) vehicles. As the total cost of ownership (TCO) of the battery
electric vehicles (BEV) is predicted to go down over the next years, due to
the development of new batteries and the commitment of the largest car
manufacturers in this type of propulsion technology [20, 21], an increase in
the adoption of battery electric vehicles is forecasted from the second half
of this decade. So the expected future in the next fewyears is amixed trans-
portation system,where engine technologywill be spreaddependingon the
autonomy requirements of transport.

Figure 1.3: Global car sales by powertrain type, projection up to 2030. Source: Boston
Consulting Group [19].

Regarding engine modelling, it has become an essential part in the de-
sign of internal combustion vehicles, allowing a significant reduction in
terms of development time and cost. Computational simulation has re-
placed previous design methodologies such as prototype manufacturing
and trial-and-error tests. One-dimensional gas dynamicsmodels are used
widely in engine design since they offer results with good precision at a re-
duced computational cost, thereby hastening the process of developing and
optimising solutions. Currently and in the coming years, with the widely
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electrificationof the internal combustionengines,modellingengineenergy
management will be of great importance in the design of new powertrains.

1.2 Objective

Themain objective of this thesis is to develop a virtual enginemodel able to
simulate transient operating conditions at different ambient pressure and
temperature conditions. To achieve themajor aimof this thesis, somegoals
needed to be accomplished:

• The individual calibration of the different engine sub-models.

• The integration of these models into the complete engine model and
the validation of it at different operating conditions.

The second objective of this thesis is to employ the engine model to re-
duce the pollutant emissions formed during the combustion process. To
this extent, two methods have been studied to achieve a quicker warm-up
of the after-treatment system, thereby reducing tailpipe pollutant emis-
sions during the engine warm-up:

• One first study analysing the effect of different variable valve timing
technologies with the aim of increasing the exhaust temperature.

• A second study considering the thermal insulation of the exhaust sys-
tem, from the cylinder exhaust ports to the turbine volute, with the
aimof reducingheat losses across these elements andpreserve the en-
thalpy of the exhaust gases.

1.3 Thesis layout

After this introductory chapter, this thesis is organised in the following
manner:
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Chapter 2 presents the reference internal combustion engine on which
the virtual model is based. A description of the test cell and the different
systemsavailable tomeasurepollutant emissions are included in this chap-
ter. The methodology to perform steady-state tests and the type approval
cycle used to test the engine at transient operating conditions is explained
as well in chapter 2.

Thevirtual enginemodel is detailed in chapter 3. Its descriptionhasbeen
divided into different sections concerning each of the sub-models. The
main processes, assumptions and results of each sub-model is described
in its respective section. The calibration procedure of some sub-models is
also detailed, as well as the validation results of the complete enginemodel
under transient conditions of speed and load.

Chapter 4 introduces a study employing the enginemodel detailed in the
previous chapter. The study is centred on analysing the effect of different
variable valve timing approaches in the engine performance, the diesel cat-
alyst efficiency and the pollutant emissions formation.

With the results and conclusions presented in chapter 4, chapter 5
presents an optimisation study of different variable valve timing strategies
to increase the catalyst efficient, and thereby reduce HC and CO emission.
A control system is developed and simulated to maximise the turbine out-
let temperature at any operating point. Chapter 4 also presents the results
of these controlled variable valve timing strategies in transient operating
conditions.

In chapter6, a studyof the effect of the thermal insulationof the exhaust
system is carried out. The same engine model is used to analyze the effect
on the engine and catalyst performance by thermally insulating the engine
exhaust ports, the exhaust manifold and the turbine volute.

Finally, chapter 7 presents a concluding study combining the most ad-
vantageous variable valve timing solutions described in chapter 5 with the
exhaust thermal insulation proposed in chapter 6. The resulting solution
achieves a 40% reduction in HC and CO emissions. Chapter 7 finishes with
some remarks about future studies.
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“A central lesson of science is that to
understand complex issues (or even simple

ones), we must try to free our minds of
dogma and to guarantee the freedom to
publish, to contradict, and to experiment.

Arguments from authority are
unacceptable.”

—Carl Sagan
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Chapter2 | Engine and experimental method

2.1 Introduction

Prior to introducing the gas dynamicsmodel, this chapter introduces the
reference engine inwhich the virtual enginemodel is based. Details regard-
ing the instruments and procedures for the experimental data acquisition
are described in this chapter, so as to detail later the calibration and vali-
dation processes of the sub-models presented in the next Chapter 3.

2.2 Reference engine

The reference engine mentioned in the previous sections and using in the
calibration of some of the VEMOD sub-models is a high speed direct injec-
tion (HSDI) diesel engine. This is a 4-cylinder in-line engine with a total
displacement of 1.6 litres and compliant with EURO-5 emissions regula-
tion.

From the point of view of thermal management, the low pressure EGR
is cooled by a gas-coolant heat exchanger and another cooler, also known
as water charge air cooler (WCAC), cools the intake air to the cylinders. In
order to reduce the warm-up time, the thermostat electrovalve blocks the
coolant flow through the engine block during engine warming. The tur-
bocharger system consists of a radial compressor and a variable geome-
try turbine (VGT). This turbocharger is not cooled by water, but all the heat
coming from the turbine andmechanical losses are dissipated by the lubri-
cating oil and the surrounding ambient. Finally, the after-treatment sys-
tem consists of a close-coupled DOC and DPF brick.

The main specifications of the reference engine are summarised in Ta-
ble 2.1.
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Type EURO 5 HSDI Diesel engine

Displacement 1598 cm3

Stroke 79.5mm
Bore 80mm
Compression ratio 14.5:1
Max. power@ speed 96 kW@ 4000 rpm
Max. torque@ speed 320Nm@ 1750 rpm
Number of valves 4 per cylinder (2 int., 2 exh.)
Number of cylinders 4 in-line
Valvetrain Double overhead camshaft (DOHC)
Fuel delivery Common rail, direct injection
Boosting system Turbocharger with VGT
EGR system HP and cooled LP-EGR
Intake cooling system Water charge air cooler (WCAC)
EAT System Closed-coupled DOC + DPF

Table 2.1: Reference engine specifications.

2.3 Test cell description

In order to perform tests in the reference engine at room temperatures be-
low0°C, a climate test cell is required. The climate test cell inwhich the ref-
erence engine was installed is able to cool the environment down to−15 °C.
Temperature sensitive devices (gas analysers, fuel measurement system,
etc.) where placed outside the climate chamber at constant temperature of
20 °C.

Engine speed and torque are controlled by an electrical dynamometer
to run tests at steady and transient speed and load conditions. The Schenck
dynamometer installed in the test bench is regulatedbasedon the eddy cur-
rent principle and is suitable to test light-duty engines, allowing a torque
up to 400Nmwith a linear accuracy of 0.1%. The engine speed ismeasured
with a Kistler crank-angle encoder type 2613A, able to measure crank an-
gle within an engine speed range from 0 to 20000 rpm with a precision of
+0.02∘. The engine operating point is controlled by using a program inter-
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face developed by Horiba called STARS that communicates the engine dy-
namometer control with the engine pedal sensor and actuator. Electrical
dynamometer torque and speed and pedal position are set by a PID con-
troller working in closed loop. Vehicle speed is converted into an engine
speed target knowing the gear ratio of the simulated vehicle. Then, en-
gine torque is set by means of the electrical dynamometer load that takes
into account the tire-road friction, powertrain transmission losses, aero-
dynamic drag and vehicle mass. The pedal position actuator allows reach-
ing target engine speed as a response to torque variations.

The fuel measurement system used in the test cell consists of an AVL
733S fuel balance. This device measures the fuel mass flow based on the
gravimetric measurement principle. Thus, the fuel consumed is calculated
directly bymeasuring the rate atwhich the fuelmeasuring vesselweigh de-
creases. This vessel is linked to a bending beam, so the deformation (re-
quired to obtain the vessel weigh) is measured by means of a capacitive
displacement sensor. Since the measuring vessel has to be refilled for each
measurement, the fuel ratemeasurement can be considered as a discontin-
uousmeasurementprocedure. Theoperationof the system is automatically
performedby the STARS software, controlling thefilling of the volumeused
tomeasure the fuelmass requiredby theengine. All inall, the fuelmassflow
can bemeasured in a range from0 to 150 kg/hwith an uncertainty of 0.12%
and for fuel temperatures from −10 °C to 70 °C.

The air mass flow admitted by the engine is measured with an ABB
Sensy flow meter FMT700-P. This device relies on the hot-film anemom-
etry principle, which calculates the air mass flow by means of the required
electric current for heating a platinum film resistor. This resistor is main-
tained at a constant overtemperature in relation to another platinum film
within the gas flow. With an already known and constant gas composition,
themass flow can be determined by evaluating the heating current vsmass
flow curve. The flowmeter is able to measure a rate up to 900 kg of air per
hourwith aminimumaccuracy of 0.8% and a response time of 12ms; thus,
it suits the requirements derived from transient tests.

Gas, wall and coolant temperatures across the engine have been mea-
sure by using K-type thermocouples. This kind of thermocouples are used
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widely and suitable thermometry devices in engine research since they
cover a wide range of temperature conditions (3 to 1533 K) with a good pre-
cision: 0.75 % for positive temperatures and 2.2 % for temperatures below
zero. In Figure 2.1, the engine layout and the main pressure and temper-
ature measurement points are sketched. Like in the case of the tempera-
ture measurement, the average pressure in these locations is determined
by PME P40 transmitters, which are able to measure gas pressures up to
400 bar with a linear uncertainty of 0.3 %.

TURBINE

HPEGR

AFTERTREATMENT

LPEGR

DOC DPF

CO2

NOx, HC, CO, CO2, O2

WCAC

DYNAMOMETER

T

T

T

T
T

T
Temperature sensor Pressure sensor

GAS ANALYZERS

T

T

AIR FLOW METER

COMPRESSOR

Figure 2.1: Engine layout indicating the pressure, temperature and exhaust gases mea-
surement points.

In addition to on board engine measurement devices, several measure-
ments were connected to the engine. All laboratory measurements devices
were sampled at 10 Hz and handled by a programmable logic controller
(PLC).

As far as pollutant emissions are concerned, Horiba MEXA-One gas
analyser system was used to determine the concentration of the major ex-
haust pollutant gases. All measurements were obtained in volumetric con-
centration, so emission rates have to be calculated by means of the total
gas mass flow. Moreover, a humidity correction has to be applied to the
gas analyser results since themeasurement is done in dry conditions (NOx,
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CO and CO2). Gas sampling devices comprise several optical techniques
for chemical analysis. In the following lines the main features and phys-
ical principles of the gas sampling techniques are described. More details
about gas analysers operation can be found in the handbook by Adachi and
Nakamura [22]. CO and CO2 concentrations are obtained by means of non-
dispersive infrared (NDIR) spectroscopy. This principle relies on the ab-
sorption spectroscopy: an infrared source emits beams direct to a sampling
gas. According to the Beer-Lambert’s law, the ratio between the transmit-
ted and the incident radiation intensity, known as transmittance, depends
on the concentrations of the attenuating species in the sample. Gas radia-
tion absorbance is governed by a frequency depending absorbance coeffi-
cient specific for each chemical compound. Spectra features intensity, ob-
tained by the Beer-Lambert’s law, at constant pressure, temperature and
absorption length are proportional to the concentration compound. Know-
ing this relation,molar concentrationby chemical specie canbedetermined
by comparing themeasured features with previous calibrated conditions of
the same species where molar concentration is known.

With the measurement of CO2 concentration in both intake and exhaust
manifolds, it is possible to obtain the amount of recirculated exhaust gases
(EGR). EGR is a popular technique widely used in thermal engines to re-
duce NOx emissions. It dilutes the cylinder oxygen concentration by trap-
ping a portion of exhaust gases, thus reducing the combustion rate leading
to lower peak combustion temperature that eventually reduces NOx forma-
tion [23]. The amount of EGR can be quantified by the ratio between the re-
circulated exhaust gasmass flow and the total intakemass flow rate. How-
ever, by applying the species continuity conservation equation between the
intake and the exhaust manifold EGR can be determined in terms of CO2
concentration as shown in Equation 2.1. CO2 is used since is themain prod-
uct of the combustion (nomatters the type of fuel burned) and itsmeasure-
ment ismore reliable than other species whose concentrationmay be hun-
dred times lower. The definition of EGR considers the samemolecularmass
for both fresh and exhaust gasses, which is a wrong assumption. A study of
the influence on considering differentmolecularmasses was carried out by
Vera [24], who found that the error derived from this assumption is below
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0.3 %.

𝐸𝐺𝑅 = 𝑚̇recirculated
𝑚̇air + 𝑚̇recirculated

=
[𝐶𝑂2intake] − [𝐶𝑂2ambient]
[𝐶𝑂2exhaust] − [𝐶𝑂2ambient]

(2.1)

Regardinghydrocarbons (HC) emissions, the techniqueused to compute
these emissions is known as flame ionisation detection (FID). FID is based
on the fact that the combustion of HC in a hydrogen flame generates HC
ions. The FID response is proportional to the number of carbon atoms con-
tained in the sample and is a commonly used technique to account for total
hydrocarbons (THC) contained in the exhaust gas in ppmC units. A sketch
of the FID system is shown in Figure 2.2. The hydrogen flame is created in a
burner nozzle be supplying a fuel gas (H2 or amixture of this withHe or N2)
and combustion air. The sample gas is then introduced in the flame where
HCs in the sample are ionised. An electric potential is applied across the
nozzle to the collector that surrounds the nozzle. Consequently, an electric
current is generated between the nozzle and the collector due to HC ions
within the flame. As commented above, this current is proportional to the
amount of carbon that passes through the flame as HCs, so the THC con-
centration canbedetermined. Usually in engine exhaust gasmeasurements
and due to the fact that the FID sensitivity depends on each HC component,
this sensitivity for each HC is represented by a response factor that indi-
cates the relative sensitivity compared to propane used as calibration gas.
The FID sensitivity depends not only on the concentration and type ofHC in
the sample gas but also on the flow rates of the combustion air and fuel gas.
Fortunately, FID showsnegligible interference form inorganic components
such as CO, CO2, H2O and NO.

Nitrogen oxides (NOx) are usually measured using the chemiluminis-
cence detection (CLD) technique. This technique address any reaction that
involved light emissions and allows determining NO and NO2 concentra-
tions. In Figure 2.3, a simplified scheme of a NO detector using CLD is pre-
sented. In the reactor, the NO sampling gas is oxidised to NO2 by means of
an ozone (O3) injection. This oxidation reaction produces a small fraction
of excited NO2*. As this excited NO2* decays to its ground state, excitation
energy is emitted as photons. This reaction is presented in Equation 2.2,
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Air combus�on stream

Sample gas

Fuel gas (40% H2/He)

Collector

Amplifier

Burner

Figure 2.2: Flame ionisation detection (FID) system sketch.

where h is the Plank constant and 𝜈 is the wave frequency.

𝑁𝑂 + 𝑂3 ⟶ 𝑁𝑂∗
2 + 𝑂2

𝑁𝑂∗
2 ⟶ 𝑁𝑂2 + ℎ𝜈

(2.2)

The luminescence intensity is proportional to the NO amount that re-
acts with O3, therefore, by detecting the intensity with a photodiode it is
possible to determine the NO concentration in the gas sample. In order to
measure NO2 concentration, a converting unit (NOx converter) packedwith
a carbon-based material is located before the photodiode detector to con-
vert NO2 into NO. NO2 in the sample gas is reduced by reacting with carbon
in the NOx converter as explained in Equation 2.3.

𝑁𝑂2 + 𝐶 ⟶ 𝑁𝑂 + 𝐶𝑂
2 𝑁𝑂2 + 𝐶 ⟶ 2 𝑁𝑂 + 𝐶𝑂2

(2.3)
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The output of a CLD with a NOx converter provides total concentration
of NO and NO2 which account for NOx emissions concentration. If two CLD
analysers are used it is possible to obtain NO and NO2 concentrations sep-
arately.

Sample gas

Ozone

Amplifier

Reactor

Exhaust

PhotoDiodeNO

O3

NO2
hν

Output signal

NO2+O2

Figure 2.3: Chemiluminiscent detector sketch.

Oxygen (O2) concentration in the exhaust line is measured by a
magneto-pneumatic detector (MPD)withworks based on the oxygenpara-
magnetic detection. When a gas sample is introduced in a magnetic field,
chemical components with a high magnetic susceptibility, such as O2, are
drawn towards the magnet pole. Hence, the pressure near the magnetic
pole rises in relation to the concentration of drawn components, mainly O2
in the case of a diesel engine. The non-uniform oxygen concentration re-
sults in a pressure difference that leads to the mechanical displacement of
a pressure sensor.

Finally, particle matter (PM) also mentioned as soot in this thesis is
measuredbymeansof anopacimeter. Thisdevice allowsa continuousmea-
surement of exhaust gas opacity. Basically, an exhaust gas sample is passed
through a paper sheet of known thickness and density. The more particle
matter mass in the gas sample, the darker the paper becomes. The opacity
(in percentage) and the light absorption coefficient can bemeasured there-
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fore by quantifying the loss of light intensity through the paper between
a light source and a receiver. In addition, the system response time of 0.1
seconds and the possibility to make measurements upstream and down-
stream of the DPFmakes it suitable for transient load tests measurements.
The particle matter concentration is indirectly obtained empirically based
on the opacity.

Gas analyser sensor locations are detailed in Figure 2.1. It should be
pointed out that, even though exhaust gas concentrations are measured
upstream the after-treatment system (according to the results presented
in subsection 3.3.3), both upstream and downstream measurements were
done for the calibration and results of the after-treatment model (subsec-
tion 3.3.2). All gas sampling lines are heated by electrical resistors to avoid
in-line condensation thatmay alter themeasurements. Pressure and tem-
perature probes are placed so as themeasure is taken in the centre of the gas
flow stream, except those that measure wall temperatures. The intake air
mass flowmeter is previously filter to avoid the inclusion of any dust or dirt
particle. Finally, Table 2.2 summarises all the test cell equipment described
in this section.

Variable Instrument Range Accuracy

Crank angle Kistler encoder type 2613A 0.1-6∘, speed: 1-20 krpm +0.02∘

Torque Schenck dynamometer 0-400 Nm ±0.1%
Gas/wall temp. k-type thermocouple 3-1533 K ±2.2%, 0.75%
Duct pressure PMA Transmitter P40 0-400 bar Linearity 0.3%
Air mass flow ABB flowmeter FMT700-P 0-900 kg/h ±0.8%
Fuel mass flow AVL 733S fuel balance 0-150 kg/h ±0.12%
Coolant flow Krohne 400 Optiflux 4.5-90 L/min ±0.5%
Oil pressure Piezoresistive transducer 0-10 bar ±25mbar
In-cylinder pres. AVL GH13P 0-200 bar Linearity 0.3%
Opacity AVL439 Opacimeter 0-100% 0.01%
CO Horiba MEXA-One (NDIR) 0-5000 ppm, 0-12 vol% 1% Full scale
CO2 Horiba MEXA-One (NDIR) 0-20 vol% 1% Full scale
O2 Horiba MEXA-One (MPD) 0-22 vol% 1% Full scale
THC Horiba MEXA-One (FID) 0-20000 ppmC 1% Full scale
NO/NO2 Horiba MEXA-One (CLD) 0-10000 ppm 1% Full scale

Table 2.2: Test cell instrumentation.
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2.4 Driving cycle test procedure

In the EuropeanUnion, type approval emission tests are required by law for
all new light-duty vehicle models and for the engines used in heavy-duty
vehicles. Since 2017, the new type approval worldwide harmonised light
duty vehicle test cycle (WLTC) substitutes the previous newEuropean driv-
ing cycle (NEDC). A comparison of the dynamic conditions of both cycles is
presented in Figure 2.4. The new type approval differs from the NEDC in
the higher intensity of transient conditions, the longer cycle duration and
the impact of vehicle optional features on the CO2 emissions. Furthermore,
WLTC intends to be a more realistic driving cycle in order to provide real
emissions and consumption data.

Figure 2.4: NEDC and WLTC European driving cycles comparison [25].

Along this thesis, all the engine transient tests and transient simulations
are performed according to theWLTC class 3 cycle. Driving cycles are one of
the main tools that engineers have to analyse engine performance, mainly
from the point of view of engine efficiency and pollutant emissions.

Driving cycles are performed by means of the electric dynamometer.
Engine speed and torque are the engine target variables required to run
driving cycles. This two variables are calculated based on the vehicle speed
and gear ratio defined by the WLTC and the specific features of the vehi-
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cle. The vehicle model used for testing was a typical mid-size car from the
European market. Thus, engine speed (N) is calculated according to Equa-
tion 2.4, where 𝑣 is the vehicle speed,𝐷 is the car wheel diameter and𝑍 is
the gearbox ratio.

𝑁 = 𝑣
𝜋 ⋅ 𝐷 ⋅ 𝑍 (2.4)

The engine power (P) is calculated in Equation 2.5 from the increase
of vehicle kinetic energy, the road friction power losses (𝑃road), the in-
ertia of the powertrain transmission and car wheel (𝐼), the road aerody-
namic power losses (𝑃aerodynamic) and themechanical efficiency of the gear-
box (𝜂gb).

𝑃 = (
𝑚
2 ⋅ (𝑣2

𝑡+1 − 𝑣2
𝑡 )

𝑡 + 𝐼 ⋅ 𝛼 + 𝑃road + 𝑃aerodynamic) ⋅ 1
𝜂gb

(2.5)

The first term of the sum (𝑚/2 ⋅ (𝑣2
𝑡+1 − 𝑣2

𝑡 )) represents the variation of
kinetic energy of the vehicle. In case of no variation in the vehicle veloc-
ity, the required power is only owing to the road, transmission and aero-
dynamic frictional losses since they are vehicle speed dependent. At this
point, engine torque (M) can be calculated according to Equation 2.6.

𝑀 = 𝑃
2 ⋅ 𝜋 ⋅ 𝑁 (2.6)

As brieflymentioned in section 2.3, the output signal of a PID controller
handles the engine pedal position to reach the target engine speed. For an
specific gear ratio, when the load torque is increased by the dynamometer,
engine speed falls down. So as to avoid the speed down, the position of the
pedal actuator varies to increase the injected fuel rate and reach the speed
target.

After a driving cycle test, a common procedure is to regenerate the DPF
by applyinghigh engine loads duringhalf anhour. This operating condition
increases the exhaust temperature and burns the particle matters deposits
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in the particle filter. The pressure drop across the DPF is monitored, so the
regeneration process is ensured.

2.5 Data analysis procedure

This section describes the procedure carried out for data analysis. On one
hand, the calculation of the pollutant emissions rates from their raw con-
centrations has to be explained. On the other hand, the experimental test
repeatability is analysed in terms of sampling standard deviation. Process
variabilities are caused by inherent and random instabilities of a process.
In order to detect biased test outcomes, an outlier detection procedure de-
signed for relatively low amount of available samples is proposed.

2.5.1 Pollutant emissions calculation

The measurement of the exhaust gas concentrations involves a delay be-
tween thesemeasurements andother engine variables suchas engine speed
or air and fuel mass flows [26]. This particular delay is due to two reasons.
On one hand, the delay necessary to analyse the gas sample and this de-
lay depends on each chemical specie and the technique used to measure its
concentration. On the other hand, the distance between the point where
the sample is collected and the gas analyser device results in a delay defined
this length and the gas velocity. The gas velocity through the sample pipes
is produced by the vacuum pressure generated by the gas analyser pump,
which remains constant during the whole cycle. Some authors have imple-
mentedphysical behaviourmodels toaccount for thisdelay [26]whileother
authors analyse the delay by correlation methods comparing the pollutant
measurement with other related variables like engine speed and air mass
flow rate [27]. In the work presented in this thesis a correlation method is
used based on the convolution between pollutants and air mass flow sig-
nals [28]. Convolution is a mathematical operation (Equation 2.7) on two
functions (𝑝 and𝑚) that produces a third function (𝑝 ∗ 𝑚) that expresses
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how the shape of one is modified by the other.

(𝑝 ∗ 𝑚)(𝑡) ≜ ∫+∞
−∞ 𝑝(𝜏) ⋅ 𝑚(𝑡 − 𝜏)d𝜏 (2.7)

Where 𝑝(𝑡) and 𝑚(𝑡) are the pollutant and air mass flow signals in the
time domain and 𝜏 is a dummy variable. Equation 2.8 presents the convo-
lution of two functions in case they are finite discrete signals (which is the
case of a measured signal in the test cell), where 𝑛 is any point of the dis-
crete signal and 𝑛 is a shift coefficient.

(𝑝 ∗ 𝑚)[𝑛] =
+∞
∑

𝑖=−∞
𝑝[𝑖] ⋅ 𝑚[𝑛 − 𝑖] (2.8)

The point where the convolution function is maximum indicates the
mismatchdelaybetween signals thatmust be corrected to synchronise both
measurements. Emissions mass flow rate are calculated using the pollu-
tant concentrations and the air and fuelmass flow rates according to Equa-
tion 2.9, where𝑀pollutant and𝑀air are themolecularmasses of the pollutant
and the air respectively and 𝐶∗

pollutant is the corrected pollutant concentra-
tion.

𝑚̇pollutant =
𝑀pollutant

𝑀air
⋅ (𝑚̇air + 𝑚̇fuel) ⋅ 𝐶∗

pollutant (2.9)

Species concentrations that aremeasured indrybasis—NOx, COandCO2
in this case due to the gas analyser used and described in section 2.3—have
to be corrected in order to take into account the exhaust gas water vapour
content. Pollutant emissions have been corrected according to European
Commission Directive 2005/55/EC [29] and included in the in force regula-
tion (EC) No 595/2009.
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2.5.2 Test repeatability and uncertainty

Partof theerror that affects the resultsobtained in the test cell aredue to the
uncertainties of the measurement devices indicated in Table 2.2. In addi-
tion to this error, engine performance and boundary test conditions vari-
ability also affect the measurements. Beyond the accuracy of the engine
actuators and sensors, a variability is presented when the same test is per-
formed several times. Repeatability is defined by the U.S. National Institute
of Standards and Technology (NIST) as the ability to repeat an assessment
in the future, in amanner that is consistent with, and hence comparable to,
prior assessments. Repeatability condition include:

• The samemeasurement procedure.

• The same observer.

• The samemeasuring instrument and used under the same conditions.

• The same location.

• Repetition over a short period of time.

According to such conditions, a procedure for anomalous results detec-
tionwas defined to quantify the natural variability of the process [30]. This
procedure is divided in two parts. The first part calculates the weighted av-
erage of the relative error of test variables. This relative error is weighted
accounting for the instantaneous variablemeasurementmagnitude. Equa-
tion 2.10 defines this weighted relative error and a discrete approximation
according to Riemann sum in the right side where 𝑥̄ is the instantaneous
measured average variable, ̄𝛽 is the instantaneous average relative error of
each variable (both obtained from the average of several repetitions of the
same test) and n is the number of test measurements points.

𝜖 =
∫𝑡

0 ̄𝛽(𝑡) ⋅ 𝑥̄(𝑡)d𝑡

∫𝑡
0 𝑥̄(𝑡)d𝑡

≈

𝑖=𝑛
∑

𝑖=0
̄𝛽(𝑡) ⋅ 𝑥̄𝑖

𝑖=𝑛
∑

𝑖=0
𝑥̄𝑖

(2.10)
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The instantaneous average relative error ( ̄𝛽) is calculated as indicated in
Equation 2.11, wherem is the number of test repetitions by case and𝛼 is the
instantaneous relative error of each test repetition defined in Equation 2.12,
where 𝑥 is the variable under study during the j test repetition.

̄𝛽 = 1
𝑚 ⋅ ∫

𝑗=𝑚

𝑗=0
𝛼𝑗 (2.11)

𝛼𝑗 =
|𝑥𝑗 − 𝑥̄|

𝑥̄ (2.12)

The error definition in Equation 2.10 expressed how high is the disper-
sion of the entire tests set related to the averaged variable value. Measured
variables, such as pipe/manifold pressures and temperatures, fuel and air
mass flows, engine speed and torque show a relative error (𝜖) lower than
5%. The second part of the outlier detection method concerns the pollu-
tant emissions variability. Since pollutants emissions variation between
test repetitions canbehigh compared to the rest of the test variables [31], an
additional analysisbasedoncumulative emissions insteadof instantaneous
measurements is applied. A threshold value is considered to discriminate
atypical measurements when the distance between the pollutant mass and
the closest quartile is higher than 1.5 times the interquartile range. More-
over, the existence of extreme values is studied though the comparison of
the mean and median of the data set. In case of adding an anomalous test
in a sample, the median remains with low variations while the mean is
strongly modified. The comparison between median and mean is charac-
terised by the ratio of the absolute difference between themedian andmean
dividedby themedianof the data set as shown inEquation2.13, where𝑆𝐾 is
the median-mean skewness coefficient,𝑚 and 𝜇 are the pollutant median
andmean between the test respectively.

𝑆𝐾 (%) = |𝑚 − 𝜇|
𝑚 ⋅ 100 (2.13)

This skewness coefficient measures the central tendency of the data set
distribution. Considering the experimental variability as a symmetric dis-
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tribution, the higher this coefficient, the skewed the data set because of the
presence of an outlier. A threshold value of 4% for this coefficient has been
used to consider a measurement as an atypical one.

Once the absence of outliers is ensured, mean results are obtained by
averaging the dataset of each test type. For small dataset size, lower than
10, the standard deviation (𝜎) can be inferred from the population range as
indicated in Equation 2.14.

𝜎 = 𝑅
𝑑2,𝑛 ⋅ √𝑛 (2.14)

Where 𝑅 is the population range, 𝑑2,𝑛 is the control limit factor and 𝑛
is the population size. In the experimental tests performed for this thesis,
three repetitions of each testwere carried out, both for the steady-state and
transient operating conditions tests.

2.6 Experimental campaign

In previous sections, the calibration results of the main sub-models in-
tegrated in VEMOD were discussed. The complete engine model has been
validated in steady and transient operating conditions. The engine oper-
ating points considered for the calibration of the virtual engine are those
enumerated in Table 2.3 and vary from low to high engine speed and from
low to high load with the aim of covering a wide range of the engine map
and testing points belonging the WLTP cycle. These points are presented
as well in Figure 2.5 for the sake of clarity. Thementioned figure shows the
operating points of the entireWLTCas blue dots and themeasured points in
steady-state conditions, where those measured with the engine under hot
operating conditions are depicted with a red dot • and those carried out at
−7 °C are depicted with a green ring ∘. As indicated in Table 2.4, hot op-
erating conditions refers to a test cell temperature of 20 °C and an engine
coolant temperature around 80 °C (standard operating temperature), while
cold conditions means that the test cell temperature is −7 °C. As it can be
observed by Figure 2.5, the experimentallymeasured points intend to cover
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Engine speed [rpm] load [%]

850 idle
1000 21, 44, 66, 88
1250 13, 26, 50, 76, 100
1500 11, 25*, 50, 75*, 100
2500 25, 50, 75, 100
3500 25*, 50, 75, 100

* both hot and cold tests were performed.

Table 2.3: Steady-state test for combustion model calibration.

Conditions Engine temp. Test cell temp.

Warm already warm (≈ 80°C) 20°C
Cold already warm (≈ 80°C) −7°C

Table 2.4: Engine and test cell temperatures at transient operating conditions.

the complete operating map of the engine, emphasising the range covered
by the WLTC cycle.

To validate the engine in transient conditions of speed and load, experi-
mental tests were performed in three different environment temperatures:
cold engine start and a test cell temperature of 20 °C, cold engine start and a
test cell temperature of−7 °C, and a third environment in which the engine
is alreadywarmand the test cell temperature is 20 °C. Table 2.5 summarises
this three temperature conditions that are hereafter used in this thesis.

The transient test reproduced in the test bench is theWLTC class 3 cycle.
This type approval cycle is divided in four stages according to the average

Conditions Engine temp. Test cell temp.

Warm already warm (≈ 80°C) 20°C
Ambient cold start at 20°C 20°C
Cold cold start at 80°C −7°C

Table 2.5: Engine and test cell temperatures at steady operating conditions.
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Figure 2.5: Experimentally tested points and the operating points along the WLTC.

vehicle speed during these stages (low, medium, high and extra high). The
procedure of how the transient test is carried out is explained in section 2.4.
The data analysis presented in section 2.5 is applicable to both steady and
transient tests. In this way, three repetitions of each test were performed
in the same test cell and keeping all the test repeatability precepts.
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“All things are hidden, obscure and
debatable if the cause of the phenomena is

unknown, but everything is clear if its
cause be known.”

—Louis Pasteur
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3.1 Introduction

The virtual engine model presented in this thesis is part of a series of
continuous improvements of a complete one-dimensional (1D) wave ac-
tionmodel [32] developed in the research institute CMT-Motores Térmicos
(hereafter CMT) of the Universitat Politècnica de València (UPV).

The program was conceived by Corberán in 1984 [33] by using the
method of characteristics to solve hyperbolic partial differential equations
systems and based on the formulation and postulates exposed by Ben-
son [34]. In successive improvements, the method of characteristics was
substitutedby a faster and less diffusivefinite difference scheme. Desantes,
Chust and Llorens [35] carried out a comparative study in 1993, where dif-
ferent schemes were tested. The conclusion was that the most suitable
schemes to solve the compressible flow through the engine pipes were two
step Lax-Wendroff and the predictor-corrector MacCormak. Few years
ago, another comparative study was carried out by Payri, Galindo, Serrano
and Arnau [36], wheremodern high resolution schemes like total variation
diminishing (TVD) schemes were tested to be used in the code for solving
the flow through the pipes. The evolution of the program presented in this
thesis has replaced the finite difference scheme by a finite volume method
(FVM) explained in subsection 3.2.1.

In addition to the evolution of the 1D fluid-dynamic methods, some
other sub-models have been included and improved within the program.
To remark some of these sub-models, cylinder and plenums make use of
zero-dimensional (0D) filling and emptying models [33, 37], the turbine
boundary conditions model by Payri et al. [38, 39] or the heat transfer in
ducts model by Reyes [40], with later improvements by Serrano [41] and
Galindo et al. [42]. Since the thesis of Galindo [43] and a set of theoretical
and experimental researches [44, 41, 45, 46], themodel began to be able to
calculate transient load simulations. Currently, the modularity of the code
allows the user to easily incorporate new sub-models that solve complex
problems and they can interact with each other.
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3.2 Model description

The models presented in this chapter have been integrated into VEMOD,
a 0D‐1D gas dynamics tool that has been developed at CMT-Motores Tér-
micos. This computational tool arises as a response to highly limiting re-
quirements of emission standards imposed by new homologation proce-
dures, closer to real-world driving conditions in terms of engine dynamic
operation, ambient temperature and altitude concerns. The current con-
text demands the support of new computational tools able to accurately
predict engine performance and emissions while reducing the cost of ex-
pensive tests campaigns. VEMOD, which has been developed as a stan-
dalone tool to simulate new standard testing cycles, fulfils these objectives
by means of an engine model covering the calculation of the different pro-
cesses that take place in an internal combustion engine. Its global flow-
chart is shown in Figure 3.1. Here, blue boxes represent the engine model
modules. Firstly, the air management is computed by means of a 1D gas
dynamics model (subsection 3.2.1) which performs the calculations of the
flow properties along the intake and exhaust systems as well as the high
and low pressure EGR paths. Thus, specific sub-models are considered for
the boosting system (subsubsection 3.2.1.3), air-charge and EGR coolers,
throttle valves, heat transfer including gas-to-wall heat exchange andwall
temperature prediction (subsubsection 3.2.1.2). The gas dynamics model is
coupled to a cylinder model that predicts the in-cylinder conditions based
on the combustion process (subsubsection 3.2.1.4). Detailed heat trans-
fer model is used to obtain the heat rejection to the chamber walls (sub-
section 3.2.6) while mechanical losses model allows obtaining the brake
power (subsection 3.2.8). An emission sub-model is coupled to the com-
bustion process to predict raw NOx, CO, HC, and soot emissions. As ex-
plained physical approach is used for NOx while neural network approach
have been used to predict CO, HC and soot (subsubsection 3.2.4.2). Differ-
ent exhaust after-treatment systems, such asDOC,DPF and deNOx systems
(i.e. LNTor SCR) can be considered. The after-treatment sub-models com-
bine thermo-andfluid-dynamicwith chemicalmodelling in order to assess
the tailpipe emissions (subsection 3.2.5). In addition, it is possible to link
the heat transfer models with the hydraulic sub-model (subsection 3.2.7),
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so a complete coolant and lubricant oil circuits can be modelled.

Figure 3.1: Flow-chart of the virtual engine model (VEMOD) modules.

Besides, in Figure 3.1 the red boxes concern the different control sub-
models (subsection 3.2.9), which have been developed inMatlab/Simulink.
Theyoperate the enginemodel by actuatingover thedifferent actuators de-
fined in the enginemodel. One is the control systemmodel which emulates
the electronic control unit (ECU) of the engine. And another one is the vehi-
cle model, which manages the vehicle response and determines the engine
speed as main input for the engine model. However, it is possible to oper-
ate the engine model without requiring the vehicle and driver sub-model,
just using the virtual ECU sub-model to manage the operating point of the
engine. Furthermore, it is even possible to leave aside any control system
to run the engine model at a steady operating point. Different control ele-
ments have been developed and included in VEMOD, such as PIDs, triggers,
switches, look-up tables, etc., so it will be possible to use VEMOD without
the need of Matlab/Simulink.
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VEMOD uses four different time scales to simulate the different engine
processes. Gas dynamics and in-cylinder thermodynamics are calculated
with a time-step which varies to ensure numerical stability and depend-
ing on the presence of an engine. For reference purposes, a time-step of
0.01 ms can be given. Injection, combustion and emissions formation may
require even smaller time steps. In such case, the current time step of the
gas-dynamicsmodel is divided into smaller parts. Thermal evolutionof the
engine block and the liquids is solved once per cycle (and hence time-step
depends on the engine speed). Control system and vehicle model are exe-
cuted with a fixed time step of 20ms.

3.2.1 Gas dynamics model

The thermo-and fluid dynamic model is the core of VEMOD and responsi-
ble of simulating the evolution of the gas in the different engine compo-
nents such as, cylinders and engine pipes, reservoirs, turbocharger, heat
exchangers or after-treatment systems, by means of specific sub-models
that are linkedwith it. Figure 3.2 shows a brief summary of the sub-models
that make up the engine model, their functions and how they interact with
the different fluid circuits.

1D Pipes - 0D Volumes
• Finite Volumes Method
• Calculates gas properties
• Species transport
• Heat transfer and friction

Turbocharger submodel
• Both 0D compressor and turbine
• Map extrapolation
• Heat transfer lumped model
• Shaft friction       

Hydraulic submodel
• Calculates oil and coolant m and T
• Thermostats, operable valves, pumps
• Multiple types of heat exchangers

Gases circuit
Coolant circuit
Oil circuit

Aftertreatment submodel
• DOC chemical model
• DPF �ltration and regeneration    
   model
• Pressure drop prediction model
• Heat transfer lumped model     

Mechanical losses submodel
• Elements with relative movement: piston,
   valvetrain, bearings
• Auxiliaries: fuel, coolant and oil pumps

Injection submodel
• Injection rate

Combustion submodel
• 0D combustion chamber 
 - T, P, initial composition
• 1D mixing model

Emissions submodel
• NOx physicochemical model
• Empirical correlations and ANN 
   to predict CO, UHC and soot

Cylinder heat transfer submodel
• Lumped conductance-capacitance model
• Convection based on a modi�ed Woschni’s
   correlation

Figure 3.2: Representation of the real engine and the sub-models in VEMOD.
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The engine is based on 1D ducts and 0D elements such as the cylinders
or the gas coolers. The older two-step Lax-Wendroff scheme in finite dif-
ferences [47] was replaced by a finite volume method (FVM) [48], leading
to a better result in terms of mass, momentum and energy conservation.
Thus, the 1D ducts gas dynamics can now by solved using a first order ac-
curate Godunov-derived scheme reconstruction [49], using a second or-
der accurate finite volume method based on the Lax-Wendroff method, or
using a second order monotone upstream-centred scheme for conserva-
tion laws (MUSCL) [50] to improve the spatial accuracy during the inte-
gration. According to the flow characteristics in each duct it is possible to
use one of these methods as a trade-off between precision and computa-
tional time. The linear extrapolation of the state vector —represented as
W in Equation 3.2— to the cell boundaries is limited using a monotonised
central slope limiter by van Leer, and the fluxes are computed using the
Harten-Lax-van Leer-Contact approximate Riemann solver [51]. The nu-
merical technique is extremely conservative so bigmesh size can be used to
reduce computation time.

All the relevant phenomena taking place along the duct are consid-
ered, this includes the wave interactions, which has an important effect on
volumetric efficiency —especially in the intake/exhaust manifolds—, the
species transport—since the thermodynamic properties of the gas depend
on the composition and the temperature—, the heat transfer between the
gas and the duct walls, so it is possible to obtain the wall temperatures or
impose them, and the friction between gas and walls. Since the ducts are
discretised in small cells, the conservation equations formass,momentum
and energy are solved at each cell at every time step. Figure 3.3 shows the
discretisation of a 1D duct into these cells. The scalar properties are calcu-
lated in the center of each cell and the flux variables are computed at each
cell interface. The Equation 3.1 shows the conservation equations system in
its vector form for a given cell.

𝛿Wi
𝛿𝑡 ⋅ 𝑉i + ( − F(W)i-1,i ⋅ 𝐴i-1,1 + F(W)i,i+1 ⋅ 𝐴i,i+1) + Ci ⋅ 𝑉i = 0 (3.1)

WhereW is the state vector defined in Equation 3.2, F(W) is the flux vec-
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Figure 3.3: Discretisation of a 1D duct according to the Finite Volume Method.

tor defined in Equation 3.3, C is the source termdefined in Equation 3.4 tak-
ing into account the fluid friction and heat transfer in the cell,𝐴i-1,1 refers
to the boundary surface between cells i - 1 and i,𝐴i,i+1 refers to the boundary
surface between cells i and i + 1 and𝑉i is the cell volume.

W =
⎛⎜⎜⎜⎜⎜⎜⎜
⎝

𝜌
𝜌 ⋅ 𝑢
𝜌 ⋅ 𝑒t

⎞⎟⎟⎟⎟⎟⎟⎟
⎠

(3.2)

F(W) =
⎛⎜⎜⎜⎜⎜⎜⎜
⎝

𝜌 ⋅ 𝑢
(𝜌 ⋅ 𝑢2 + 𝑝)

𝜌 ⋅ 𝑢 ⋅ ℎ0

⎞⎟⎟⎟⎟⎟⎟⎟
⎠

(3.3)

C =
⎛⎜⎜⎜⎜⎜⎜⎜
⎝

0
𝑝 ⋅ (𝐴i,i+1 − 𝐴i-1,1)

0

⎞⎟⎟⎟⎟⎟⎟⎟
⎠

+
⎛⎜⎜⎜⎜⎜⎜⎜
⎝

0
𝜌 ⋅ 𝐺
−𝜌𝑞

⎞⎟⎟⎟⎟⎟⎟⎟
⎠

(3.4)

In the state vector expression (Equation 3.2), 𝜌 is the fluid density, 𝑢 is
the flow speed and 𝑒t is the specific total internal energy. In the flux vector
Equation 3.3, 𝑝 refers to the fluid pressure in the cell. And, finally, 𝐺 and
𝑞 in Equation 3.4 are the fluid friction in the cell —defined in Equation 3.5,
where𝑓 is thewall friction factor and𝐷 is the duct diameter—and the heat
transfer per unit mass, respectively. The specific heat transfer is defined in
Equation 3.6, where𝐴i is the surface area of cell i and ℎi is the heat transfer
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coefficient between fluid and the pipe wall.

𝐺 = 1
2 ⋅ 𝑢 ⋅ |𝑢| ⋅ 𝑓 ⋅ 4

𝐷 (3.5)

𝑞 = 𝐴i ⋅ ℎi ⋅ (𝑇g − 𝑇w, int)i ⋅ Δ𝑡 (3.6)

It is known that the stability requirement for the calculation method
limits the time step depending on the mesh size. Thus, the use of small
ducts in some parts of the engine reduces the speed of the calculation. For a
defined mesh size, the time step is restricted by the Courant-Friedrichs-
Lewy (CFL) condition [52], whose mathematical expression is given by
Equation 3.7:

Δ𝑡
Δ𝑥 ⋅ ∣𝑢 − 𝑎∣ < 𝐶 (3.7)

Where Δ𝑡 is the timestep, Δ𝑥 is the mesh size, 𝑢 is the gas velocity, 𝑎 is
the in-pipe speed of sound and𝐶 is the Courant number (a value lower than
1 is required, so0.8hasbeenused). It definesa stability conditionofnumer-
ical methods for hyperbolic equations such as the Euler equations govern-
ing the 1D flow in pipes.

In0Delements,where apredominantflowdirectiondoesnot exists (like
in the cylinders or heat exchangers), the thermodynamic properties are
considered homogeneous, and only the mass and energy balances are per-
formed every time step as indicated in Equation 3.8 and Equation 3.9, re-
spectively, where the subscript 𝑛 refers to the current timestep and 𝑛 − 1
refers to the previous timestep. 𝑈 refers to the internal energy in the 0D
element, 𝑚̇i is the mass flow per each inlet and outlet boundary of the 0D
element, 𝑊 is the work involving the fluid, 𝑄 is the heat transferred and
released and ℎi is the fluid enthalpy per each inlet and outlet boundary of
the 0D element. Work, heat transferred and heat released depend on the
0D element and a specific model is required for each case, for example, a
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cylinder model or a cooler model.

𝑚n = 𝑚n-1 +
inputs

∑
i=1

𝑚̇i ⋅ Δ𝑡 (3.8)

𝑈n = 𝑈n-1 − 𝑊 − 𝑄transferred − 𝑄released +
inputs

∑
i=1

𝑚̇i ⋅ ℎi ⋅ Δ𝑡 (3.9)

The air path of the tested engine has been implemented by means of
pipes and volumes. The diagram of this engine in VEMOD is indicated in
Figure 3.4, where themain engine systems have been labelled. A brief sum-
mary of the 1D and 0D element thatmake up the gas dynamicsmodel is fea-
tured below:

• Pipes length and diameter are set according to the real values of the
engine pipes. In order to reduce computational time,mesh sizes along
the engine are generally 30 mm, as fine meshes in specific elements
increase the calculation time. In pipes longer than 1 m, mesh size is
200mm to avoid further discretisation when it is not required.

• The model contains 19 volumes: 4 represent the cylinders. The tur-
bocharger is defined by two 0D volumes (compressor and turbine).
The different gas heat exchangers are presented by 3 different vol-
umes: intercooler, low pressure EGR (LP-EGR) cooler and high pres-
sure EGR (HP-EGR) cooler. One volume represents the intake man-
ifold, and another one volume represents the exhaust manifold. The
after-treatment system is comprised by 2 volumes representing the
diesel oxidation catalyst (DOC) inlet and outlet boundaries and 2 other
volumes for the diesel particulate filter (DPF) boundaries. The four
volumes left have been implemented for pipe joints.

3.2.1.1 Boundary conditions

The different possible connections between elements have been imple-
mented according to different boundary conditions to compute the energy,
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mass andmomentum fluxes (flux henceforth) between cells. Thus, for ex-
ample, a valve is represented as a discharge coefficient between two ele-
ments. In 1D-0D connections, to calculate the flux at the last cell interface,
a virtual pipe is considered. It consist of the last cell connected from the
pipe and another onewith the properties of the 0D element (pressure, tem-
perature and chemical composition). 1D-1D connections are also computed
bymeans of virtual pipes consisting of the cells that are directly connected.
This connection can be used to join ducts with different diameters and dif-
ferent external cooling properties or flow restrictions. Multiple 1D-1D con-
nections, like the one shown in Figure 3.5, require an auxiliary 0D element
connected in the intersection of the multiple ducts in order to obtain the
flux at their outmost cells interfaces.

Figure 3.5: Multiple 1D-1D connection boundary.

3.2.1.2 Heat transfer at pipes

Heat transfer is a key issue during the simulation of the cold engine start
conditions. The gas dynamics model calculates the internal heat trans-
fer from the gas to the wall in each cell of the pipe at every time step ac-
cording to Equation 3.6. The gas temperature is calculated every timestep,
while the internal wall temperature 𝑇w,in is updated by means of a simple
conductance-capacitancemodel every engine cycle, taking into account the
external heat transfer and the wall thermal inertia.

The internal heat transfer coefficients (ℎ) at each cell are calculated us-
ing different correlations depending on the pipe type. Thus, under this ap-

Page48



3.2 | Model description

proach, pipes are divided into intake or exhaust pipes, and intake or ex-
haust ports. In these cases, the correlations used are based on the studies
by Depcik et al. [53], Santos [54] and Reyes [40]. In a similar way, the ex-
ternal heat transfer coefficient is calculated depending on the pipe type and
whether it is cooled by air or by water using the correlations presented by
Churchill et al [55] and Dolz [56]. The velocity of the vehicle can also be
considered for calculating the external heat transfer.

3.2.1.3 Turbocharger sub-model

The turbocharger presented in this engine model is based on zero-
dimensional compressor and turbine sub-models. They use data provided
by the supplier maps for both turbine and and compressor to compute the
flow and the turbomachine efficiencies at any operating point within the
maps [57, 58, 59]. Besides, the model is able to extrapolate outside these
maps so it is possible to simulate off-design conditions [57, 60].

The extrapolation of the compressor includes two procedures, one for
the compression ratio and another one for the compressor efficiency. The
procedure for the compression ratio [58] uses different mathematical ap-
proaches depending on the zone of the map (low pressure ratio zone, low
speed zone and high speed zone). This compression ratio extrapolation
model uses a generalised ellipse fitting approach developed by Leufvén [61]
for the low pressure ratio and high speed extrapolation. Additionally, for
the low speed region, a model proposed by Martin et al. [62] is used, which
is in turn a modification of the method of Jensen et al. [63]. It consists in
keeping the coefficients of the Jensen’s equation, tuned for the lowestmea-
sured speed line, for lower extrapolated speeds lines. For the compressor
adiabatic efficiency [59], a zonal approachwas considered in order to adapt
to different phenomena found beyond the usual compressor working con-
ditions. Special attention was taken in the low speed extrapolation condi-
tions, since it is the most critical zone because the compressor usually op-
erates in this region at low engine loads.

The extrapolation of the turbine considers a procedure to obtain the re-
ducedmassflowand theadiabatic efficiency [57]. Themethoduses thirteen
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calibration coefficients which are fitted using a limited set of available tur-
bine map data. Seven coefficients are fitted independently for the reduced
mass flow and six for the efficiency. The reducedmass flow calibration co-
efficients must be fitted in the first place since one of them, the quotient
between the rotor and the stator discharge coefficients, is used in the effi-
ciency model equation. The reduced mass flow and the efficiency variables
are interrelated since the reducedmassflowappears in the efficiency equa-
tion and the efficiency appears in themass flow equation. As both variables
appear implicitly, after fitting the calibration coefficients, a system with
the reduced mass flow and the efficiency equations must be solved, using
an iterative procedure, for extrapolation purposes.

The extrapolation procedure used in compressor and turbine requires
the adiabatic efficiency. If the supplier maps were measured in non-
adiabatic conditions, the model is able to remove the effect of heat on the
efficiency bymeans of the heat transfer model. However, if this conditions
are unknown, themodel is also able to remove this effect by assuming typ-
ical values for this calculation. The heat transfer model is not only used for
the adiabatisation process, but to predict heat fluxes in the turbocharger
and thereby their effect on engine performance when simulating different
operating points in a complete forced induction engine. The heat transfer
between the gas and the turbocharger, the heat transfer between the tur-
bocharger housing and oil —or coolant if it exists— and with the ambient
are calculated by a 1D lumped model [64] whose diagram is shown in Fig-
ure 3.6. The 1D lumpedmodel comprehends 5 internal nodes, representing
the turbine housing (T), the compressor housing (C) and 3 different metal
nodes for the central components (H1, H2 and H3). The model is completed
with two external nodes representing the exhaust gas and the air. The 3
metal nodes are set between the turbine and the compressor to obtain a
more precise temperature field in this high temperature gradient section.
All this metal nodes are connected by means of conductive conductances.
The convective heat between the walls and the different fluids are calcu-
lated by empirical correlations based in dimensionless numbers and fitted
for several turbochargers. External heat transfer considers both convection
and radiation [65].
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Figure 3.6: Scheme of the turbocharger lumped heat transfer model.

The mechanical losses in the turbocharger shaft are also considered by
modelling the shaft bearings friction, since it is linked to the heat transfer
model and the friction losses in the shaft are turned into heat transferred to
the lubricating oil. The turbochargermechanical lossesmodel [66] is based
on the Navier-Stokes equations applied to the two kinds of bearings (jour-
nal and thrust) normally used on this type of element. Making some as-
sumptions, a simplifiedmodel for the two bearings has been obtained. The
model takes into account the working point (turbocharger speed, oil tem-
perature and axial force) and the geometrical characteristics of the bear-
ings.

3.2.1.4 In-cylinder conditions model

The thermodynamic calculation of in-cylinder conditions is carried out by
means of a 0Dmodel whose main hypotheses are the following:

1. Chamber pressure is assumed to be uniform. This is normally as-
sumed indiesel combustionbecausebothfluid andflamevelocities are
smaller than the speed of sound [67].

2. Five chemical species are considered: 𝑁2, 𝑂2, 𝐻2𝑂, 𝐶𝑂2 and fuel
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vapour. Pollutant species are taken intoaccount for emissionpurposes
but in order to accelerate the calculation they are neglected for the cal-
culation of the thermodynamic properties of the mixture.

3. Perfect gas behaviour is assumed. As Lapuerta et al. [68] showed, the
error committed with this assumption is negligible.

4. Specific heats depend on the temperature and gas composition. This
hypothesis is consistent with the two previous ones.

5. Internal energy is calculated assuming mean uniform temperature in
the chamber. This is the hardest hypothesis. It may be an important
issue at the beginning of the combustion. However, the error dimin-
ishes as the combustion progresses because dilution and heat transfer
tend to uniform the temperature.

6. Heat transfer to the chamber walls is considered as later described.
The fraction of the fuel energy lost by heat transfer to the chamber
walls depends on the engine size (the larger the engine, themore adi-
abatic it is) and the operating conditions (the higher the load and the
engine speed, the more adiabatic it is). For a high speed direct injec-
tion (DI) diesel engine typical values range from 10 % at full load and
4000 rpm to 30 % at low load and 1000 rpm. Therefore, considera-
tion of heat transfer—depending onoperating conditions— isneces-
sary in order to obtain accurate predictions of indicated parameters or
the thermodynamic state of the charge [69]. During cold engine start,
glow plug heat power is accounted for the in-cylinder energy balance.

7. Blow-by leakage is considered bymeans of themodel described in the
next subsection. The blow-by mass flow is a good indicator of the in-
tegrity of the piston rings and lubricant. In normal operating condi-
tions, the blow-bymass flow is not critical (see subsubsection 3.2.1.5),
however, in small DI diesel engines at low engine speeds, blow-by
mass rates can achieve 4-5%of the trapped air; moreover, during the
cold start, it is usual to have more than 20 % [70, 71]. Thus, it is nec-
essary to consider it in the mass and the energy balances.

8. Fuel injection is considered since it is an important issue for both the
mass and the energy balances. It has been checked at CMT that the
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error in the energy balance can reach 7 % in the case of rich fuel–air
equivalence ratio.

9. Engine deformation is considered. Usually, in-cylinder 0Dmodels do
not consider engine deformations in the instantaneous volume calcu-
lation. However, deformations in diesel engines—where pressure can
easily reach 150 bar at the top dead centre— can be higher than 2% at
this point. Thus, a simple deformation model will be used to estimate
the real in-cylinder volume [72].

3.2.1.5 Blow-by model

The accurate determination of the instantaneous blow-by presents sev-
eral challenges regarding the rings assembly dynamics, the rings defor-
mation, the gas thermal and fluid dynamic when the flow passes through
the crevices, etc. In this section, the blow-by model implemented in VE-
MOD is briefly described. The model allows the calculation of the instan-
taneous flow through each ring gap and so it provides the gas leakage from
the chamber and the boundary condition for the friction model. Detailed
description of the model can be found in [73].

Firstly, some simplifications and hypotheses have to bemade regarding
the piston-rings assembly and blow-by phenomena:

1. No rings relative motion nor deformation is taken into account. The
rings are assumed to be rigid bodies always in contact with the bot-
tom face of the groove. Accordingly, the volumes between rings and
grooves, and between adjacent rings are constant.

2. It is assumed that all the gas leakage occurs only through the rings
gaps, which are modelled as nozzles. This is consistent with the pre-
vious hypothesis, since the bottom ring face is always in contact with
the groove and hence no gas leakage through them can occur.

3. The flow through the gaps is modelled as an adiabatic (due to the low
time for heat exchange assumed) and reversible flow (isentropic noz-
zle).
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4. Volumes between rings are assumed to be isothermal systems and the
gas temperature is assumed to be the mean temperature between the
piston and liner walls. This can be justified by the high heat transfer
rate due to the high area/volume ratio. This assumption is supported
by the work of Furuhama and Tada [74], who experimentally deter-
mined the gas and wall temperatures, observing very similar values
between them.

In Figure 3.7 the simplified scheme of the piston pack geometry is pre-
sented. Themodel is composedof 4 volumes and3nozzles: thefirst volume
(𝑉1) corresponds to the combustion chamber and the crevice between the
chamber and the compression ring, the second volume (𝑉2) is the clear-
ance between the compression andwiper rings, the third volume (𝑉3) is the
clearance between the wiper and the oil rings and the fourth volume (𝑉4)
is the clearance between the oil ring, the piston skirt and the crank case. As
explained, each gap between rings is represented by a nozzle (𝐴gap,1,𝐴gap,2

and𝐴gap,3).

Figure 3.7: Scheme of the blow-by model.

As stated above, the gas in the volumes is assumed to be isothermal,
thus the continuity equation for each volume can be expressed as in Equa-
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tion 3.10.

d𝑝i
d𝑡 = 𝑅 ⋅ 𝑇i

𝑉i
⋅ (𝑚̇i,in − 𝑚̇i,out) (3.10)

where for each i volume,𝑅 is the gas constant,𝑇i is the gas temperature,
𝑉i is the volume and 𝑚̇i,in and 𝑚̇i,out are the instantaneous mass flow rates
entering and exiting the volume, respectively. The mass flow through the
ring gap is calculated bymeans of the isentropic nozzlemodel according to
Equation 3.12.

𝑚̇i,j = 𝐶bb ⋅ 𝐴gap,i ⋅ 𝑝in ⋅ √ 𝑥i
𝑅 ⋅ 𝑇in

(3.11)

where j corresponds to the downstreamvolume,𝐶bb is the apparent dis-
charge coefficient to be experimentally adjusted by means of mean flow
measurements, 𝐴gap,i is the gap area of the ring, 𝑝in is the inlet pressure,
𝑇in is the inlet (upstream) temperature and 𝑥i is calculated according to:

𝑥i = 2 ⋅ 𝛾
𝛾 − 1 ⋅ [(𝑝out

𝑝in
)

2
𝛾

− (𝑝out
𝑝in

)

𝛾+1
𝛾

] (3.12)

being 𝑝out the outlet (downstream) pressure and 𝛾 the adiabatic index.
Figure 3.8 and Figure 3.9 show the blow-by mass flow and the pressure in
the ring grooves obtained with the model in a couple of operating condi-
tions in a 1.6 litres diesel engine. As shown in the detail (upper corner of
Figure 3.8), the model is able to detect the blow-back phenomena, which
corresponds to the zoneswithnegative blow-bymassflowbetween90° and
300° CA.
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Figure 3.8: Blow-by mass flow.

Figure 3.9: Pressure in the ring grooves.
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3.2.1.6 Water condensation model

During the engine operation in cold conditions at −7 °C, condensation of
the water vapour produced in the combustion process may occur at differ-
ent points, especially at the EGR cooler outlet and downstream of the joint
where the EGR (hot and with high water vapour content) and the fresh air
(colder and with low water content) are mixed. In order to consider this
phenomenon, a condensation model has been included in VEMOD to de-
termine the locations where gas condensation may occur and to estimate
themaximum quantity of water liquid condensed due to the psychrometric
conditions in the gas, since nowall condensation ismodelled. As a first ap-
proach, neither liquid transport nor re-evaporation is considered and the
condensation is assumed to take place instantaneously, so no progressive
mixing effect is considered. In order to reduce computation time the con-
densation is only tracked in the elements selected by the user; thus, con-
densation sensors canbe connected to apipe, downstreamaheat exchanger
(e.g., theEGRcooler) or downstreamapipe junction, like the joint of the low
pressure EGR (LP-EGR) path and the intake pipe upstream the compressor.
Figure 3.10 shows a scheme of the variables involved in the model.

Figure 3.10: Scheme of the variables involved in the water liquid condensation model.

As shown in Figure 3.10, the simple model tracks the mass flows of air
and LP-EGR, their local temperatures and water vapour mass fraction to
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determine where and how much water is condensed. As an example of the
sub-model performance, a simple application has been carried out esti-
mating the condensed liquidwater at the LP-EGR cooler outlet for different
cases in which the engine fuel-air equivalence ratio (𝜙) and the LP-EGR
cooler outlet temperature have been modified progressively as shown in
Figure 3.11.

Figure 3.11: Boundary conditions of the water condensation model test.

Figure 3.12: Liquid water condensed depending on the LP-EGR cooler outlet temperature
and the fuel-air equivalence ratio.

During the simulation, LP-EGR inlet pressure, temperature andairmass
flow remained constant. Figure 3.12 shows the resulting liquid water con-
densed for the fuel-air equivalence ratio and the cooler outlet temperature
considered. As it can be seen, the simple model is able to determine that
the higher the fuel-air ratio is, the higher the condensed water produced at
saturation conditions and, the lower the outlet temperature, the greater the
amount of water vapour that condenses into liquid water.
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3.2.2 Injection rate model

Themain input for the combustion sub-model described in subsection 3.2.3
is the injection rate. It is simulated by means of a semi-empirical model
in which, starting from the injection settings —start of energisation time
(SOE) and injected mass in each injection event— provided by the vir-
tual ECU (later described), the injection rate is obtained. For each injec-
tion event the instantaneous injection rate is calculated assuming a simple
shape composed of two or three straight lines (depending on whether the
maximum needle lift is reached or not) representing the initial and final
opening and closing transient processes, respectively, and ahorizontal part
representing the stationarymaximum rate (if the complete needle opening
is reached).

As shown in Figure 3.13, the model is based in four injector characteris-
tics that are empirically obtained: the injector opening (A) and closing (C)
times at maximum injection pressure (to reach maximum needle lift dur-
ing the transient processes at the beginning and end of the injection event),
themaximum injection rate (B) when themaximumneedle lift is achieved,
and finally, the hydraulic lag between the SOE and the start of the injection
process (D). The values of these four parameters are calculated according to
the expressions in Equations 3.13, 3.14, 3.15 and 3.16:

𝐴 = 𝑡A ⋅ [1 + 𝐴0 ⋅ exp(−
𝑝inj
𝐴1

)] (3.13)

𝐵 = 𝐵0 + 𝐵1 ⋅ √𝑝inj − 𝑝back (3.14)

𝐶 = 𝑡C ⋅ [1 + 𝐶0 ⋅ exp(−
𝑝inj
𝐶1

)] (3.15)

𝐷 = 𝐷0 + 𝐷1 ⋅ 𝑝inj (3.16)

Where𝑝inj is the injection pressure,𝑝back is the back pressure and 𝑡A,𝐴0,
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𝐴1, 𝐵0, 𝐵1, 𝑡C, 𝐶0, 𝐶1, 𝐷0 and𝐷1 are fitting constants to be fitted through
an experimental injector characterisation campaign, as detailed below. It is
worth to remark that the maximum injection rate, experimentally charac-
terised as described, allows taking into account implicitly the dependency
of the nozzle discharge coefficient with the injection pressure.

Figure 3.13: Simulated injection rate.

The injection ratemodel takes into account that for small injections (pi-
lot and post injections) the stationary horizontal part of the injection will
not be reached if the time for the complete needle opening is larger than the
requirement for the injected mass of the event.

Calibration of the injection rate model

The calibration of the injection rate model was carried following the
methodology detailed in [75]. For that, the injector (with 7 holes of 125
microns) was tested in the injector test rig under an experimental cam-
paign where different rail pressures (from 400 to 1600 bar) and energisa-
tion times (ET) from0.5 to 4mswhere tested. 𝑡A,𝐴0,𝐴1,𝐵0,𝐵1, 𝑡C,𝐶0,𝐶1,
𝐷0 and 𝐷1 where fitted in order to minimise the differences between the

Page 60



3.2 | Model description

simulated injection rates and the experimental injection rate. In the case of
the injector opening time (Equation 3.13), the values obtained are:

• 𝑡A = 0.3 𝑚𝑠

• 𝐴0 = 2.5299

• 𝐴1 = 453.3938 𝑏𝑎𝑟

And the result after the fitting process is shown in Figure 3.14.

Figure 3.14: Injector opening time (A)

For the maximum injection rate (Equation 3.14) when the maximum
needle lift is achieved, the values obtained (for 𝑝back = 50 𝑏𝑎𝑟) are:

• 𝐵0 = −1.8508e−3

• 𝐵1 = 3.1851e−6

And the result after the fitting process is shown in Figure 3.15.
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Figure 3.15: Maximum injection rate (B)

In the case of the injector closing time (Equation 3.15) the values ob-
tained are:

• 𝑡C = 0.2 𝑚𝑠

• 𝐶0 = 2.0306

• 𝐶1 = 538.2405 𝑏𝑎𝑟

Which results in the closing ramp fitting shown in Figure 3.16.

Finally, the values of the hydraulic lag between the SOE and the start of
the injection (SOI) process (Equation 3.16) are:

• 𝐷0 = 0.2653 𝑚𝑠

• 𝐷1 = 5.7379e−5 𝑚𝑠/𝑏𝑎𝑟

The fitting results can be observed in Figure 3.17.
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Figure 3.16: Injector closing time (C)

Figure 3.17: Hydraulic lag (D)

In this case, the fitting is not as good as in the case of A, B and C pa-
rameters, but also its variation is much smaller, so it was assumed that the
fitting was suitable. This is also confirmed by the simulation shown below.

Once the model constant were calibrated, the following results are ob-
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tained for anETswept (0.35 to2ms) at 1600barof rail pressure (Figure 3.18)
and a rail pressure swept (400 to 1600 bar) at ET=2ms (Figure 3.19). As can
be seen, the agreement between modelled and simulated injection rates is
very good.

Figure 3.18: Injection rates for an ET swept at 𝑝inj = 1600 bar

Figure 3.19: Injection rates for a 𝑝inj swept (400 to 1600 bar) at ET = 2 ms.
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3.2.3 Combustion model

Diesel combustion simulation can be classified in three categories: zero-
dimensional single-zone models, quasi-dimensional or multi-zone mod-
els andmultidimensional models.

Zero-dimensional single-zone models assume that the cylinder charge
is uniform in both composition and temperature, at any time during the
engine cycle. A key point of these calculation methods is the prediction
of the effect of the different engine set-up parameters on the rate of heat
release (ROHR). Some work about the analysis and prediction of the com-
bustion laws is based on the description of the ROHR shape with a mathe-
matical functionwithout any relationshipwith the physics of the injection-
combustionprocess [76]. Other zero-dimensionalmodels used in the anal-
ysis andpredictionof combustion lawsarebasedonasimplifieddescription
of the physical phenomena that control the combustion process. In this last
group appears the approach of Chmela et al. [77], describing the mixing-
control combustion as a function of the kinetic energy of the injection. In
the same way, Arrègle et al. [78, 79] developed the original version of the
model in which is based the current model implemented in VEMOD: based
on the parameter called as apparent combustion time (ACT), it identifies and
quantifies the main physical variables that directly affect the air/fuel mix-
ing process. It has been shown that suitably calibrated and validated zero-
dimensional models are capable of predicting engine performance and fuel
economy accurately and with a high computational efficiency. However, in
general, the zero-dimensional models cannot be used to account for fuel
spray evolution and spatial variation of mixture composition and temper-
ature, which are essential to predict exhaust emissions.

On the other hand,multidimensional CFDmodels, likeKIVA [80, 81], di-
vide the space of the cylinder into a fine grid thus providing a high amount
of spatial information. To this group belongs the model of Reitz et al. [82,
83, 84]. They propose an integrated numerical model based on KIVA code
with improvements of turbulence, spray, ignition and combustion mod-
els. However in general, phenomenological sub-models of CFD code, de-
scribing fuel spray processes included in thesemodels, present results that
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may vary according to the assumed initial or boundary conditions. Conse-
quently, the accuracy of the results cannot be always guaranteed. Further-
more, computational time and storage constrains still limit the use of such
codes for design purposes.

As an intermediate stepquasi-dimensional or 1Dmulti-zonemodels can
be effectively used. They solve mass, energy and species equations. These
models can provide the spatial information required to predict emission
products and require significantly less computing resources compared to
multi-dimensional models. This is the case of the 1D combustion model in
VEMOD, based on the concept of ACT. Its aim is provide VEMOD with the
capacity of predicting the heat release rate (HRR) and emissions through
the calculation of local conditions in the combustion chamber.

As indicated above, the model implemented in VEMOD is an upgraded
version of a combustion model developed at CMT [85] that has been im-
proving progressively. In its actual state, the combustion model is com-
posed of three main sub-models: ignition delay, premix combustion and
diffusion combustionmodels; alongwith a 1Dmodel describing themixing
process.

The approach for themixing process, key issue for both the heat release
and emissions predictions, is a physical model [85] based on the turbulent
gas jet theory [86]. Even though it is not able to predict in detail the 3D
spray behaviour, the model allows evaluating the local conditions through
the mixing model. It uses a double discretisation:

1. First, the combustion chamber is divided into two volumes corre-
sponding to bowl and dead volume. On the one hand, the bowl and
dead volume have the same thermodynamic conditions (in fact their
pressure and temperature are obtained by means of single zone 0D
thermodynamic assumptions), but their composition is different once
the combustionprocesshas started. It is assumed that only theoxygen
content of the bowl is available for the combustion process, and that
the combustion products modify only the composition in the bowl.
Later on, the composition of both regions is updated taking into ac-
count themassexchangebetween them,which isgovernedby theevo-
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lution of the % of volume useful for combustion (this % of volume is
the k-factor of the combustion chamber at TDC, and varies with the
piston position).

2. Furthermore, the spray is divided into a certain number of fuel ele-
ments. The composition and temperature of each fuel parcel is up-
dated through the mass and energy balances taking into account the
instantaneous entrained mass conditions and composition. Thus,
each injected fuel parcel mixes with the entrained gases (whose com-
position and temperature correspond to the instantaneous chamber
conditions) and, due to the combustion and the pollutant formation
processes, the fuel parcel species suffer chemical transformations and
its composition changes. The temperature of each parcel is calcu-
lated bymeans of its energy balance, considering the enthalpy flow of
the entrained gas and assuming that products formed at each parcel
reach the adiabatic temperature (it is calculated assuming n-heptane
combustion starting from the temperature of the unburned mixture
at the calculation step). Finally, the combustion products and pollu-
tants formed during each calculation step in all the parcels change the
mean bowl composition, thus affecting the gas properties, and the to-
tal heat releasewill be an input for the energy balance of the 0D cham-
ber model.

The ignition delay (ID) model is based on a simplification and param-
eterisation of a complete n-heptane chemical kinetics description [87].
From this information, the IDi (i stands for the parcel) can be calculated
as a function of the local instantaneous conditions of each element. For
that, the shellmodel, which tracks the Livengood-Wu integral [88] is used,
hence the ignition of the parcel occurs when the condition of Equation 3.17
is met:

∫𝑡
𝑡=POI𝐾𝐼𝐷1 ⋅ 𝑝𝐾𝐼𝐷2 ⋅ 1

𝐼𝐷i
= 1 (3.17)

where 𝑝 is the in-cylinder pressure, POI is the point of injection of the
parcel i and𝐾𝐼𝐷1 and𝐾𝐼𝐷2 are constants of the ignitionmodel that have to
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beadjusted. Themodel assumes that theactive radicals leading toautoigni-
tion are cumulated up to reaching a critical concentration. Once this critical
concentration is reached, autoignition takes place. The model takes into
account the effects of the thermodynamic conditions (pressure and tem-
perature) and the local composition (exhaust gas recirculation (EGR) and
fuel-air ratio) of the parcel i, as shown in Figure 3.20. The start of combus-
tion (SOC) is determined for the first element that reaches the autoignition
conditions.

Figure 3.20: Effect of the fuel-air equivalence ratio (left) and EGR (right) on the ignition
delay.

Due to thecomplexityof the localphenomenaoccurringclose to theglow
plug during cold start—which happens at the beginning of theWLTP cycle
starting at cold conditions—, glowplug effect have been taken into account
limiting the ignition delay time.

The premixed combustionmodel is an empirical model that determines
that the premix combustion of an element i occurs when the condition in
Equation 3.18 is met:

∫𝑡burn

SOC
𝐾pmx1 ⋅𝑌0.955

𝑂2,cyl
⋅ Fri
exp(Fri − 1) ⋅exp(

−𝐾pmx2

𝑇cyl
)⋅𝑛𝐾pmx3 ⋅𝑝𝐾pmx4

inj ⋅𝜌𝐾pmx5
cyl ⋅d𝑡 = 1

(3.18)

Where 𝑌𝑂2,cyl
is the bowl oxygen mass fraction, 𝜌cyl is the air density in

the bowl, Fr is the element relative fuel-air equivalence ratio, 𝑇cyl is the
bowl temperature, 𝑛 is the engine speed, 𝑝inj is the injection pressure and
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𝐾pmx1,𝐾pmx2,𝐾pmx3,𝐾pmx4 and𝐾pmx5 are the premix burned mass model
constants. This empirical expression is related to the propagation velocity
of the premixed flame around the auto ignition point.

If the oxygen/fuel ratio is higher than the stoichiometric value it results
in a poor premix situation and the entire fuel element mass is burned. In
this situation, the bowl composition is updated with the combustion prod-
ucts resulting from this combustion. If the oxygen/fuel ratio is lower than
the stoichiometric value, then it results in a rich premix situation. The fuel
mass element gets burned in two stages: a rich premix combustion where
the oxygen mass in the element determines the fuel mass that is burned
(and the rest of the fuel mass remains unburned) and the diffusion com-
bustionwhere the fuelmass remaining after rich premix combustion phase
is burned in the diffusion combustion phase.

Finally, the diffusion combustion phase is assumed to be mixing con-
trolled: the fuel mass in each element is burned when it reaches stoichio-
metric conditions, and the fulfilment of these conditions is determined by
the mixing model. It should be pointed out that in order to reach an accu-
rate prediction of the diffusion combustion, quasi-steady conditions and
transient processes at the start and end of the injection are considered sep-
arately. In quasi-steady conditions a physical approach based on the tur-
bulent gas jet theory is assumed [86]. Thus, the air entrainment is tracked
according to Equation 3.19.

d𝑚i
d𝑡 = 𝐾mix ⋅ 𝑚f,i ⋅ 𝑌f,i ⋅ 𝑢0 ⋅ 𝜌0.5

cyl ⋅ 𝑑−1
0 ⋅ 𝑌0.955

𝑂2,cyl
(3.19)

where 𝐾mix is the constant of the model to be calibrated using experi-
mental HRR,𝑚f,i is the fuel mass of the parcel,𝑌f,i is the fuel mass fraction
of the parcel, 𝑢0 is the injection velocity and 𝑑0 is the nozzle diameter. If
this approach is taken during the complete diffusion combustion process,
the transientprocesses at the start andendof the injectionarenotwell sim-
ulated, as show in Figure 3.21. However, the quasi-steady evolution is well
followed.

In order to correct the transient evolution, a parameterised correction
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Figure 3.21: Accumulated injected and burned fuel masses (quasi-steady conditions as-
sumption).

was applied based on CFD simulation of the initial and final parts of the
combustion process. Thus, Figure 3.22 shows the mixing time calculated
with the quasi-steady hypothesis and obtained with CFD. This initial en-
hancement of the mixing process allows correcting the initial slower com-
bustion. Similar approach is applied for the end of the injection, as shown
in Figure 3.23.

Figure 3.22: Mixing time at the start of the injection for quasi-steady and transient con-
ditions.

After these corrections, the combustion process is correctly reproduced
as shown in Figure 3.24.
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Figure 3.23: Mixing time at the end of the injection for quasi-steady and transient condi-
tions.

Figure 3.24: Accumulated injected and burned fuelmasses (quasi-steady + transient con-
ditions assumption).

3.2.3.1 Combustion model calibration

The calibration of the combustionmodel includes the determination of the
different constants of the three sub-models described at subsection 3.2.3:

1. Ignition delay model: 𝐾𝐼𝐷1 and𝐾𝐼𝐷2

2. Premixedmodel: 𝐾pmx1,𝐾pmx2,𝐾pmx3,𝐾pmx4 and𝐾pmx5

3. Diffusionmodel: 𝐾mix

The calibration was performed based on 26 steady-state points specified
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before in Table 2.3, some of them at cold engine start conditions (−7 °C).
Besides, as stated in subsection 2.5.2, three repetitions of every operating
point were measured. Engine operating parameters were set according to
the calibration included in the engine control unit (ECU). The number of in-
jection pulses is different depending on the operating point (engine speed
and load), thus, performing fromone pilot, one pre-injection and onemain
injection at low engine speed; one pilot andmain injections atmedium en-
gine speed and high load; and only onemain injection at high engine speed
and load. The calibrationmaps used in the virtual ECU described in subsec-
tion 3.2.9 reproduce the same injection strategy.

The criterion for the determination of themodels constantswas tomin-
imise the difference between the experimental HRR and the simulated one.
The values of the constants obtained are shown in Table 3.1.

Fitting constants Value

𝐾𝐼𝐷1 3.22
𝐾𝐼𝐷2 3.5
𝐾pmx1 50000
𝐾pmx2 3
𝐾pmx3 0
𝐾pmx4 0
𝐾pmx5 0.5
𝐾mix 0.43961

Table 3.1: Fitting constants values of the combustion model.

Regarding the performance of the combustion model, Figure 3.25 and
Figure 3.25 show the modelled and the experimental heat release and in-
cylinder pressure obtainedwith VEMOD and CALMEC [89] (the combustion
diagnosis tool used for the combustion analysis). In both figures, dashed
lines correspond to themodelprediction (blue is theheat releasedandgreen
the in-cylinder pressure) while the solid lines correspond to the experi-
mental values. The four solid lines (red is heat release and green the in-
cylinder pressure) represent the four cylinders and give an idea about the
real dispersion among them. Two different engine speeds have been plot-
ted as an example, one at low engine speed (1250 rpm) in Figure 3.25 and
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one at high engine speed (3500 rpm) in Figure 3.25.

Figure 3.25: Cylinder heat release (J) and pressure (bar) at 1250 rpm for different loads
(13%, 26%, 50%, 76% and 100%).

Both figures show a good global performance with a slightly slower
combustion. At low load the prediction is not so accurate than at high load
due to uncertainties such as the fuel repartition in each cylinder. Regard-
ing the cylinder pressure, it can be observed that the pressure is well pre-
dicted, although simulated peak values are slightly lower at high speed and
load. This is explained because of a slight overestimation of the incomplete
combustion—thepeakpressuredifference ishigherwhen themodelled cu-
mulated heat release is lower in comparisonwith the average experimental
value—and the blow-by. Besides, figures show that the combustion is well
centred in all the cases.

It should be pointed out that the combustion model has no specific cal-
ibration parameter to consider the operating conditions, but a constant
in the diffusion sub-model and other five in the premixed model which
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are globally calibrated. As observed, except at low engine speed and load,
the simulated heat release is in the experimental dispersion range among
cylinders.

Figure 3.26: Cylinder heat release (J) and pressure (bar) at 3500 rpm for different loads
(25%, 50%, 75% and 100%).

Regarding the performance of the in-cylinder model fed with the HRR
calculated from the combustion model, Figure 3.27 shows the indicated
mean effective pressure (IMEP) in different points covering the complete
engine map. As it can be seen, there is a good agreement between experi-
mental and modelled values, with a trend to slightly underestimate IMEP,
specially at low load. When hot (20 °C) and cold (−7 °C) ambient conditions
are compared, no difference in the performance is observed.
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Figure 3.27: Experimental and simulated IMEP comparison.
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3.2.4 Emissions model

Regarding the emissions calculation, different approaches have been
adopted to predict the pollutants formation. On the one hand, a physico-
chemical approach has been used to predict NOx [90], considering all the
relevantmechanisms for NOx formation and reduction. For the rest of pol-
lutants —soot, carbon monoxide (CO) and unburned hydrocarbons (UHC)
emissions—, which fundamentals are unclear and/or affected bymany lo-
cal phenomena, a neural network approach has been used to determine
them.

3.2.4.1 NOx emissions model

For the NOx emissions model, all the relevant mechanisms for NOx for-
mation and reduction are considered, including thermal or Zeldovich [91],
prompt and via N2O and the re-burning effect, relevant at high EGR rates
and fuel-air ratios. Themodel is implemented in a computational efficient
way by tabulated chemistry where the instantaneous nitrogen monox-
ide (NO) production is computed in the following way according to Equa-
tion 3.20.

d𝑌NO,i

d𝑡 = 𝐾d𝑌NO,i
⋅

𝑌NOeq,i
− 𝑌NOi

𝑌NOeq,i
(3.20)

Where 𝑌NO,i and 𝑌NOeq,i
are the instantaneous NO concentration in the

parcel i, and the corresponding concentration in equilibrium, respectively;
and𝐾d𝑌NO,i

is a tabulated model constant. Both𝐾d𝑌NO,i
and 𝑌NOeq,i

are tab-
ulated as a function of pressure, temperature and oxygen excess, as shown
in Figure 3.28 and Figure 3.29. In these figures the pressure effect is not
shown.
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Figure 3.28: NO model constant as a function of the excess of oxygen and temperature.

Figure 3.29: NO mass fraction in equilibrium as a function of the excess of oxygen and
temperature.

Regarding the NOxmodel calibration, the model includes 3 possible fit-
ting constants:

• 𝐾𝑇ad is a global calibration constant to correct the temperature at
which the parameters included in Equation 3.20 are calculated. This
constant slightly reduces the adiabatic temperature to bemore realis-
tic.

• The other two constants are scaling factors of the source term of NO
and the re-burning efficiency. However, the values of these two con-
stant have been set to 1 for the calibrationprocess, so only theprevious
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𝐾𝑇ad parameter has been fitted.

Even though themodel approach is focused on nitrogen oxide, themost
important part of NOx, the calibration is carried out with the total ex-
perimental NOx, thus applying an empirical correction to consider all the
species. The same test matrix used for the combustion model calibration
in Table 2.3 has been used for the NOx model calibration. The value of the
constant fitted is𝐾𝑇ad = 0.9 and Figure 3.30 shows the results obtained.
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Figure 3.30: Experimental and simulated NOx mass flow at turbine outlet.

As it can be seen, the global model performance is good, excepting at
very high load where the model tends to underestimate NOx formation.
However, taking into account that the performance at lower load is much
better (the mean percent error in the engine map is 11 %) and these points
aremore important for the transient validation (WLTC), it is concluded that
the model performance is suitable.
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3.2.4.2 Soot, CO and UHC emissions model

For the rest of the considered pollutants, the physical approach is not suit-
able due to complexity of their formation mechanisms and the important
effectof the local phenomena,whichcannotbe consideredwith the 1Dspray
model and the 0Dmodel of the thermodynamic conditions in the combus-
tion chamber. However, it is necessary to have a certainty of the amount of
these emissions released during the combustion process to estimate other
physicochemical process such as the diesel particle filter (DPF) soot load-
ing, the heat released at the diesel oxidation catalyst (DOC), etc. Conse-
quently, an artificial neural network (ANN) approach has been used to de-
termine them.

Themethodology followedconsistedon traininganANN inMatlabusing
as inputs the following variables:

• 𝑂2mass fraction, temperature, and density at the intake valve closing
(IVC).

• The injection pressure.

• The ignition delay (ID) and the end of combustion (EOC).

• The engine speed.

• The coolant temperature.

• The fuel-air ratio in the combustion chamber, considering the amount
of air in the EGR and residual gases.

The experimental database used to train the neural network is obtained
fromstationaryoperating conditions including the samepointsused for the
combustionmodel calibration (see Table 3.1) and additional points includ-
ing:

• Injection pressure swept at 2000 rpm andmid load.

• Fuel-air equivalence ratio swept at 2000 rpm.
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• Main andmain plus post-injection study at 1500 rpm andmid load.

• SOI swept at 1500 rpm and 3000 rpm andmid load points.

The training process consisted in selecting randomly a 70 % of the
database data, plus new points (15 %). In order to reduce the prediction
error and overfitting, the ANN is trained 100 times and both the error and
the stability (according to the introduction of a perturbation in any input)
are analysed every iteration. Figure 3.31 shows how the mean square er-
ror decreases with each epoch (evolution of the neural network). As the
neural network is refined it is able to offer a better prediction. However,
a limit must be imposed to avoid overfitting, which means that the ANN
offers greater accuracy when the input data is within the training data, but
the prediction error when the input data is new becomes higher. This limit
can be seen in Figure 3.31 from epoch 26, where the error using training
data (blue line) gets lower, but the errors using validation (green line) and
new data (red line) start to increase. The final ANN consists of 14 inputs,
one hidden layermade up to 10 neurons and one output. This process is re-
peated for each pollutant (soot, CO and UHC), so there is a neural network
per each pollutant prediction.

Figure 3.31: Evolution of the mean squared error for each epoch.
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The final results of prediction vs measurements are shown in Fig-
ure 3.32, Figure 3.33 and Figure 3.34. It is observed that the neural network
approach is running accurately and the mean percent error in all the cases
is even lower than those obtainedwith theNOx and its physicochemical ap-
proach.

Figure 3.32: Prediction vs experimental CO emissions.

Figure 3.33: Prediction vs experimental UHC emissions.
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Figure 3.34: Prediction vs experimental soot emissions.

3.2.5 After-treatment systems model

Compression ignition (CI) engines require the combination of a wall-flow
particulate filter, which collects the particulate matter (PM), with a series
of flow-through monolithic reactors in charge for CO, HC and NOx abate-
ment due to the lean-burn combustion requirements of these engines. As a
consequence, a great variety of architectures combining several devices is
expected in the next years being the particular components conditioned by
the specificNOx abatement solution [92, 93]. As a particular response to the
need of flexible computational tools for exhaust after-treatment systems,
a classical lumped model is used in VEMOD, which is able to consider DOC,
DPFanddeNOx systems, i.e. leanNOx trap (LNT)or selective catalyst reduc-
tion (SCR), thus covering all the possible after-treatment systems in Diesel
engines. The model formulation for wall-flow and flow-through mono-
liths is described in detail in [94]. Thus, a brief description of the model
implemented is provided here.

Themodel conception is basedonamodular approach coveringpressure
drop, heat transfer and chemical mechanism sub-models. The heat trans-
fer modelling is based on a nodal approach adapted from 1D modelling to
account for gas to wall heat exchange, heat losses to the environment and
thermal inertia of the monolith substrate and the external canning.

The abatement of gaseous pollutants is modelled solving the chemical
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species transport in the bulk gas and washcoat regions assuming quasi-
steady flow. UHC accumulation has also been included in the DOCmodel.

In the case of wall-flow monoliths, the filtration efficiency computa-
tion is included as basic performance according to the proposal of Serrano
et al. [95, 96]. In these devices, the geometrical properties of the porous
medium and the inlet channel geometry are described as a function of the
particulatematter load, which varies due to filtration and regeneration and
impacts on chemical, thermo-and fluid-dynamic processes. Partial soot
penetration into theporouswall is assumed [97]. The soot oxidationmech-
anism includes themodelling of the adsorption reactant phase on soot par-
ticles. Particulate size distribution variation due to filtration is taken into
account in the DPFmodel.

3.2.5.1 After-treatment system lumped model

The implementation of the exhaust after-treatment system (EATS) model
in VEMOD implies that the after-treatment devices are considered as
boundary conditions between two 0D elements (inlet and outlet volumes).
In this case, the thermodynamic properties are imposed at the inlet (pres-
sure, temperature and composition) and outlet (pressure) of the flow-
through or wall-flow device, as presented in Figure 3.35 and Figure 3.36.
The lumpedmodel solutionprovides thefluxesbetween these adjacent cells
at time 𝑡, which are necessary to solve the flow properties at the end of the
time step (𝑡 + Δ𝑡).

The flow-through monolith model deals with the main physical and
chemical processes to determine the performance of the system in fluid-
dynamic and emissions terms. It is comprised by three sub-models solving
pressure drop, heat transfer and chemical reactions. As a lumped model,
constant flow properties are assumed along the monolith length. The
model provides a lumped description of the monolith substrate properties
and the prediction of the flow properties at the monolith outlet. According
to the flow-chart shown in Figure 3.35, the model is able to predict mass
flow across the monolith. It is calculated by the pressure drop sub-model.
The outlet gas composition, i.e. pollutants conversion efficiency, is com-
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Figure 3.35: Flow-chart of the flow-through lumped model.

puted by the chemical reactions modelling. Finally, the outlet gas temper-
ature as well as the substrate and external canning wall temperature are
determined by the heat transfer and the heat released in the chemical re-
actions. To do that, the main input data are the inlet gas temperature and
the composition. As stated, the inlet and outlet pressure are provided by the
gas dynamics model.

Thewall-flowmonolithmodel is structured in the sameway. The pres-
sure drop, the inlet gas temperature and the composition are the input flow
properties for the model solution in the gas dynamics software environ-
ment. Figure 3.36 shows the main interactions between the different sub-
models. Due to the operation principle concerning particulate matter col-
lection, this model includes filtration and soot oxidation sub-models. In
turn, these processes, as well as a correct mass flow prediction from pres-
sure drop, demand a porous medium sub-model to consider the variation
in micro- and meso-geometry of the substrate and the inlet channels re-
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spectively.

Figure 3.36: Flow-chart of the wall-flow lumped model.

3.2.5.2 Pressure drop

The placement of the after-treatment systems into the exhaust line in-
volves a flow restriction directly related to the characteristics of their par-
ticular geometry and the flow properties. In flow-through monolithic re-
actors the resulting pressure drop can be expressed as reflected in Equa-
tion 3.21, where𝐾DOC is the pressure drop coefficient of the device, and 𝜌in
and 𝑢in are inlet gas density and velocity, respectively.

Δ𝑝DOC = 1
2 ⋅ 𝐾DOC ⋅ 𝜌in ⋅ 𝑢2

in (3.21)

In wall-flow monoliths, the importance of the inertial contribution is

Page85



Chapter 3 | Development of a virtual engine model

higher due to theminor open area, with alternatively plugged channels and
progressively reduced as soot is collected into the inlet channels. In addi-
tion to inertial and friction pressure drop, additional contributions appear
due to the fact that the flow is forced to pass across the porous wall and
the particulate layer, if this last exists because of soot or ash accumulation.
Therefore, assuming incompressible flow, the particulate filter pressure
drop can be expressed as in Equation 3.22, where subscripts Darcy, iner-
tial and fr refer to pressure drop across the porousmedia (describedmainly
by the Darcy’s law), inertial and friction contributions.

Δ𝑝DPF = Δ𝑝Darcy + Δ𝑝inertial + Δ𝑝fr (3.22)

3.2.5.3 Porous media properties

The calculation of the pressure drop and the filtration efficiency in porous
media is dependent on micro-geometry properties. The main parameters
are the porosity and themean pore diameter. Their definition in the porous
wall, particulate layer and ash layer is based on the packed-bed of spherical
particles theory, which considers the porous structure as a set of spherical
unit cells. These unit cells fulfil that their porosity is the same as that of the
porous medium being a unit collector placed in the core of the unit cell. A
detailed description of the equations used for the calculation can be found
at [94].

3.2.5.4 Filtration

The filtration sub-model computes the mass-based filtration efficiency
and thus the amount of soot collected per unit cell. The model provides
both the overall filtration efficiency, which is represented by that corre-
sponding to themode diameter of the particle emissions, and as a function
of the particle size distribution (PSD) [95]. It is done according to Brownian
and interception collection mechanisms around a single sphere. The iner-
tial contribution is not included due to its negligible impact [95]. A detailed
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description of the equations used for the calculation can be found at [94].

3.2.5.5 Reaction mechanism

The chemical conversion within the monolith is tackled integrating the
one-dimensional chemical transport equations. It is considered in the ax-
ial channel direction for gaseous emissions in flow-throughmonoliths and
across the porous wall to model the soot oxidation in wall-flowmonoliths.

The chemical reaction sub-model for gaseous pollutant emissions com-
putes their conversion efficiency integrating the one-dimensional chemi-
cal species transport equation into the gas stream and the washcoat along
the monolith length [98]. Assuming quasi-steady flow, these governing
equations are given by Equation 3.23 and Equation 3.24.

𝑢in ⋅ d𝑋n
d𝑥 = −𝑆p, cat ⋅ 𝑘m,n ⋅ (𝑋n − 𝑋n,S) (3.23)

𝑣n𝑅n + 𝑆p, wc ⋅ 𝑘m,n ⋅ (𝑋n − 𝑋n,S) = 0 (3.24)

Equation3.23 regards thebulkgasequation. The left-handsideaccounts
for the convection transport of the species along the channel and the right-
hand side represents the diffusion of species from the bulk to the channel
surface. In a complementary fashion, Equation 3.24 represents the chem-
ical species transport over the catalyst surface. It comprises the diffusion
of the species from/to the surface and to/from the washcoat and the cor-
responding reaction rates. 𝑋n and 𝑋n,S are the molar fraction of species
n into the gas and in the washcoat respectively, 𝑆p, cat represents the geo-
metric surface area related to themass transfer from the gas to the catalyst
surface and𝑆p, wc is the geometric surface area related to themass transfer
from the catalyst surface into the washcoat volume.

For the soot oxidation modelling, the regeneration sub-model in wall-
flow particulate filters solves the conservation equation of the soot oxidis-
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ing species accounting for a three-layer step. As sketched in Figure 3.37
particulate layer, coated porous wall and uncoated porous wall region are
distinguished. The model considers that the soot oxidation in every region
takes place in presence of O2, which becomes predominant at high temper-
atures and in catalysed filters, and NO2, which is the main oxidant at low
temperature.

Figure 3.37: Scheme of the regions of soot regeneration in the wall-flow particulate filter.

As mentioned above, further details of the calculation of the reaction
mechanism can be found in [94].

3.2.5.6 Heat transfer in the after-treatment systems

The prediction of the outlet gas temperature is dependent on the heat ex-
change between inlet gas and substrate wall, whose temperature is in turn
conditioned by the heat released by the chemical species conversion and
the heat transfer towards the environment. The proposed lumped model
accounts for these phenomena from a nodal-based scheme where the heat
transfer from gas to wall, the radial conduction, the convection and radia-
tion to ambient, the axial conduction in the canning, the heat released and
themonolith and canning thermal inertia are taken into account. By apply-
ing the energy balance and the continuity equation betweenmonolith inlet
and outlet, and considering the change in mass flow due to regeneration
and filtration, it is possible to obtain the outlet gas properties of the EATS.
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3.2.5.7 After-treatment model calibration

The methodology followed for the calibration —and validation— of the
EATS is summarised in the Figure 3.38 for flow-throughmodel (DOC, SCR,
LNT) and Figure 3.39 (for DPF). Eachfigure describes the tests that are used
for the calibration. Even though the SCR and LNT models have been built
and included in VEMOD, the calibration has been carried out only with the
DOC and DPF included in the reference engine described in section 2.2.

The detailed description of the complete process, the experimental con-
dition used for the calibration and the fitting constants values determined
can be found at [94]. A short summary of the results achieved after the cal-
ibration is provided here.

Figure 3.38: Methodology for the flow-through model calibration.

First of all, Figure 3.40 shows the prediction ofmassflowacross theDOC
when the experimental pressure drop is imposed. The steps in Figure 3.40
(a) correspond to different engine speeds under motoring operation. The
experimental instantaneous pressure drop coefficient is calculated accord-
ing to Equation 3.21 for every operating point. The average value of ev-
ery point (black empty circles in Figure 3.40 (b)), is used to obtain a fitting
function covering a wider Reynolds number range to be applied to predict
the mass flow under different operating conditions.

The steady-state tests were run at 1500 rpm, 2000 rpm and 2500 rpm
varying the engine load from 5 % to 40 % in order to cover the low to
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Figure 3.39: Methodology for the DPF model calibration.

Figure 3.40: Mass flow prediction (a) and pressure drop coefficient determination (b) in
motoring tests.
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medium exhaust temperature range. Figure 3.41 compares experimental
andmodelling results concerning outlet gas and canning surface tempera-
ture in steady-state tests at 2500 rpm. Every step in temperature identifies
a change in engine load. The inlet DOC gas temperature is represented by
the dashed black series in plot (a). Being the surface temperaturemeasured
at the middle of the DOC monolith, the model shows good ability to pre-
dict the thermal response of the device, both inmonolith and canning. The
outlet gas temperature prediction is appreciably higher than the inlet gas
temperature at low engine load because of the heat released by the CO and
HC oxidation.

Figure 3.41: DOC outlet gas temperature (a) and canning surface temperature (b) at 2500
rpm and engine load steps from 5 % to 40 %.

Figure 3.42 represents the conversion efficiency of CO and HC corre-
sponding to steady-state points at different engine speeds. Figure 3.42 (a)
shows the DOC conversion efficiency when the engine is moved from mo-
toring to 5 % engine load at 1500 rpm. It is shown how the CO conversion
efficiency increases during the first seconds due to the progressively raise
of the inlet temperature. However, HC conversion efficiency is high from
the very beginning due to HC adsorption at low temperature. The model
captures properly both the oxidation and adsorption processes providing a
good prediction of the conversion efficiency for both pollutants. Plots (b)
and (c) confirm the capability of themodel to determine the conversion ef-
ficiency as the temperature raises, what progressively limits the conver-
sion efficiency by mass transfer and pore diffusion processes. Although
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Figure 3.42: HC and CO conversion efficiency during thermal stabilisation in different
steady-state operating conditions.

both CO and HC conversion efficiencies are slightly overestimated, the fit-
ted model provide reliable results in transient operation, as it is shown in
subsection 3.3.2.

Figure 3.43 (a) shows the mass flow prediction as a function of the soot
load when the experimental pressure drop is imposed. The mass flow,
which is almost constant, is properly predicted throughout the test as well
as the soot load (Figure 3.43 (b)). Indeed, the soot load is a function of the
mass flow but also depends on the computation of the filtration efficiency,
whose evolution until the maximum value is zoomed in Figure 3.43 (c). Fi-
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nally, Figure 3.43 (d) demonstrates that the model also accounts properly
for heat transfer. An accurate prediction of the DPF outlet gas temperature
is provided both during the thermal transient period and once steady-state
conditions are reached.

Figure 3.43: DPF response during the soot loading test under steady-state conditions.

Finally, the performance of the soot oxidation calibration during the re-
generation process is summarised in Figure 3.44. It is performed after the
soot loading test so that the initial substrate conditions are known from the
end modelling shown in Figure 3.43. Again, the DPF pressure drop (a) is
imposed as a boundary condition so that the fluid-dynamic model calcu-
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lates the mass flow (b) across the DPF. Plot (c) represents the soot mass
load prediction into the DPF distinguishing between porous wall and par-
ticulate layer throughout the regenerationprocess. The corresponding soot
depletion rate governs theheat release rate determining theoutlet gas tem-
perature, which is plotted in Figure 3.44 (d).

Figure 3.44: DPF response during the active regeneration test under steady-state condi-
tions.

3.2.6 Heat transfer model

Heat transfer model in VEMOD is based on lumped conductance models
(engine block, ducts and turbocharger) to take into account the heat trans-
ferred between the different fluids of the engine (gas and liquids: coolant
and oil). Thus, the lumped conductance model allows linking in-cylinder,
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port and turbocompressor processes with hydraulic circuits through the
heat rejection calculation: 0D in-cylinder model, 1D ports model and 0D
turbine and compressor models provides boundary conditions of gas tem-
perature and heat transfer coefficient to calculate heat flux, whereas the
nodal model provides detailed wall temperature and heat transfer reparti-
tion to coolant and oil circuit.

The lumped conductance model is composed of a number of small
metallic elements as a result of dividing the cylinder head, the piston, and
the liner into small metallic nodes. A characteristic mass and thermal ca-
pacitance of each node have been included in order to consider the tran-
sient simulation to be performed; they depend on its geometrical and ma-
terial properties. These nodes can be in contact with othermetallic node so
the conductive conductances are computed (e.g. piston-piston nodes) or in
contact with fluid nodes, like the chamber, a coolant node or an oil node,
obtaining the convective conductances instead. Also the piston nodes have
a source term due to the friction in this element.

The lumpedmodel is initialisedwith geometrical information of the en-
gine block (bore diameter, stroke, and ports diameters), the piston, the
liner and the cylinder head materials, and the initial temperatures of the
metallic nodes, oil and coolant. The nodes temperatures are then updated
each cycle by applying a transient energy balance to each node, according
to Equation 3.25.

∑𝑗
𝑘s⋅𝐴i,j

𝑑i,j ⋅ (𝑇𝑡j − 𝑇𝑡i) + ∑𝑓 ℎf ⋅ 𝐴i,f ⋅ (𝑇𝑡fluid − 𝑇𝑡i)

+ ∑ 𝑄𝑡gen,i =
𝜌s⋅𝑉i⋅𝐶𝑝

Δ𝑡 ⋅ (𝑇𝑡i − 𝑇𝑡−Δ𝑡i)

(3.25)

where 𝑘s is the conductivity between two nodes in contact, 𝐴i,j and 𝑑i,j
are the contact area and the distance between nodes i and j in contact, re-
spectively, 𝑇𝑡j, 𝑇𝑡i, 𝑇𝑡fluid are the nodes temperature at an specific instant
t, ℎf is the heat transfer coefficient of the fluid (gas or liquid), 𝑄𝑡gen,i ac-
count for source terms (such as friction) and the terms at the right of the
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equation represent the heating of the metallic node with a heat capacity
𝜌s ⋅ 𝑉i ⋅ 𝐶𝑝. The model has been improved to include the oil-coolant heat
exchange through the block and the thermal inertia of liquids (coolant and
oil), all of them key issues during transient operation starting from cold
conditions. Finally, the model has been adapted to evaluate different ther-
malmanagement strategieswith split cooling system(independent coolant
circuit in the cylinder-head and block).

The convective heat transfer in the chamber is calculated in VEMOD by
means of a modified Woschni’s correlation in which the original velocity
terms due to the swirl motion, 𝑐𝑢, is improved in previous works bymeans
of CFD calculations [99] to obtain the heat transfer coefficient shown in
Equation 3.26, where 𝐶w1, 𝐶w2 and 𝐶2 are tuned with empirical data from
motoring and firing tests [100], 𝑐𝑚 is the mean piston speed, 𝑐𝑢 is the in-
stantaneous tangential velocity of the gas in the chamber, 𝑝0 is the pres-
sure in motoring conditions assuming a polytropic evolution, 𝑝 and𝑇g are
in-cylinder pressure and temperature, and𝑝IVC,𝑇IVC and𝑉IVC are pressure,
temperature and volume at IVC, respectively.

ℎw = 𝐶1⋅𝐷−0.2⋅𝑝0.8⋅𝑇−0.53
g ⋅(𝐶w1⋅𝑐𝑚+𝐶w2⋅𝑐𝑢+𝐶2⋅ 𝑉 ⋅ 𝑇IVC

𝑝IVC ⋅ 𝑉IVC
⋅(𝑝−𝑝0))

0.8

(3.26)

This upgraded Woschni-based model has been extensively applied at
CMT to calculate the heat transfer in different engines and operating con-
ditions. Being the heat transfer in the chamber the main source of heat re-
jection, it is a critical issue during the operation in cold conditions such as
that in the WLTC after the engine start at −7 °C. Thus, with the aim of as-
sessing the validity of the VEMOD heat transfer model, a critical review of
convective heat transfer models has been carried out. The first step was to
carry out a survey of gas-wall heat transfer models validated at low tem-
perature [101, 102, 103, 104]. The main conclusions obtained can be sum-
marised as: on the one hand there are few works published on this topic,
on the one hand no alternative models have been proposed in the litera-
ture. Thus, Jarrier et al. [101] used Woschni’s correlation with the engine
at 2.5 °C, Samhaber et al. [102] corrected heat flux at 0 °C by multiplying
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heat flux value in warmed-up conditions by a factor equal to 1.15 (increase
of 15 %), Uppuluri et al. [104], at −20 °C, used a correction map for heat
flux: heat flux value in warmed-up conditions was multiplied by a cor-
rection factor depending on engine speed, SOC and air-fuel ratio. Finally
Roberts et al. [103] performed a review of the internal combustion engine
cold-start efficiency issue and potential solutions, highlighting the impor-
tance of heat produced by friction at low temperature, however no original
approach for heat transfer is discussed.

Having inmind theprevious comments, theassessmentof thevalidityof
Woschni’s correlation under cold environment conditions is assumed as an
important objective. For this purpose, the methodology followed is based
on the analysis of the variation of theWoschni’s fitting constant in cold and
hot conditions.

As later described in subsubsection 3.2.6.1, 𝐶w2 is assumed to be pro-
portional to 𝐶w1, and thus in motoring conditions 𝐶w1 is the only constant
to be tuned (𝐶2 is the scaling constant of the combustion term). For each
motoring test,𝐶w1 can be adjusted to complywith the first Law of Thermo-
dynamics. If the heat transfer model took into account all the physic of the
heat transfer phenomenon, the constant should be the same for each test,
howeveratCMT it is knownthat a certain level ofdispersion isusually found
at different motoring conditions (for example at different engine speed or
intake pressure). It was assumed as hypothesis to be checked in cold con-
ditions that: if𝐶w1 varies less when room temperature changes than when
engine speed changes, the influence of temperature on heat transfer coef-
ficient is smaller than the engine speed influence, and thusWoschni’s heat
transfermodel and𝐶w1fittingarevalid forhotandcoldenvironment condi-
tions. The analysis was performed in the reference engine detailed in sec-
tion 2.2 and the test bench measured points in Table 2.3 was used for the
analysis.

Figure 3.45 shows the values of the𝐶w1 fitting constant in the reference
engine. In this figure, the mean value and the variation range due to the
repetition of the test is shown for different engine speeds. Purple arrow
indicates the maximum difference found in the engine speed swept at the
same ambient temperature, while green arrow represents the maximum
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difference for tests at the same engine speed and different ambient tem-
perature. The comparison between the arrows length allows the estimation
of the relative effect of ambient temperature versus engine speed.

Figure 3.45: Fitting constant 𝐶w1.

As it can be observed, in all cylinders, the influence of room temper-
ature on the heat transfer fitting coefficient is smaller than engine speed
influence, and hence it was concluded that there is no evidence that the
Woschni-based heat transfermodel of VEMOD is not valid for both hot and
cold environment conditions. Thus, after the calibration, it is suitable for
the simulations tobeperformed in thenext studies carriedout in this thesis.

3.2.6.1 In-cylinder heat transfer model calibration

The calibration of the heat transfermodel is based on a combination ofmo-
toring and combustion tests. As shown in Equation 3.26, the in-cylinder
heat transfer model used in VEMOD has three fitting constants: 𝐶w1 that is
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a scaling factor of the piston mean velocity, 𝐶w2 that scales the tangential
velocity due to the swirl, and finally𝐶2 which affects the combustion term.
Themethodology consists of twomain steps:

1. Inmotoring conditions the constants𝐶w1 and𝐶w2 are fitted according
to the methodology described in [100]. If experimental data at differ-
ent swirl conditions is available, 𝐶w1 and 𝐶w2 can be both fitted in-
dependently. However when swirl swept are not available (like in the
reference engine), it is assumed a constant ratio 𝐶w1/𝐶w2 = 1.7 and
only𝐶w1 is independently adjusted. Alongwith the heat transfer coef-
ficient, there are other engines uncertainties such as:

• Top dead centre position (Δ𝛼).

• Real compression ratio (CR) of each cylinder.

• Calibration factor of the engine deformationmodel𝐾def.

Figure 3.46: Flow-chart to determine the uncertainties in motoring conditions.
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These parameters are obtained by the methodology shown in
Figure 3.46. The fitting process is based on the sensitivity effect
of such uncertainties on heat release and simulated pressure. The
methodology is able to identify the separated influence of each pa-
rameter and to provide a set of values thanks to the multi-variable
linear regression in motoring conditions. The method is flexible
enough to deal with different number of uncertainties and can be
applied to different engines and thermodynamic cycles. The results
obtained by applying the analysis to the motoring measurements of
the reference engine are:

• 𝐶w1 = 1.6304;𝐶w2 = 0.9590

• 𝑅𝐶 = 16.06

• 𝐾def = 2.1723

2. Once the motoring constants of the model have been obtained, the
value of𝐶2 is fitted with the objective of getting a cumulated heat re-
lease in the combustion that matches the value of the total injected
energy in each test. In this case the combustion matrix described in
Table 2.3 was used and a final value of𝐶2 = 0.001was adjusted.

3.2.7 Thermo-hydraulic model

Thermal management plays an important role in engine operation and it
is a key issue during the transient operation, in particular in the transient
operation after cold start. In this context, modelling the hydraulic circuits
of the engine (coolant and lubricant oil) becomes necessary to assess po-
tential improvements in thermal management. Thus, VEMOD includes a
sub-model to simulate thermo-hydraulic circuits. The model is capable of
analysing the hydraulic network to obtainflow rates andhead losses distri-
butionof the liquid. In addition, spatial distributionand temporal evolution
of fluid temperature are simulated.

The thermo-hydraulic model in VEMOD includes sub-models for dif-
ferent types of heat exchangers to consider whichever type of gas-liquid,
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liquid-liquid or gas-gas heat exchanger. The effect of the vehicle veloc-
ity on the radiator has also been included and the hydraulic circuit model
has been evolved in order to consider split cooling in combination with the
lumped conductance model.

Figure 3.47: Flow-chart of the thermo-hydraulic circuit model.

The scheme of the model in its current state is sketched in Figure 3.47,
where the interaction with other VEMOD sub-models is shown. The
thermo-hydraulic model consists of two sub-models:

1. Hydraulic circuits. At the beginning of the simulation, VEMOD main
execution creates a separate hydraulicmodel for eachhydraulic circuit
in the engine. Circuit configuration and components can be defined in
detail (pipes, thermostats, operable valves, pumps and heat exchang-
ers). Eachcircuitmodel is thenevaluatedat theendof every engine cy-
cle. The hydraulic sub-model calculates mass flows of oil and coolant
atdifferent engine components like theengineblockgalleries, theEGR
coolers, the turbocharger and the oil and coolant pumps. Some sub-
models provide inputs to the circuits. In particular, engine speed or a
reference rotational speed is multiplied by a fixed user-defined ratio
to obtain pump speed. Moreover, control actuators can set the open-
ing degree of valves. The process of creating the hydraulic circuit is
flexible, since it is made up of generic components connected to each
other. Then the user defines the specific properties (geometry, effi-
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ciency, pumps characteristic curves, etc.) for each component, just in
the samewayas thegas circuit. The calculationmethod is summarised
in the following way and illustrated in Figure 3.48:

(a) Firstly, starting from an arbitrary junction, all possible paths
(open or closed) are determined.

(b) Paths are split at the junctions to create branches, which are a
portion of a path between two consecutive junctions.

(c) Closed paths are recognised as meshes.

(d) For every branch, the head loss is calculated as a function of the
flow in the branch according to Equation 3.27, where 𝑅1 and 𝑅2
are hydraulic resistances and 𝑉̇ is the volumetric flow. In the
case of pipes, the hydraulic resistances are calculatedwithDarcy-
Weisbach equation every engine cycle.

𝐻 = ℎ + 𝑅1 ⋅ 𝑉̇ + 𝑅2 ⋅ 𝑉̇2 (3.27)

(e) Finally, the network is solved by applying the Kirchhoff laws
(mass balance for the junctions and energy balance for meshes).
Thus, the flow through each branch and the pumps power are ob-
tained.

Figure 3.48: Mesh, path and branch sketch in the hydraulic circuits.

Figure 3.49 and Figure 3.50 show the coolant and oil circuits re-
spectively in VEMOD. Main elements of both circuits are labelled
in the diagrams. It can be observed that both circuits are driven
by a respective pump and the oil temperature is dissipated by the
oil cooler, connected to the coolant circuit as well.
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Figure 3.49: Coolant circuit diagram in VEMOD.

Figure 3.50: Oil circuit diagram in VEMOD.

2. The second part of the thermo-hydraulic model deals with the calcu-
lation of the local temperature of thefluid. In order tomodel the tem-
perature distribution throughout the circuit, the fluid of each circuit
(in the case of split cooling two independent circuits are considered)
is divided into parcels. Each fluid parcel has a different temperature.
Parcels are displaced anddistributed amongbranches according to the
flow rates calculated in the previous step. Temperature of the parcels
is updated according to the heat provided by the heat exchangermod-
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els. In VEMOD, the heat exchangersmodelworks independently of the
hydraulic circuitmodel, even though they use results from each other.
Thus, the heat exchangers model requires the flow and the inlet fluid
temperature from the hydraulic circuit, and it provides the heat re-
jection to calculate the fluid heating or cooling in the exchanger. The
efficiency of each heat exchanger is calculated considering the type of
heat exchanger (shell and tubes, crossflow, etc.) and the flow charac-
teristics Besides, it is possible to provide a tabulated exchanger effi-
ciency. Finally, theheat transferred is obtainedbyapplying the𝜀-NTU
method [105]. In complex elements such as the engine block or the
turbocharger, heat rejection is obtainedwith detailed lumped thermal
networks. All heat transfer is assumed to takeplace inheat exchangers
and so pipes and junctions are considered adiabatic.

3.2.8 Mechanical losses model

An existent dedicated friction and auxiliaries model [73] has been included
inVEMOD toobtain the brakepower from the indicatedpower. The calcula-
tion of themechanical losses is required for the prediction of engine power
as indicated in Equation 3.28.

𝑁b = 𝑁i − 𝑁p − 𝑁fr − 𝑁a

𝑁fr = 𝑁fr, piston + 𝑁fr, bearings + 𝑁fr, valvetrain

𝑁a = 𝑁fuel + 𝑁coolant + 𝑁oil

(3.28)

In Equation 3.28,𝑁 represents the power and the subscripts 𝑏, 𝑖, 𝑝, 𝑓𝑟
and 𝑎 stand for brake, indicated, pumping, friction and auxiliaries, respec-
tively. Indicated and pumping power are computed from the instantaneous
in-cylinder pressure and volume calculated bymeans of the 0D in-cylinder
sub-model included in the gas dynamic model. Thus, friction and auxil-
iaries losses have to be determined.

The model considers two terms, on the one hand, the calculation of the
friction due to engine elements with relative movement, 𝑁fr in the piston
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pack, bearings and valvetrain. Semi-empirical sub-models are used to cal-
culate friction betweenpistonpack and liner, bearings and valvetrains con-
sidering the kinematics, dynamics and tribological processes of each ele-
ment. Detailed description of the model implemented can be found in the
work done by Tormos et al. [73].

On theotherhand, thecalculationof thepower required todrive theaux-
iliaries (𝑁a). Simple sub-models are used to determine the coolant, oil and
fuel pumps power, taking into account information (flow and temperature)
from the hydraulic circuits and fuel pump characteristics.

Other improvements have been implemented for the simulationof tran-
sient cycles at low ambient temperature. In this case the oil viscosity cor-
relation, derived from the Vogel equation, has been modified to cover low
temperatures (down to −35 °C). The new correlation implemented in VE-
MOD can be found in Equation 3.29, where 𝜇oil is the oil dynamic viscos-
ity, 𝑇 is the oil temperature, 𝐾1 = 2.2727e−4, 𝐾2 = 894.0514 and𝐾3 =
153.7313. This correlation has been fitted using available experiment data
at CMT.

𝜇oil = 𝐾1 ⋅ exp
𝐾2

𝑇−𝐾3 (3.29)

3.2.8.1 Mechanical losses model calibration

To adjust the mechanical losses model, the total modelled losses are com-
pared with the experimental ones as shown in Equation 3.30, where 𝑛 is
the engine speed and the subscripts exp andmod stand for experiment and
model, respectively; and 𝑘piston1, 𝑘piston2, 𝑘bearings and 𝑘valvetrain are fitting
constants.

(𝑁fr + 𝑁a)exp = (𝑁fr + 𝑁a)mod
= (𝑘piston1 + 𝑘piston2 ⋅ 𝑛) ⋅ 𝑁fr,piston + 𝑘bearings ⋅ 𝑁fr,bearings

+ 𝑘valvetrain ⋅ 𝑁fr,valvetrain + 𝑁a

(3.30)
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Since an experimental split of friction terms was not available, the cali-
bration of the constants was performed simultaneously. No empirical cor-
rection of auxiliaries losses was done because their influence in the global
losses is scarce, and the power required to run the fuel pump (the most
important of all the auxiliaries terms) was independently calibrated with
available data.

The calibration includes a complete swept of engine speed and load, re-
sulting in the following values for the four fitting constants:

• 𝑘piston1 = 2.8782

• 𝑘piston2 = 1.07e−4

• 𝑘bearings = 3.0868

• 𝑘valvetrain = 23.3821

Figure 3.51 presents the results of the mechanical losses calibration. It
can be concluded that there is a good agreement between the totalmodelled
and experimental mechanical losses (represented by the black diamonds
series). Also the detailedmechanical losses repartition in the reference en-
gine is shown. As observed, friction losses increase with both the engine
speed and load, where the piston assembly is themost important term. The
effect of the speed is justified taking into account the higher relative ve-
locity of all the elements. The effect of the load is mainly observed in the
piston pack friction due to the higher in-cylinder pressure that affects the
rings friction. Bearings and valvetrain friction losses are, in this order, less
significant.

Regarding auxiliaries mechanical losses, coolant pump losses increase
significantly with the engine speed. Even though the fuel pump losses also
increases with the engine speed, in this case the effect of the load is clear:
the higher the load is, the higher the losses are due to the rail pressure.

Once the mechanical losses model has been calibrated, the brake power
can be obtained by adding their values to the net indicated power. As shown
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in Figure 3.52, the global performance is good, but there are some discrep-
ancies at low load and high engine speed where the maximum percentage
error raises to 6%.

Figure 3.51: Friction and auxiliaries mechanical losses distribution.
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Figure 3.52: Experimental and simulated brake power comparison.

3.2.9 Control, vehicle and driver models

The control sub-model allows controlling the operating point of the engine
model, actuating as an engine control unit (ECU), operating the engine both
in steady-statepoints andduring transient evolutions. Theflowchart of the
vehicle, driver and control sub-model implemented in VEMOD was shown
in Figure 3.1. This model is based on control algorithms built in Simulink
that gather data from virtual sensors at certain parts of the virtual engine.
These sensors measure all the required variables such as torque, coolant
temperature, mass flow, pressure and temperature at different pipe loca-
tions or plenums, etc. The algorithms of control sub-model send the re-
sulting values back to the the gas dynamicsmodel bymeans of virtual actu-
ators: engine speed, turbine rack position, valves position, injection pres-
sure, and SOEand fuelmass of each injectionpulse, etc. in order to simulate
both stationary and transient tests.

The control sub-model is able to run simulations in three different
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modes:

• Imposing test bench data. Thismode corresponds to the simplestway
to operate the engine model. Its purpose is to impose the same con-
ditions as in the test bench engine to the virtual engine, so it is possi-
ble to validate the model performance. In this case, all injection set-
tings (SOE, fuel mass split, injection pressure) are read from the ex-
perimental data and imposed to the injection model by means of the
virtual actuators. Engine speed, intake manifold air mass flow (MAF)
andpressure (MAP) are also set according to the experiment data. Low
and high pressure EGR valves, back-pressure valve and turbine rack
positions are set by the air loop control (MAF andMAP) as described in
Figure 3.53. The experimental rack position of the variable geometry
turbine (VGT) is used as the initial rack position and the controlmodel
actuates over it to achieve the intake pressure setpoint. Similarly, the
model tweaks the different valve positions to keep the fresh air mass
flow and the EGR. In the case of these valves, the position value is ob-
tained from a map depending on the current engine speed and total
fuelling rate, and later corrected by a PID controller. The P and I con-
stants of the controllers are also obtained from similar maps included
in the engine calibration. This calibration was created from the sim-
ulation of the 27 cases in the steady-state test matrix in Table 2.3 im-
posing the test bench settings.

• Imposing engine speed and torque. This mode requires the user de-
fined engine speed and torque —both as a constant value for steady
operation or a transient evolution. The torque control calculates the
required fuelmass rate to achieve the torque target based on a calibra-
tionmap. However, this fuelmass is limitedby twofilters: oneensures
that the fuel mass does not exceed the one at full load for that engine
speed, the other one limits the fuel mass to not surpass a certain fuel-
air ratio to avoid anexcessive soot formation. Theflow-chart toobtain
the fuel mass is indicated in the top part of Figure 3.54 by dashed bor-
der boxes. The other variablesmentioned above concerning the injec-
tion settings are obtained bymeans of the calibrationmaps according
to the current engine speed and the total fuel mass calculated in the
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Figure 3.53: Flow-chart of the main output variables of the control model imposing test
bench data. Rounded boxes correspond to the final actuator values.

step before. The air flow is controlled by a closed loop controller as in
the previousmode. However, intakemanifold pressure andmass flow
(MAP and MAF), and VGT rack position initial setpoints are obtained
fromcalibrationmaps, rather than from test benchdata as before. The
flow-chart of this control mode is sketched in Figure 3.54.

• Imposing engine speed and fuel mass. This mode is pretty similar as
the previous one imposing torque. In this case, total fuelmass is a user
input; so the calculation of the total fuel mass is omitted since torque
is an output and not an input as in the previousmode. Figure 3.54 still
represents theflow-chart of this controlmode skipping the fuel filters
sketched by dashed border boxes.

Other parameters and controllers are included in themodel and the cal-
ibration, such as the ambient and coolant temperature sensor readings to
switch from LP-EGR to HP-EGR and vice versa. The control flow-charts
shown represent a summarised view of this control sub-model.
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The vehicle control includes a clutch model represented by the expres-
sions inEquation3.31,where𝑀 stands for torque𝑘(𝑡) is coupling ratio from
0 to 1 imposed by the drivermodel,𝑝max is themaximum coupling pressure
and𝑆, 𝜇clutch and 𝜇clutch are the contact area between friction discs, the disc
friction coefficient and the average radius of the clutch disc, respectively.
The clutchmodel distinguishes between clutch slip and no clutch slip situ-
ations.

⎧{
⎨{⎩

𝑀clutch(𝑡) = 𝑀engine(𝑡) 𝑖𝑓 𝑀max(𝑡) ≥ |𝑀engine(𝑡)|
𝑀clutch(𝑡) = 𝑀max(𝑡) 𝑖𝑓 𝑀max(𝑡) < |𝑀engine(𝑡)|

𝑀max(𝑡) = 𝑘(𝑡) ⋅ 𝑝max ⋅ 𝑆 ⋅ 𝜇clutch ⋅ 𝑟clutch

(3.31)

Another system that has been modelled is the gearbox, whose torque
transferred to the gearbox𝑀gb is defined in Equation 3.32, where 𝑟gb is the
transmission ratio and 𝑘gb is a factor depending on the gearbox efficiency
(𝜂gb), the operation temperature (𝑇), the inlet shaft speed (𝜔gb,in) and the
torque (𝑀clutch).

𝑀gb = 𝑘gb ⋅ 𝑟gb ⋅ 𝑀clutch(𝑡)
⎧{
⎨{⎩

𝑘gb = 𝜂gb ⋅ (𝑇, 𝑔𝑒𝑎𝑟, 𝜔gb,in, |𝑀clutch|) 𝑖𝑓 𝑀clutch(𝑡) ≥ 0
𝑘gb = 1

𝜂gb⋅(𝑇,𝑔𝑒𝑎𝑟,𝜔gb,in,|𝑀clutch|) 𝑖𝑓 𝑀clutch(𝑡) < 0
(3.32)

The vehicle dynamicsmodel, which computes the instantaneous vehicle
velocity, is fed with the gear box torque output and vehicle —data such as
vehicle mass and front area, wheel effective radius, gearbox shafts inertia,
etc.— and track information. The last one is important to account for the
track grade (vertical angle of the road to apply the force balance in the ve-
hicle), the track radius (curvature radius of the track that affects the rolling
resistance), and the wind speed and direction to calculate the aerodynamic
resistance. Vehicle control and dynamic properties have been set according
to the available information from the engine supplier.
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Finally, the driver model and logic consists of two parallel PID depend-
ing on active drive and logic. It is important to note that VEMOD can sim-
ulate any steady-state operating point without employing the control sys-
tem sub-model, just by setting the target value of each actuator within the
enginemodel. If a transient evolution is simulated, then the control system
sub-model has to be used, but the system can be runwithoutmaking use of
the vehicle model by setting the speed and torque. This way the model be-
comes a highly flexible tool.

3.3 Validation of the virtual engine model

This section presents the validation process of the virtual enginemodel and
the results at transient operating conditions. Recalling section 3.2, VEMOD
is composed of different sub-models whichwere already developed in CMT
andhave been refined and adapted tomodel transient operating conditions.
So first of all, the transient validation of some sub-models is presented,
followed by the results of the complete virtual engine model.

3.3.1 Validation of the turbocharger model

The turbochargermodel has been validated using engine load transients. In
these tests the engine is stabilised at very low load and suddenly moves to
full load. From the point of view of the turbocharger, the different param-
eters undergoes a lag due to itsmechanical and thermal inertia. The results
are also compared to those obtained using a turbocharger model based on
maps. The main benefits of the turbocharger model included in the virtual
engine are observed in turbine inlet and outlet temperatures, in particular
in the predicted turbine temperature drop.

Figure 3.55 shows two load transients at different engine speeds (1250
and 2000 rpm). The experimental temperature was measured using a very
low inertia transducer (an RTD with a measurement range from −75 °C to
850 °C) able to register transient evolution. The evolution of the turbine
inlet and turbine outlet temperatures during the test has been compared
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to the experimental data, the results obtained using a typical map-based
model and the results provided by the turbochargermodel proposed in VE-
MOD.T3 corresponds to the turbine inlet temperature and, in the case of the
model one, is obtainedby the enginemodel, so the turbocharger sub-model
has been simulated along with the engine (injection, combustion and heat
rejection) model. As it can be observed, the use of a map-based model (red
line) underestimates the temperature drop in the turbine. Contrarily, the
use of a heat transfer model (green line), as the one included in the model
proposed, improves the prediction of the turbine outlet temperature, which
is essential for the operation of the after-treatment system placed down-
stream the turbine.

Figure 3.55: Turbine inlet and outlet temperatures during a load transient at 1250 and
2000 rpm.
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3.3.2 Validation of the after-treatment systems model

Inorder tovalidate theperformanceof theafter-treatmentmodels, the cal-
ibrated DOC and DPFmodels were applied to the simulation of a WLTC run
at ambient temperature. In this case the models were run without the rest
of the VEMOD, using pressure upstream and downstream, temperature at
the inlet andemissions at the inlet as boundary conditions. Thediscrepancy
in the experimental and modelled inlet composition is due to the numeri-
cal uncertainty related with the gas diffusion in the intake pipe considered
in the model (this phenomena concerns only at transient operating con-
ditions). Figure 3.56 shows the experimental and modelled cumulative HC
and CO emissions at both inlet and outlet boundaries of the DOC. The series
are normalised with respect to the experimental accumulated emissions of
every chemical specie at the DOC inlet side and at the end of theWLTC. As it
can be observed, high accuracy is obtained during the whole WLTC, which
requires good sensitivity to temperature, in terms of oxidation but also ad-
sorption and desorption of HC, pore diffusion andmass transfer effects.

Figure 3.56: HC and CO cumulative emissions over the WLTC.

To complete the analysis, the DPFmodel response duringWLTC driving
conditions is evaluated. The DOCmodel, whose performance has been dis-
cussed above, determines the DPF inlet flow conditions. As shown in Fig-
ure 3.57 (a), the tailpipe gas temperature is predicted showing very good
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Figure 3.57: DPF outlet gas temperature (a) and cumulative soot collected (b) over the
WLTC cycle.

agreement with experimental data (blue line represents tne DPF inlet tem-
perature). In addition, Figure 3.57 (b) shows the soot accumulation into
the DPF, which began the test free of soot deposits. In Figure 3.57 (b), the
model filtrated sootmass shows very good agreementwith the experimen-
tal results, which is obtained from the inlet to outlet difference in sootmass
flow measurements. The experimental data are completed with the end
soot load remaining into the DPF, which is based on DPF weighing data.
Themodel provides the instantaneous amount of soot accumulated into the
DPF, which is quantified as the difference between filtrated and regener-
ated soot mass. Since only the NOx concentration was measured, 80 % of
the NO2 to NOx ratio in equilibrium conditions was assumed in this test in
order to define the NO2 concentration at the DPF inlet. It is shown that the
predicted final amount of soot mass into the DPF is 2.25 g, which is very
close to the experimental value of 2.05 g. This good agreement provides
high confidence on the potential of the presented tool to explore thermal
management and DPF design strategies to enhance the passive regenera-
tion performance.
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3.3.3 Validation of the complete virtual engine model

The final validation at transient operating conditions has been carried out
by means of the simulation of the WLTC cycle. In order to focus the anal-
ysis on the engine model performance, the WLTC simulations were per-
formed by imposing some experimental values (engine speed and injection
settings) while air mass flow and boost pressure are set as target to be fol-
low at every instant by the control system, as indicated in subsection 3.2.9
(imposing test bench data).

Regarding the simulation of theWLTC, it is not only interesting to eval-
uate the model output prediction, but also the model response to engine
speed and load variations. Thus, the first evaluation deals with the evolu-
tion of two main variables, the air mass flow and the boost pressure, when
trying to follow the setpoints measured at the test bench, thus assessing
the accuracy of the control model. The air mass flow variations shown in
Figure 3.58 over time are well followed by themodel, even though there are
slightly highermodel values at idle and low load over the low speed stage of
the cycle. During this time, the engine is regulating the high pressure EGR
valve and thismismatch constitutes a compromise between an accurate air
flow response at idle and an accurate response during the peak demands
when operating with this EGR valve opened. Nonetheless, the symmetric
mean average percent error (SMAPE)—expressed inEquation 3.33 as a ver-
sion of the one proposed by Flores [106] and where F is the forecast and A
the actual value— is 5.2 % for the total WLTC.

𝑆𝑀𝐴𝑃𝐸 (%) = ∑𝑛
𝑡=1 |𝐹𝑡 − 𝐴𝑡|

∑𝑛
𝑡=1(𝐹𝑡 + 𝐴𝑡)

⋅ 100 (3.33)

Theagreementbetweenmodelled andexperimental airmassflowcanbe
better observed in Figure 3.59where the blue dots, corresponding to the air
mass flow during the low speed stage, fall to themodel side of the bisector.
Anyway, the coefficient of determination (𝑅2) is 0.947, which represents a
good prediction, and 90%of the points present an absolute error below 5.2
g/s.
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Figure 3.58: Air mass flow during the WLTC at 20 °C room temperature.
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Figure 3.59: Modelled vs experimental air mass flow during the WLTC at 20 °C room tem-
perature.

A similar behaviour is observed in the compressor outlet pressure evo-
lution shown in Figure 3.60. In this case themodel peak values are higher at
low load and the agreement between model and experiment is accurate in
the extra high speed stage. The SMAPE for the whole WLTC cycle is 1.35 %
and the 𝑅2 is 0.947 (Figure 3.61). If both speed stages are analysed inde-
pendently, the 𝑅2 during the low speed stage is 0.757, while coefficient of
determination in the extra high speed stage is 0.983. During 90 % of the
time, the SMAPE is below 3.39%.
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Figure 3.60: Compressor outlet (boost) pressure during the WLTC at 20 °C room temper-
ature.
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Figure 3.61: Modelled vs experimental compressor outlet (boost) pressure during theWLTC
at 20 °C room temperature.

Figure 3.62 and Figure 3.63 show the torque evolution over time at 20 °C
and at −7 °C test cell temperature. It can be observed that the prediction
is quite accurate, with coefficients of determination of 0.937 and and 0.936
respectively, and themodel response to thedynamic variations arewell fol-
lowed. As stated in subsection 3.2.3, in cold starting the glow plug effect is
considered in termsof theheat contributionandreductionof ignitiondelay,
thus ensuring the suitable engine combustion. However, in the cold WLTC
(starting at−7 °C), some issues due tomisfiring cycles after the end of glow
plug energising were detected, resulting in a torque abatement. The com-
bustionmodel was refined to fix this problem. In terms of error evaluation,
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the SMAPE error is 9.8 % for the whole WLTC at 20 °C, whilst the error at
cold conditions (−7 °C) is 11.2 %.
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Figure 3.62: Brake torque during the WLTC at 20 °C room temperature.
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Figure 3.63: Brake torque during the WLTC at −7 °C room temperature.

Turbine outlet temperature, shown in Figure 3.64 and Figure 3.65
presents a goodmodel response to variations. However, the model is more
sensitive to these changes and responses with higher maximum and lower
minimum values. The coefficient of determination at a room temperature
of 20 °C is 0.904 and the one at −7 °C is 0.910. It is observed that the initial
predicted turbine outlet temperature differs from the initial experimental
value (more evident in Figure 3.65). This is mainly due to fact that the ini-
tial predicted temperature corresponds to the exhaust hot gases at the first
simulated cycle, while the initial experimental temperature is the ambient
one. Moreover, since the thermocouple has a specific thermal inertia, the
instantaneous predicted temperature evolution (which is more responsive
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than the graphed one) has been filtered by applying amoving average, try-
ing to reproduce the sensorbehaviour. At a roomtemperatureof20 °C, 80%
of the points are predicted with a SMAPE error below 8.9%. The SMAPE for
80% of the points at a room temperature of −7 °C is below 10.9%.
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Figure 3.64: Turbine outlet temperature during the WLTC at 20 °C room temperature.
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Figure 3.65: Turbine outlet temperature during the WLTC at −7 °C room temperature.

Regarding pollutant emissions, CO2 variations are well followed and its
prediction is accurate as shown in Figure 3.66 and Figure 3.68, where the
CO2mass flow is plotted along the wholeWLTC. In this case, the coefficient
ofdeterminationof themodelprediction is0.981at 20 °Cand0.966at−7 °C.
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Figure 3.66: CO2 mass flow during the WLTC at 20 °C room temperature.
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Figure 3.67: Accumulated CO2 mass during the WLTC at 20 °C room temperature.

As observed in Figure 3.67 and Figure 3.69, the predicted CO2 accumu-
lated mass fits well the real behaviour, although the model slightly under-
estimates the CO2 formation (which is directly related to the fuel consump-
tion) at 20 °C and overestimates it at −7 °C. Nevertheless, SMAPE error for
the total cycle is 3.6%when starting the engine at 20 °C and 5.4% at−7 °C.

By contrast, NOx prediction shown in Figure 3.70 (at 20 °C) and in Fig-
ure 3.72 (at −7 °C) is not so accurate, specially in cold ambient conditions
where it is clearly overestimated until the extra high speed stage. At am-
bient temperatures below zero, the activation of the intake glow plugs are
modelled by modifying the ignition delay during 150 seconds. After this
time, the accumulated error is rather constant until the extra high speed
stage. At 20 °C, the prediction is slightly overestimated, specially at the end
of the extra high speed stretch where more NOx emissions are produced.
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The coefficient of determination are 0.479 at 20 °C and 0.756 at −7 °C. Re-
garding the error, the SMAPE is 8.9% for the whole test cycle at room am-
bient conditions (Figure 3.71) and 15.2 % at cold conditions (Figure 3.73).
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Figure 3.68: CO2 mass flow during the WLTC at −7 °C room temperature.

0 200 400 600 800 1000 1200 1400 1600 1800
Time [s]

0

1000

2000

3000

CO
2 

Ac
cu

m
. M

as
s [

g]

Low Medium High Extra High

Experiment VEMOD

Figure 3.69: Accumulated CO2 mass during the WLTC at −7 °C room temperature.

Although the prediction is acceptable at 20 °C —both with the engine
already warm and cold— the prediction at a room temperature of −7 °C
should be improved and there is room to find a better solution with the
current physicochemical model proposed in subsubsection 3.2.4.1, by re-
adjusting the three calibration constants presented in that model.
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Figure 3.70: NOx mass flow during the WLTC at 20 °C room temperature.
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Figure 3.71: Accumulated NOx mass during the WLTC at 20 °C room temperature.
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Figure 3.72: NOx mass flow during the WLTC at −7 °C room temperature.
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Figure 3.73: Accumulated NOx mass during the WLTC at −7 °C room temperature.

Regarding the thermal analysis of the engine, a comparison between
measured and simulated oil temperature is presented in Figure 3.74 and
Figure 3.75 at both room temperature conditions in the test cell. At 20 °C,
themodelmatches theexperimental temperature evolutionquitegoodwith
an𝑅2 of 0.998. However, at cold conditions (−7 °C), themodel starts to in-
crease the oil temperature faster than the experimental one, although later
both slopes are similar. This is caused by the heat repartition in the en-
gine block. At these cold conditions, themodel is underestimating the heat
transferred from the block to the ambient and, consequently, overestimat-
ing the heat amount dissipated by the oil. The coefficient of determination
at a room temperature of −7 °C is 0.981. In terms of error evaluation, the
SMAPE is 0.6 % for the test at 20 °C and 7.8 % at −7 °C.
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Figure 3.74: Oil temperature at engine outlet during theWLTC at 20 °C room temperature.
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Figure 3.75: Oil temperature at engine outlet during theWLTC at−7 °C room temperature.

Finally, the prediction of coolant temperature during the WLTC is as-
sessed in Figure 3.76 and Figure 3.77. Similarly as happened to the oil tem-
perature, during the engine warm-up (until 80-85 °C) the model is under-
estimating the heat transferred from the block to the ambient and, thus the
coolant temperature is higher during this stage in cold conditions. The pre-
diction is assessed with a coefficient of determination of 0.997—at a room
temperature of 20 °C— and 0.966 in cold conditions (−7 °C). In the case of
the coolant prediction, the error (indicated by the SMAPE) is 1.9 % at 20 °C
and 6.1 % for the test at −7 °C.
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Figure 3.76: Coolant temperature at engine outlet during the WLTC at 20 °C room tem-
perature.
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Figure 3.77: Coolant temperature at engine outlet during the WLTC at −7 °C room tem-
perature.

3.4 Conclusions

In this chapter, a complete engine model developed in CMT-Motores Tér-
micos has been described. The model allows the possibility to perform
multiple studies and imposing different boundary conditions like simulat-
ing high altitude and low temperature operating conditions like those pre-
sented in the RDE type approval test.

All the sub-models presented in VEMOD have been developed and cali-
brated individually as described in their respective sections in this chapter.
After this process, the complete engine model has been validated with ex-
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perimental tests under steady and transient conditions. The model is able
to predict key engine variables like torque, intake pressure, turbine outlet
temperature, coolant temperature and also CO2 and NOx emissions.

The result of the work carried out is a standalone tool, that can be cou-
pled withMatlab/Simulink, able to reproduce experimental conditions or a
completely predictive evolution including the vehicle and using engine set-
tings from the virtual ECU, providing reliable results with acceptable pre-
cision.

With the aim of developing solutions for reducing tailpipe emissions,
specially during the cold engine start, the virtual engine model tool is ex-
ploited in the following chapters. Thus, in chapter 4 and chapter 5, vari-
able valve timing is proposed as a way to increase exhaust temperature for
a faster warm-up of the oxidation catalyst. In chapter 6 the thermal in-
sulation of different sections of the exhaust line is explored for the same
purpose.
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“When we do perceive a ‘before’ and an
‘after’, then we say that there is time. For

time is just this number of motion in
respect of ‘before’ and ‘after’.”

—Aristotle in Physics
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4.1 | Introduction

4.1 Introduction

Oneof themajorgoalsof enginedevelopers andmanufacturers is tomin-
imise fuel consumption and emissions. Specially in diesel engines, a great
challenge is the cold engine start and heating phase, since heating tech-
niques are a compromise between a fast heat-up of the after-treatment
system and a low penalty in fuel consumption.In this context, the variable
valve timing (VVT) of the exhaust valves can be a key technology for in-
creasing after-treatment system temperatures after cold start and during
the engine warm-up.

VVT technology was introduced in the automotive industry by the mid-
dle of the last century with the aim of improving the engine performance.
With traditional camshafts, the valve timing is the same for all engine
speeds and conditions. However, an engine requires large amounts of air
when operating at high speeds—a typical requirement for racing applica-
tions. On the contrary, if the camshaft keeps the valves open for longer pe-
riods of time at lower engine speeds, unburned fuel may exit the engine,
leading to lower engine performance and increased emissions in petrol en-
gines. In diesel engines, this modification of the valve timings results into
backflows into the intake manifold that worsens volumetric efficiency. So
in this way, VVTmeant a solution for controlling the air flow depending on
the engine speed.

In the late 1960s, Fiat became the first automotive manufacturer to
patent a functional variable valve timing system including variable lift. The
system, which was developed by Giovanni Torazza, used hydraulic pres-
sure to vary the fulcrum of the cam followers [107]. The hydraulic pressure
changed according to engine speed and intake pressure. Nonetheless, Alfa
Romeo was the first manufacturer to use a variable valve timing system in
production cars [108]. The 1980 Alfa Romeo Spider 2000 had a mechanical
VVT system in SPICA fuel injected cars sold in theUnited States. Some years
later, the same systemwas also used in the 1983Alfetta 2.0QuadrifoglioOro
models as well as other cars.
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Anyhow, when it comes to VVT in the automobile world, Honda springs
to mind. In 1989, Honda released the VTEC system [109]. Honda launched
the production of a system that allow an engine the ability to operate on
two completely different cam profiles, eliminating a major compromise in
engine design. One profile is designed to operate the valves at low engine
speeds, which provides good road performance, low fuel consumption and
low emissions output. The second is a high lift, long duration profile and
comes into operation at high engine speeds to provide an increase in power
output. The first VTEC engine Honda producedwas the B16Awhichwas in-
stalled in the Integra, CRX, and Civic hatchback available in Japan and Eu-
rope. In this way, Honda was the first manufacturer extending VVT to a
whole range of vehicles. Othermanufacturers have developed VVT systems
during the last years, such as the VarioCam system by Porsche, VANOS by
BMW or VTi by the PSA group.

Concerning the introduction of variable valve timing in diesel engines, it
took somedecades to see VVT in commercial engines. Caterpillar developed
the C13 and C15 Acert engines [110] in 2007. Both engines used VVT tech-
nology to reduce NOx emissions, so as to meet the 2002 EPA requirements.
In the same way, Mitsubishi developed and started mass production of its
4N13 1.8 L engine in 2010, the world’s first passenger car diesel engine that
features a variable valve timing system [111].

As it can be seen, VVT has traditionally been used widely in spark ig-
nited (SI) engines rather than in compression ignited (CI) engines. At low
loads, the pumping losses in petrol engines are greater than those of diesel
engines because of the intake throttling. Without a throttle valve, the con-
trol of the air-fuel mixture can be achieved by variation of the intake valve
opening period; therefore, VVT has great potential for reducing pumping
losses in petrol engines. In diesel engines, whose control of load is per-
formed by regulating the amount of fuel injected, pumping losses at par-
tial loads are lower. The application of VVT in diesel engines is restricted
due to the small clearance height between piston and cylinder head at top
dead centre (TDC), which allows reaching higher compression ratios than
in petrol engines. This restrictionmeans that the valves can have a little or
no lift during the valve overlap near TDC, which involves a reducedmargin
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for advancing the intake opening and retarding the exhaust closing in or-
der to avoid valve to piston contact. Contrarily, there are no restrictions re-
garding the exhaust opening and intake closing events. As a consequence,
ordinary camshaft phasers are used very little in diesel engines, but sys-
tems that provide control over the valve open period, and or duration, can
be applied [112].

However, in order to optimise the cold start and the heating phase, VVT
applications have shown a great potential in diesel engines, making it pos-
sible to provide the residual gas required for this situation [113, 114]. This
leads to a reduction of CO and HC emissions that are intrinsic to the cold
start.

In this chapter, a simulation study is presented and discussed by com-
paring different exhaust valve actuation strategies so as to increase the ex-
haust temperature of a light-duty diesel and reduce engine emissions.

The next chapter 5 is focused on developing a variable valve actuation
control to reduce tailpipe pollutant emissions based on the results pre-
sented in this chapter.

4.1.1 Valve events of a four-stroke engine

Figure 4.1 shows the valve timing diagram of a conventional light-duty
diesel engine. In that diagram one can differentiate four valve events: in-
take opening and closing (IVO and IVC), and exhaust opening and closing
(EVO and EVC). The period in which both intake valves and exhaust valves
are opened is known as valve overlap and aids in the scavenging of the ex-
haust gases. It is represented in Figure 4.1 as the striped green area between
IVO and EVC.

4.1.2 Variable valve timing strategies

The four different valve events described above are fixed in an ordinary
camshaft. Thus, the timing of these valve events is the result of a per-
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Figure 4.1: Four stroke diesel engine P-V diagram (top) and engine timing diagram (bot-
tom).

formance compromise under different operating conditions. Variable valve
timing strategies arise from the need to find the most efficient way to op-
erate the engine depending on its engine speed and load at any point of the
engine map. Consequently, different approaches can be described by ad-
vancing or delaying the different valve events:

4.1.2.1 Modifying intake valve opening (IVO)

By advancing the IVO event (early IVO or EIVO), intake valve opens before
TDC during the exhaust stroke. Thus, increasing the valve overlap and the
amount of burnt gases backflow into the intake ports. This part of the ex-
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haust gases mixes with fresh air from the intake manifold and serves as an
internal gas recirculation (IGR), reducing the combustion temperature and,
consequently, reducing theNOx amount [115] producedduring the combus-
tion. Experiments carried on by Tomoda et al. [116], in a 2.2 litres Diesel
engine, found that advancing the IVO timing before TDC results in an im-
provement of the swirl ratio and an increase in the introduced air mass at
low and high load. This effect leads to a better trade-off between NOx and
fuel consumption. The fuel economy improvement is produced by and en-
hanced combustion rate due to the higher swirl ratio and the reduction in
pumping losses due to the early IVO [116].

The duration of the valve overlap depends on several factors: the dis-
tance between piston and cylinder head at TDC (which usually is lower in
a diesel engine due to the high compression ratio), the engine speed and
the instantaneous pressures at intake and exhaust ports. In diesel engines,
when pressure is higher in the exhaust manifold, valve overlap should be
reduced to avoid backflows into the intake manifold [117]. Delaying the
IVO (LIVO) event reduces valve overlap, leading to a very low or insignif-
icant backflow into intake manifold. Deppenkemper et al. [118] found, us-
ing a one-dimensional engine model, that if the IVO is delayed up to the
beginning of the intake stroke, the velocity at which the air enters into the
cylinder will be higher due to the lower pressure inside the cylinder. This
increase in inlet air velocity enhances in-cylinder turbulence, which im-
proves the mixing process, resulting in lower HC emissions.

4.1.2.2 Modifying intake valve closing (IVC)

Backflow during the compression stroke can be reduced or avoided by ad-
vancing IVC. Early IVC (EIVC) strategy reduces the amount of air admitted
into the cylinder and thereby reduces slightly the work required for filling
the cylinder when compared with a conventional valve timing. Zammit et
al. [119] found that EIVC decreasesNOx emissions for advances greater than
30° at low engine speeds and low loads, reduces soot levels and raises ex-
haust gas temperatures. Nevertheless, CO and HC engine-out emissions
increases and fuel economy is deteriorated, since more fuel amount is re-
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quired for a lower air charge [119]. Tomoda et al. [116] also claim that when
the IVC timing is advanced towards bottom dead centre (BDC), the effec-
tive compression ratio increases and this creates an increased compression
end temperature, so that HC formation is reduced. The increase in effec-
tive compression ratio also allows an increase of EGR rate, resulting in re-
duced NOx emissions. At high loads, however, EIVC decreases the amount
of charged air mass in the cylinder and results in an increase of HC emis-
sions. According to Tomoda et al. [116], early IVC on one intake valve rela-
tive to theother valve allows controlling the swirl strength, resulting inNOx
and soot emissions reduction at high load because it reduces both pump-
ing losses and fuel consumption. Similar conclusions were presented by De
Ojeda [120] based on his tests in a 6.4 L V8 engine. He found that the use
of EIVC showed significant reductions of soot (above 90 %) and fuel effi-
ciency improvements (of 5 %) with NOx levels below the US 2010 standard
of 0.2g/bhp-hr at loads up to 5 bar BMEP.

On the contrary, performing a late intake valve closing (LIVC) means
that intake valves are opened during the first part of the compression
stroke. Consequently, some of the air flows back into the intake manifold,
leading to a reduction in the effective compression ratio and a lambda re-
duction (lower combustion chamber charge). These two consequences lead
to a higher exhaust gas temperatures and a NOx engine-out emission re-
duction [121, 122, 123, 124]. However, Maniatis et al. [125] experiments did
not found any benefit in exhaust gas enthalpy nor a reduction of HC and
CO emissions. Kim et al. [126] found that the amount of EGR could be re-
duced to maintain a similar level of NOx emissions when the IVC timing is
retarded. This characteristic also prevents an increase in soot emissions.
The combination of EGR and LIVC helped to improve the NOx-soot trade-
off relation [127, 123, 124]. Similarly, Zhou et al. [128] achieved a reduc-
tion in particle matter emissions by 32.9 %with a small increase in NOx by
applying LIVC strategy and an optimal control of the VGT and EGR during
realistic transient conditions.
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4.1.2.3 Modifying exhaust valve opening (EVO)

The early opening of the exhaust valve provides better scavenging of the
exhaust gases, but it also causes a reduction in the expansion work, result-
ing in a reduction of the engine brake power, thus worsening the fuel con-
sumption. Early EVO (EEVO) also produces an increment in exhaust pres-
sure and temperature levels higher than those obtained with the standard
valve timing. The greater the advance in EVO, the larger increment in ex-
haust temperature, but with a larger penalty in terms of BSFC [122, 129].
Regarding pollutant emissions, EEVO results in an increase in engine-out
hydrocarbons and CO because their oxidation during the expansion stroke
is interrupted with the early EVO [115, 130]. In studies carried on by Gos-
sala et al. [129] at idle conditions, the fuel penalty caused by early EVO pro-
duces more NOx and particle matter emissions due to the higher injected
fuel mass. Particle matter emissions can be reduced by increasing the air-
fuel ratio, but it also reduces the exhaust temperature increment.

When delaying the exhaust valve opening (LEVO), the exhaust valve is
opened later than usual, near BDC or after this point. In this case, a greater
expansion work is produced without losses during the power stroke. How-
ever, exhaust pumpingwork increases because of a very late EVO,which re-
sults in some restriction to expel the exhaust gases out of the cylinder. Ac-
cording to Piano [122], a fast opening lift of the exhaust valve is usually de-
sirable in order to retard the EVO timing while not penalising BSFC. More-
over, an exhaust valve faster openingmay also reduce the blow-down flow
losses increasing the energy available at turbine inlet, especially needed at
low engine speed where the variable geometry turbine is usually closed.

4.1.2.4 Modifying exhaust valve closing (EVC)

In regular diesel engines, EVC takes place at around 20° after TDC. Advanc-
ing this event prevents partially or totally valve overlap, which reduces or
avoids the backflow of burnt gases through intake valves. This way, early
EVC (EEVC) aids to retain a portion of burnt gases inside the cylinder, which
results in a reduction of engine-out NOx and HC emissions [115]. Nonethe-

Page 147



Chapter4 | Exhaust thermal management by means of VVT strategies

less, this strategy has some limitations to be applied on passenger vehicles
as some authors reported an audible noise when the compressed exhaust
gases eject into the intake manifold [125].

In order to perform a late EVC (LEVC), the exhaust valves are closedwell
after TDC, increasing the valve overlap period. This long overlap during
the intake stroke results in some part of the burnt gases flowing back into
the cylinder, creating an internal gas recirculation. Regarding engine-out
pollutant emissions, NOx and HC emissions are reduced when performing
LEVC due to this IGR [115].

Because of the small clearance height between piston and cylinder head
at TDC in CI engines, LEVC and EIVO are quite limited. This is also the rea-
son why the application of VVT is more restricted in CI engines than in SI
engines.

At high engine speed, the time in which both valves are opened is less
than at low engine speed. In order to provide higher engine power output,
a high valve overlap is beneficial for scavenging of residual gases, since the
higher inertia of the gases at high engine speed allows removing residual
gases from the cylinder and increases volumetric efficiency. But a large
valve overlap is detrimental for low engine speed torque due to the larger
amount of residual gases flowing back into the intake manifold.

4.1.2.5 Valve lift actuation

Variable valve timing strategies usually consist of a combination of the
different sub-strategies mentioned above, like, for instance, phasing the
exhaust; which can be a combination of EEVO and EEVC or, on the other
side, a combination of LEVO and LEVC. Moreover, there are other different
strategies in order to add flexibility to the engine valvetrain. By modifying
valve lift it is also possible to perform different opening-and-closing valve
events along the engine cycle. This systems are called as variable valve ac-
tuation (VVA).

It is known that IGR can increase the exhaust gas temperature and re-
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duce engine-out emissions. This is done with the aid of a charge compo-
sition control achieved by an exhaust valve post-lift —also called exhaust
valve re-opening (EVrO) or re-breathing— or an intake valve pre-lift dur-
ing the exhaust stroke [117, 131].

Intake valve pre-lift consists of a previous intake valve opening event
during the exhaust stroke. The aim is to create a backflow of exhaust
gases into the intakemanifold that are re-entrained later during the intake
stroke. On the contrary, the exhaust valve re-opening consists of a sec-
ondary exhaust valve opening event during the intake stroke. The vacuum
created by the downwardmovement of the piston creates a backflow of ex-
haust gases from the exhaustmanifold into the cylinder. Benajes et al. [117]
found that the IGR amount achieved is higher when performing an exhaust
valve re-opening than in the case of an intake valve pre-lift, with the ad-
vantage of recirculating the same amount of exhaust gases independently
of the speed and load.

4.2 Model description

In this numeric study, all the different VVT strategieswere simulated trying
to keep the same torque of the baseline cam simulations so as to offer a fair
comparison. The control sub-model emulates the ECU to control the fuel
injection by modifying the injection pressure, the fuel mass split and the
start of energisation —of each injection pulse— depending on the engine
speed and total fuelling rate at any operating point. This model also takes
control over the air flow and intake pressure by means of the turbine rack
position, whose control is based on the intake setpoint depending on the
engine speed and total fuelling rate as well. It can also modify the position
of the EGR and back pressure valves to control the air mass flow.

At any particular engine speed and torque, the required fuel mass is ob-
tained from a calibrationmap based on experimental data. Once the engine
speed and fuel mass are known, the injection pulses timings and masses,
intakemanifoldpressure, injectionpressure andairmassflowsetpoints are
obtained from their respective maps. These maps were created on the ba-
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sis of a series of 23 steady-state points spread throughout the entire engine
map and using the baseline valvetrain configuration.

The ECU model can increase the injected fuel to meet the torque target.
However, there are two fuel limiters: one ensures that the injected fuel does
not overpass the one of the full load at that engine speed, the other one lim-
its the fuel rate to avoid anexcessof soot. This translates into thepossibility
that some of the VVT strategies could not meet the torque demand at some
specific operating point.

The details and the validation of the virtual engine model used in this
studywere presented in chapter 3. The simulated engine used for this study
is a 1.6L four-stroke four-cylinders diesel engine compliant with Euro 5
emissions regulations, which is the same engine described in section 2.2.

4.3 Variable valve timing methodology

The purpose of considering variable valve timing possibilities is to increase
the enthalpy of the burnt gases during the cold start of the engine. In such a
way, it is possible to reduce thewarm-up period of the after-treatment de-
vices like the DOC, and reduce pollutant emissions during this time. Since
modifying the engine valve timing directly affects the conditions in the
combustion chamber, the effect on emissions formation of each VVT alter-
native should be evaluated as well.

Several variable valve timing strategies were studied. The first two
strategies consisted on phasing exhaust timings (Exhaust phasing and EEVO
+ dwell). Third and fourth strategies consisted on phasing both intake and
exhaust timings (IP + EP) in all 4 valves and in only one intake valve and
one exhaust valve, respectively, remainingunaltered the other two. In con-
trast, the last two strategies consisted on performing an exhaust valve re-
opening modifying the re-opening lift and duration. Intake and exhaust
valve lifts according to each strategy are shown in Figure 4.2.

• Baseline cams: Corresponds to the original cam valve timing (grey
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Figure 4.2: Exhaust and intake valve lift profiles for each configuration.

dashed line in Figure 4.2). In this case, EVO and EVC are located at 107°
and 392° CA, respectively from the combustion TDC. Regarding intake
valve timing, IVO and IVC occur at 326° and 602° CA respectively from
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combustion TDC as well.

• Exhaust phasing (EP): This strategy corresponds to an early exhaust
valve opening (EEVO) and an early exhaust valve closing (EEVC). The
exhaust valves lift profiles are the same as in the original cams, so the
event duration is also the same. Intake valve timings remain unal-
tered in this strategy. Three different configurations were tested by
advancing EVO and EVC 20°, 30°, and 40° CA. A fourth configuration
advancing the exhaust 60° CA was tested resulting in a dramatic drop
of torque. EP strategy is represented by a green solid line with triangle
markers in Figure 4.2.

• Exhaust phasing and intake phasing (EP+ IP): This strategy is similar
as the previous onewith the difference that intake valve event is sym-
metrically delayedwith respect to the exhaust event. Thus, this results
in a combination of both an early exhaust valve opening (EEVO) and a
symmetrical late intake valve opening (LIVO). Valve profiles duration
for both intake and exhaust valves are notmodified (red solid linewith
circle markers in Figure 4.2), this means that both profiles are phased
and EVC and IVC instants are phased as well. As in EP, three different
configurations were simulated by advancing EVO and EVC, and delay-
ing IVO and IVC simultaneously, 20°, 30°, and 40° CA. Again, a fourth
configuration advancing exhaust/delaying intake 60° CAwas found to
be excessive due to the drop of torque and output power. Another twin
alternative is proposed based on this EP + IP. Instead of phasing both
intake and both exhaust valves, only one of each pair is phased. This
second configuration is referred as EP + IP (2v) in this chapter.

• EEVO + dwell: Represented by an orange solid line with square mark-
ers in Figure 4.2, EVO instant was advanced 20°, 30°, and 40° CA, but
keeping unchanged the EVC instant. The opening and closing slopes
are kept. Thus as a result, there is an angle interval in which the ex-
haust valves are fully opened. This angle interval will be called dwell
along this study.

• EVrO: Exhaust valve re-openingstrategy consists ofperforminga sec-
ond exhaust event (also called post-lift or re-breathing in literature)
during the intake stroke. For this study two different strategies were
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tested. On the one hand, a second exhaust event that lasts for 160° CA
(from 392∘ to 552∘) and three different valve lifts (1 mm, 2 mm and
3 mm) were tested. It is represented by a blue dashed line with dia-
mondmarkers in Figure 4.2. On the other hand, an analogous strategy
was tested with the same three different valve lifts but with a shorter
re-opening, 120° CA (from 392∘ to 512∘) instead of 160° CA. This re-
opening strategy is represented by a light blue solid line with cross
markers in Figure 4.2 The exhaust valve re-opening was performed
only in one of the two exhaust valves, keeping the original cam profile
in the other valve.

Table 4.1 summarises the strategies described above.

VVT Strategies

EP + IP
(4v & 2v)

Exhaust
phasing

EEVO +
dwell

EVrO
160

EVrO
120

IVO (∘) 326 + [20,
30, 40]

326 326 326 326

IVC (∘) 602 + [20,
30, 40]

602 602 602 602

EVO (∘) 107 ‐ [20,
30, 40]

107 ‐ [20,
30, 40]

107 ‐ [20,
30, 40]

107 107

EVC (∘) 392 ‐ [20,
30, 40]

392 ‐ [20,
30, 40]

392 392 392

2nd event lift
(mm)

‐ ‐ ‐ 1, 2, 3 1, 2, 3

2nd event
duration (∘)

‐ ‐ ‐ 160 120

Notes: Angles starting from the combustion TDC. EVrO applied only to one of the two ex‐
haust valves.

Table 4.1: Variable valve actuation strategies.
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4.4 Results and discussion

In order to perform this study, the resulting torque from the baseline cam
simulationswas imposed as the torque target for all the different strategies.
As explained in section 4.2, the ECU control model basically takes control
of the injected fuel mass and the required air mass flow to reach the torque
at any operating point, based on the baseline engine calibration that con-
tains several maps for boost pressure, air mass flow and fuel injected. By
simulating at the same torque, it is possible to quantify differences on fuel
consumption, pumping losses, exhaust temperature and other key outputs
when comparing to the baseline configuration.

4.4.1 Steady-state analysis

A total of 23 operating pointswere tested for each strategy. However, a rep-
resentative sample is discussed in this study taking a pair of points at 1250
and 1500 rpm and at partial loads. These points, shown in Table 4.2, were
measured experimentally without any modification on the engine valve-
train. Moreover, the selected points represent a sample of the low speed
stretch of theWLTC, whose transient results are discussed on the next sec-
tion. It should be noted that any full load point is included in this steady-
state analysis. The justification is that the ECU control is not able to reach,
in some cases, the torque target without exceeding the full load fuel limit
included in the calibration. Inmost of the configurations it is impossible to
do an iso-torque comparison at full load, specially when the exhaust is ad-
vancedmore than 40° CA at full load and also when performing an exhaust
re-opening quite long or with a high lift. At some operating points, when
performing a second exhaust valve event EVrO 160°, the control is not able
to fulfil the torque target. Those pointswhose torque is 5%below the base-
line one have been removed from the following figures in order to provide
an iso-torque comparison.

Figure 4.3 and subsequent figures in this section show the steady-state
results for four different operating points (Table 4.2). Several representa-
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Engine speed (rpm) BMEP (bar) Torque (Nm)

1250 2 25
1250 4 50
1500 2 31
1500 5 65

Table 4.2: Simulated steady-state operating points.

tive variables are presented in different sub-figures comparing the results
obtained by each VVT configuration. The values presented have been nor-
malised according to the baseline valvetrain results, so all the figures —
except from the DOC inlet temperature, which shows absolute difference in
Celsius degrees— represent percentage variations respect to the baseline
results. It has to he noted that each variation within the same configura-
tion, e.g. EVrO 120° 1, 2 and 3 mm lift, is represented with the samemarker
in these figures. The marker is larger and darker as greater the lift or the
valve event advance/delay.

Δ𝐵𝑆𝐹𝐶conf (%) = (𝐵𝑆𝐹𝐶conf − 𝐵𝑆𝐹𝐶base)
𝐵𝑆𝐹𝐶base

⋅ 100 (4.1)

Δ𝑇DOCin, conf
(∘𝐶) = 𝑇DOCin, conf

− 𝑇DOCin, base
(4.2)

The specific fuel consumption (BSFC) variation in Figure 4.3a, in terms
of percentage and calculated according to Equation 4.1, points that all the
configurations incur in a penalty in fuel economy. Furthermore, it can be
inferred that the increment in exhaust temperature is proportional to the
fuel consumption, as it can be observed in all the four operating points,
as shown in Figure 4.3a, Figure 4.3b, Figure 4.3c and Figure 4.3d. For the
case of EEVO+dwell strategy, it can be seen that the temperature increase
achieved is about 11 °C in the best case (1250 rpm and 4 bar BMEP in Fig-
ure 4.3b), resulting in the worst strategy to increase the exhaust tempera-
ture. The temperature variation is calculated comparing it to the baseline
one as indicated in Equation 4.2. The justification for the low performance
of this strategy is because, since EVC remains unchanged, no additional
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amount of exhaust gases is retained in the cylinder for the next cycle. As
a result, the entrained gas temperature after the IVC is slightly lower than
in the baseline case, leading to an insignificant increment in the exhaust
gases temperature for the studied cases. If EVO event is advanced up to 60°
CA before TDCwithin this EEVO+dwell strategy, a small higher increment in
the exhaust temperature canbeachieved. However, the fuel penalty inBSFC
goes beyond 20 % is most of the cases. This behaviour is explained by the
early exhaust blowdown, since advancing EVO reduces the expansion work
by shortening the expansion stroke, which produces an inefficient engine
operation due to the higher fuel amount injected to achieve the same brake
torque [129]. The case inwhichEEVO+dwell is advanced60°CA is not shown
in the followingfigures as this advance is not feasible in the other strategies
and only comparisons at 20°, 30° and 40° CA are presented.

EVrO 120° strategy offers a good potential when heating the exhaust
gases, specially at medium load (4 bar BMEP), where the increase in ex-
haust temperature is achievedwith lowpenalties in fuel consumption. Fur-
thermore, the greater themaximum lift during thepost-lift, the greater the
temperature increment in all cases. This configuration presents another
advantage: its penalty in fuel economy is not so high compared with other
strategies: the increment in BSFC is below 4% in general, although amax-
imum of 8% is reached at 1250 rpm and 4 bar BMEP (Figure 4.3b) with the
maximum lift of 3 mm.

On the other side, EVrO 160° strategy achieves a higher increase in ex-
haust temperature compared to EVrO 120°, but leading to a slightly higher
fuel consumption. The main drawback is that EVrO 160° with 3 mm max-
imum lift (sometimes even with 2 mm) is not able to fulfil the torque de-
mand inmostof the cases, since the control tries toprovidemore fuel before
reaching the stoichiometric air-fuel ratio. These points have been removed
as explainedabove, since theydonot offer a fair comparison. InFigure4.3d,
EVrO 160° is able to meet the torque target only with a 1 mm re-opening
lift. In the same way, EVrO 120° with 3mm lift cannot reach the torque tar-
get with the full load fuel and soot limiters imposed by the control model.
Nonetheless, the 1 mm lift EVrO 160° variation is always able to reach the
torque target, obtaining an exhaust temperature increment between 25 °C
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(a) ΔBSFC (%) vs ΔTemperature at DOC inlet (∘C), 2 bar BMEP at 1250 rpm.
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1500 rpm 2 bar BMEP
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(c) ΔBSFC (%) vs ΔTemperature at DOC inlet (∘C), 2 bar BMEP at 1500 rpm.
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(d) ΔBSFC (%) vs ΔTemperature at DOC inlet (∘C), 5 bar BMEP at 1500 rpm.

Figure 4.3: Steady-state results: BSFC variation vs temperature variation at DOC inlet. The
variation is referred to the baseline camshaft.
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and 57 °C at 1250 rpmand2bar BMEPand4bar BMEP, respectively. In con-
clusion, a short re-opening (EVrO 120°) is more profitable at medium loads
than the EVrO 160° version in terms of exhaust enthalpy and lift variability.

EP+IP (4v) strategy allows reaching the greatest increase in exhaust
temperature when EVrO alternatives are not feasible. In this regard, the
greatest phasing of 40° CA offers the greatest exhaust temperature. The
fuel penalty is around 5% to 10%, but it is higher when increasing the en-
gine load: (12%)when intake and exhaust are phased 40° CA in Figure 4.3d.
The higher fuel consumption compared to the re-opening strategies is due
to the compression of the retained burned gases after the EVC, since this
compression increases the pumping losses and, thus, the BSFC. The earlier
EVO reduces the valve overlap (since EVC is advanced aswell), affecting fuel
economy as it reduces the power stroke and increases the amount of fuel
provided to keep the required torque. This increase in fuel consumption is
also observable in EP and EEVO+dwell strategies. In the case of just phasing
a pair of valves (EP+IP (2v)), it can be observed the same progression as the
4v alternative in terms of fuel consumption and exhaust temperature gain.
However, the maximum temperature raise rarely achieves 25 °C in the four
operating points.

In the EP (exhaust phasing) strategy the increase in temperature also in-
creases with the greater advance in the exhaust event, in this case with an
exhaust temperature increment about 5 °C to 40 °C below the one achieved
by the EP+IP (4v). The temperature difference between these two strategies
increases when enlarging the exhaust phasing, as can be seen in for exam-
ple in Figure 4.3c. Contrarily to the exhaust temperature difference, BSFC is
higher in EP strategy due to the compression of the burned gases after the
advanced EVC, which increases pumping losses. In EP+IP (4v), this com-
pression is followed by an expansion of the burned gases due to the later
intake which pushes the piston downwards, resulting in a lower penalty in
fuel consumption compared to the EP strategy. Figure 4.4 shows the in-
cylinder pressure-volumediagramat 1500 rpmand 2 bar BMEP. In this fig-
ure, the darker the colour and the larger the trace discontinuity within a
strategy, the greater the valve advance/delay or re-opening lift. It can be
seen that EP requires a greater pumping work (green lines) than EP+IP (4v)
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(brown lines) and, of course, more than EP+IP (2v) (red lines) strategies.
Valve events are depicted in Figure 4.4, so a triangle is IVO, a diamond in-
dicates IVC,× represents EVO and+ indicates EVC. EVrO strategies are not
shown in this graph since both of them share the same valve events as the
baseline camshaft.
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Figure 4.4: Pressure vs volume diagram, 2 bar BMEP at 1500 rpm.

As far as pollutant emissions are concerned, even though EEVO+dwell
strategy does not have a relevant effect on the exhaust temperature, it
shows an identifiable trend in NOx formation reduction as the engine speed
increases and engine load decreases (Figure 4.5a and Figure 4.5c). More-
over, the earlier the EVO event, the less nitrogen oxides are formed dur-
ing the combustion. The explanation to this phenomenon resides in the
fast drop of the cylinder temperature towards the middle of the expansion
stroke, which results in less residence time of the burnt gases at high tem-
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perature. This residence time is lower as the engine speed increases and,
besides, it is even lower for greater EEVO.

A similar trend can be observed also for the CO formation, it gets lower
as engine load decreases (Figure 4.7a and Figure 4.7b), although there is
no much difference between the different EVO advances. In this case the
conversion of HC into CO is interrupted as EVO is advanced, resulting in a
reduction of CO emissions when compared to the baseline case. It is worth
to mention that, due to possible uncertainties in the pollutants formation
model, this emissions analysis are focused on trends more than in specific
amounts.

Regarding NOx emissions when performing an exhaust re-opening, it
can be observed that emission levels are higher in all the four operating
points compared to the baseline case. Indeed, it is the worst strategy in
terms of NOx formation at low load, as it is presented in Figure 4.5a and
Figure 4.5c. Exhaust NOx specific emissions increase with the maximum
lift reached during the re-opening and the increment is higher than 50% in
most of the cases. The lower CO2mass fraction at IVC, which indicates less
residualmass in the combustion chamber, leads to greatermaximum tem-
peratures during the combustion which increases the NOx formation. This
trend applies to both EVrO 160° and EVrO 120° strategies, with slightly less
NOx formation in the short re-openingcase. EVrO 160°with3mmlift inFig-
ure 4.5b deserves a special mention since it achieves a NOx reduction. Nev-
ertheless, it corresponds to an unusual point with a large fuel penalty, as
seen in Figure 4.3b. In general, all the strategies worsen the volumetric ef-
ficiency, leading to less trappedmass than in thebaseline case. Even though
these strategies increase the cylinder temperature at IVC by also increasing
the IGR, since the EGR rate is controlled in order to keep the intake airmass
flow, at the end, this IGR means lower EGR rate than in the baseline. The
lower overall EGR results inmore NOx emissions. Figure 4.6 shows the rel-
ative difference (in%) in EGR and IGR featured by the six strategies respect
to the baseline case. This results correspond to the 4 bar BMEP at 1250 rpm
operating point, but the behaviour is similar in the four operating points
presented in previous figures where the trend is to produce more NOx. In
Figure 4.6, it can be seen that, in general, the decrease in EGR (depicted as
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1250 rpm 2 bar BMEP
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(a)ΔCO2mass fraction at IVC (%) vsΔspecific NOx emissions (%), 2 bar BMEP at 1250 rpm.
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(b)ΔCO2mass fraction at IVC (%) vsΔspecific NOx emissions (%), 4 bar BMEP at 1250 rpm.
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1500 rpm 2 bar BMEP
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(c)ΔCO2mass fraction at IVC (%) vsΔspecific NOx emissions (%), 2 bar BMEP at 1500 rpm.
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(d)ΔCO2mass fraction at IVC (%) vsΔspecific NOx emissions (%), 5 bar BMEP at 1500 rpm.

Figure 4.5: Steady-state results: CO2 mass fraction at IVC variation vs specific NOx emis-
sions variation. The variation is referred to the baseline camshaft.
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a diamond) is higher than the increment in IGR (depicted as a circle) for EP,
EP+IT (4v) and EVrO strategies, so the total exhaust gas recirculated is lower
in this case than the one with the baseline valve timing.
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Figure 4.6: EGR and IGR relative difference respect to the baseline, 4 bar BMEP at 1250
rpm.

As far as carbon monoxide emissions are concerned, a potential reduc-
tion can be achieved by performing an exhaust valve re-opening. As illus-
trated in Figure 4.7a, Figure 4.7b, Figure 4.7c and Figure 4.7d it is feasible
to reduce combustion CO emissions by 50%ormore, specially at 1250 rpm.
The leanmixture—even though𝜆 is slightly lower than in the baseline case
because of the higher fuel mass, there is lower EGR flow than in the base-
line: Figure 4.5c and Figure 4.6— that can be achieved by applying EVrO re-
sults in lower CO pollutant emissions. This trend is observed for both EVrO
strategies beingmagnified in the 160° CA re-opening duration version. The
maximumre-openingvalve lift alsoplaysa role in theCOreduction, leading
to lower emissions when increasing the lift. When the re-opening lift and
duration are higher, there is more fuel to keep the same torque and more
residual gases in the combustion chamber. Therefore, all the carbon can-
not be converted to CO2 during the combustion andmore CO is formed.
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1250 rpm 2 bar BMEP
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(a)ΔAir–fuel equivalence ratio (𝜆) (%) vsΔspecific CO emissions (%), 2 bar BMEP at 1250
rpm.
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(b)ΔAir–fuel equivalence ratio (𝜆) (%) vsΔspecific CO emissions (%), 4 bar BMEP at 1250
rpm.
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1500 rpm 2 bar BMEP
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rpm.

Figure 4.7: Steady-state results: Air–fuel equivalence ratio (𝜆) variation vs specific CO
emissions variation. The variation is referred to the baseline camshaft.
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In case of EP+IP strategies, an upward trend is observed in NOx forma-
tion as engine load increases. The increment on NOx formation compared
to the baseline case can be explained because of the lower EGR mass flow
when increasing the engine load as indicated by the CO2 mass fraction at
IVC in Figure 4.5b and Figure 4.5d. The lower total EGR (EGR + IGR) shown
in Figure 4.6, coupledwith an increase in fuel consumption as greater is the
valve advance/delay, leads to higher in-cylinder temperatures and, thus,
producing more NOx. Since EP+IP (2v) does not incurs in such heavy fuel
penalty, it does not produce such increment in NOx emissions. In fact, it is
able to reduce themat low load (2barBMEP)bothat 1250and 1500 rpm. The
detriment in NOx formation is worse as greater is the exhaust/intake phas-
ing. An opposite trend can be observed for CO pollutant emissions due the
lower residual burned gases retained during the combustion. EP+IP strate-
gies are able to reduce CO formation by enlarging the valve phasing in Fig-
ure 4.7b and Figure 4.7d.

At low engine load, however, the NOx formation is reduced for both
EP+IP andEP strategies due to a greater ability to retain some residual burnt
gases as indicated in Figure 4.6, where the lighter markers of these two
strategies show a small increase in EGR and IGR amounts with respect to
the baseline case. This effect is more evident at 1500 rpm rather than at
1250 rpm as can be observed in Figure 4.5c, where a 30 % reduction in NOx
can be achieved with 3 %more CO2 after IVC by the EP+IP (4v) 20° CA con-
figuration. On the contrary, higher CO emissions are produced due to the
reduction in intake fresh air flow and the increment in fuel consumption
(Figure 4.7c). In this regard, the 2 valves variant seems to bemore advanta-
geous than the 4 valves since it allows reducing NOx combustion emissions
in the four operating points.

Regarding pollutant emissions formation by applying the EP (exhaust
phasing) strategy, its behaviour is similar to EP+IP (4v) strategy. NOx for-
mation increases with the engine load and is higher for greater advances
in EVO and EVC. Keeping the baseline case intake valve timing leads to NOx
formation values that are slightly lower compared to EP+IP strategy. This
difference is explained by the higher IGR achieved by EP, specially at low
load (Figure 4.5c). In terms of CO formation, the trend is similar in both
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strategies and opposite to NOx formation, as explained above.

4.4.2 Transient analysis

Aspart of the comparisonbetween thepresentedVVTstrategies, a transient
analysis has been carried out considering the WLTC type approval test.
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Figure 4.8: Time to reach DOC light-off temperature.

Figure 4.8 represents the time it takes for the DOCmonolith to reach the
light-off temperature. This temperature —defined as the temperature at
which CO conversion efficiency reaches 50 %— is around 200 °C, as it is
measured experimentally and according to other authors who studied the
DOC efficiency in similar after-treatment systems and in similar diesel en-
gines [118, 132]. In order to evaluate the temperature downstream the DOC,
a catalyst model (described in subsection 3.2.5) has been included into the
engine model. This model is able to predict the pressure drop and the heat
transfer through themonolith, aswell as predicting outlet COandHCemis-
sion levels based on the proper oxidation and reductionmechanisms. Thus,
it is possible to compare the resulting DOC outlet temperature among the
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Figure 4.9: Mass averaged temperature at DOC inlet during the low speed stage of the
WLTC.

different VVT strategies, since the gas temperature is similar as the one in
the channels wall. Looking at Figure 4.8, it can be observed that there is
no DOC heat-up improvement in any of the strategies. The reason is more
related to the way this temperature is achieved rather than in the strat-
egy used. This light-off temperature occurs at the same time in all the
strategies because it coincides with an acceleration in the dynamic tran-
sient. However, both EVrO configurations delay the time to reach light-off
temperature. Although the exhaust valve re-opening can increase the DOC
inlet temperature —as it is observed in Figure 4.9 and in the steady-state
results— the fact is that in the transient accelerations, where the model is
unable to reach the torque target (such as EVrOwith a valve lift higher than
1 mm) the resulting peaks in the turbine downstream temperature are not
reached; thus, DOC is not heated as quickly as in the baseline case. Con-
sequently, the time to reach DOC light-off temperature increases in these
cases around 50 seconds.

Figure 4.9 shows the mass averaged temperature downstream the tur-
bine during the low speed phase of the WLTC. This mean temperature is
calculated according to Equation 4.3, where the interval 0 to 589 seconds
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corresponds to the low speed stage of the WLTC. Relevant information is
derived from this comparison. On the one hand, all the strategies show an
increase in the exhaust temperature, as it was expected from the steady-
state results. However, as indicated above, they do not reduce the time
to reach light-off conditions in the catalyst when reproducing the WLTP
test cycle. In terms of EEVO+dwell performs poorly as it was shown in the
steady-state analysis on subsection 4.4.1. On the other hand, both EP+IP
(4v) and EP strategies perform better than EVrO ones, showing an average
increment from 8°C to 40 °C when advancing the exhaust (EP) and from
15 °C to 41 °C when also delaying the intake EP+IP. EVrO 160° option shows
a greater potential when heating the exhaust than the short re-opening al-
ternative. Their highest average temperature values are 187 °C and 193 °C,
respectively and with 3 mm lift. Regarding EP+IP (2v) alternative, it per-
forms according to the 4 valves version but in a more restrained way since
only two of the four valves are being modified. Nevertheless, this alterna-
tive is more useful than EEVO in terms of heating the exhaust.

𝑇avg =
∫589

0 (𝑚̇ ⋅ 𝑇)d𝑡
∫589

0 𝑚̇d𝑡
(4.3)
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Figure 4.10: Time to reach coolant thermostat threshold (80 °C)
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Coolant temperature plays an important role in the engine warm-up as
well as in the low pressure EGR activation. Heating up the engine increases
its efficiency during the heating phase. During this time the coolant ther-
mostat is closed, so the coolant temperature keeps raising until a deter-
mined value is achieved. Figure 4.10 shows the time required to heat the
coolant up to 80 °C. It can be observed that all the strategies meet the goal
of heating the coolant quicker than the baseline case. This way, a warm-up
time reduction between 20 and 45 seconds can be achieved with the EP+IP
(4v) configuration. The 2 valves versions, contrarily does not results in a
faster warm-up. EEVO+dwell offers a reduction between 17 and 24 seconds.
BothEVrO solutions offer awarm-up reductionbetter thanEEVO+dwell, go-
ing down to 25 seconds with 1 mm lift and 40 seconds with 3 mm lift. In all
the cases, a higher lift and a large valve phasing results in higher exhaust
temperature and, thus, a shorter time to reach the coolant threshold tem-
perature. However, the fastest warm-up time can only be achieved by the
EP strategy. The fact that the compression of the trapped exhaust gases af-
ter the EVC is not followed by an expansion like in the EP+IP cases, leads to
a hot backflow of exhaust gases that is released into the intake ports at IVO;
thus, resulting in a heating of the coolant that surrounds the intake ports.
In this case, it is possible to reduce the warm-up time by 96 seconds.

Regarding fuel consumption, Figure 4.11 shows the accumulated fuel
consumption over the first 589 seconds of the WLTC, which corresponds
to the low vehicle speed stage. As it was mentioned above in the steady-
state analysis, all the strategies incur in a penalty in fuel economy. It can be
seen that EP+IP (2v) offers the lowest penalty in fuel consumption, which
is about 3 g (1.4 %) more than in the baseline cam case. Advancing the ex-
haust valves opening increases the fuel consumption in order to keep the
target torque. This increment stands out in the EP cases due to the higher
pumping losses which results in a fuel penalty, increasing the fuel con-
sumption around 29 g (14.8 % for the worst case of 40° CA) compared to
the baseline case. EVrO solutions offer a restrained fuel consumption com-
pared to the potential for increasing the exhaust temperature, since they
offer a good trade-off in these terms. Themaximum accumulated fuel dif-
ference in achieved by EVrO 120° and 3 mm lift, whose consumption is 10 g
(5.6 %) higher than the baseline solution.
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Figure 4.11: Accumulated fuel consumption over the low speed stage of the WLTC.

As far aspollutant emissions are concerned, a reduction inNOx cylinder-
out emissions is only feasible by performing an exhaust valve re-opening.
Looking at Figure 4.12, the greater themaximum re-opening lift, the lower
the NOx formation. This trend is higher in the EVrO 160° cases whose 3mm
configuration reaches a total abatement of 23 %. The reduction goes down
to 11% in theEVrO 160° alternative. Although these values could be contrary
to the values shown in Figure 4.5a and Figure 4.5c, the fact is that the ex-
haust valve re-openingallows retainingpartof theexhaustgaseswithin the
cylinder and, consequently, reducing NOx formation, whereas in the base-
line case there is no low pressure EGR during the low speed phase of the
WLTC in this particular engine. Furthermore, during the accelerations, the
ECUcloses theHP-EGRvalve, but theexhaust re-openingstill produces IGR
during these transients which results in lower peak exhaust temperatures
during the accelerations and a reduction in NOx emissions. The fact that
peak torque values are not reached with the EVrO 160° strategy also affects
the NOx comparison with the baseline case, since the fresh air charge gets
reduced and theECU control limits the fuel injected to prevent a high smoke
formation. In case of advancing EVO, the increment inNOx emissions is due
to a low IGR during the fast accelerations of the WLTC, which means lower
burned residual gas mass than in the baseline case. Consequently, the IGR
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Figure 4.12: Accumulated combustionNOx emissions over the low speed stage of theWLTC,
difference with respect to the baseline case.

effect that could reduce NOx emissions during idle periods and slower ac-
celerations is not remarkable. In this case the transient results are consis-
tent with the steady-state results, leading to higher emissions as greater
is the advance in the exhaust. EP heightens NOx formation above 30 % by
advancing the exhaust event 30° CA and gets even worse by advancing EVO
and EVC 40° CA, leading to an increment of 57% in NOx emissions.

Regarding CO (Figure 4.13), hydrocarbons (Figure 4.14) and soot (Fig-
ure 4.15) formation, similar trends are observed. A particular difference can
be found in case of the “EEVO + dwell” strategy, whose HC and PM (soot)
accumulated amounts arehigh taking into account its lowpotential in order
toheatup theexhaust gases. Thegreater values are explaineddue to the fact
that performing an EEVO results in an increase in fuel injectedmass, which
leads to an increment in HC, CO and soot. Moreover, the earlier blowdown
interrupts the oxidation ofHC and COduring the expansion stroke as stated
in subsubsection 4.1.2.3. Different trends can be observed for HC emissions
in EP+IP and re-opening strategies. On the one hand, EP+IP (4v) HC emis-
sions are far higher (above 30 %) than the baseline case due to the EEVO.
However, EP alternative results in lowerHC levels than EP+IP. This could be

Page 173



Chapter4 | Exhaust thermal management by means of VVT strategies

20° 30° 40° 20° 30° 40° 20° 30° 40° 20° 30° 40°
1 mm

2 mm
3 mm

1 mm
2 mm

3 mm

10

0

10

20

30

 C
O

 E
xh

au
st

 A
cc

um
. 

M
as

s 
[%

]

EP+IP (4v)
EP+IP (2v)

EP
EEVO+dwell

EVrO d=120°
EVrO d=160°

Figure 4.13: Accumulated combustion CO emissions over the low speed stage of the WLTC,
difference with respect to the baseline case.
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Figure 4.14: Accumulated unburned HC emissions over the low speed stage of the WLTC,
difference with respect to the baseline case.
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Figure 4.15: Accumulated combustion PM (soot) emissions over the low speed stage of the
WLTC, difference with respect to the baseline case.

explained by the slowmixing due to the late IVO and IVC. On the other hand,
HCemissions increaseashigher is themaximumlift during the re-opening,
specially for the short EVrO cases, due to the lack of oxygen as engine load
increases for low engine speeds, which results in hydrocarbons not burned.
EVrO 160° does not show a comparable trend in terms of HC and CO forma-
tions since it is related with the acceleration power peaks, where the longer
re-opening is not able to fully reach the reference power.

In terms of soot formation, the increase in fuel consumption in EP+IP
(4v), EP and EEVO+dwell strategies leads to a higher soot formation. In the
case of EVrO solutions, the reduced fuel penalty and the reduction in the in-
cylinder maximum temperature leads to a slightly decrease in soot emis-
sions. Besides, this twoconfigurations cannotbe compared in the sameway
due to the small output power drop during some of the fast accelerations.

Figure 4.16 shows a performance comparison of all VVT strategies in
terms of the average after-treatment temperature versus the correspond-
ing penalty in fuel consumption during the low speed phase of the WLTC,
so this figures summarises at a glance the information shown in Figure 4.11
and Figure 4.9, but normalised respect to the baseline values. It can be
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Figure 4.16: Mass averaged temperature at DOC inlet variation (∘C) vs fuel consumption
variation (%) respect to the baseline during the low speed stage of the WLTC.

noted that EP achieves the higher increase in temperature (40 °Cwith a fuel
penalty of 16 %). However, EP+IP (4v) strategy performs better than EP
since it is able to reach around41 °Cwhile consuming around 11%more fuel
than the baseline valve timing. EVrO configurations present a good perfor-
mance in this sense, since both re-opening configurations are able to sur-
pass an increment of 20 °C with a fuel penalty of 5 %. It results interesting
to point out how both EVrO curves are not as linear as the rest of alterna-
tives. So higher exhaust temperatures can be achieved by increasing the
re-opening lift without compromising the fuel consumption.

On the subject of fuel consumption, temperature gain and NOx trade-
offs during theWLTC low speed phase, Figure 4.17 and Figure 4.18 show the
NOx formation versus fuel consumption and average exhaust temperature,
respectively, variation with respect to the baseline valve timings. EP strat-
egy shows the worst trade-off since the fuel penalty impacts on higher NOx
emissions. In Figure 4.18 it can be observed that this temperature gain also
results in higher NOx. EP+IP alternatives perform quite different. On the
one hand, the NOx emissions remain between 10 % and 20 % in the 3 dif-
ferent possibilities (20°, 30° and 40° CA), so an increment in the exhaust
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Figure 4.17: NOx accumulated mass variation (∘C) vs fuel consumption variation (%) re-
spect to the baseline during the low speed stage of the WLTC.
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Figure 4.18: NOx accumulated mass variation (%) vs mass averaged temperature at DOC
inlet variation (∘C) respect to the baseline during the low speed stage of the WLTC.
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mean temperature does not incur in a rise in emissions. On the other hand,
the 2 valves alternative is able tomatch baseline NOx emissionswith an ad-
vance/delay of 40° CA and a mean temperature difference of 18 °C. This
temperature gain may seem restrained compared to the 4 valves version,
but it is better than the performance obtained by the EEVO+dwell configu-
ration, which even rises NOx emissions up to 20%. Regarding EVrO strate-
gies, bothoffer agood trade-off in termsofNOx and fuel consumption since
it is possible to reduce NOx to 20%while increasing themean temperature
around 25 °C with a fuel penalty of 6%.
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Figure4.19: COaccumulatedmass variation (∘C) vs fuel consumption variation (%) respect
to the baseline during the low speed stage of the WLTC.

In terms of carbon monoxide formation, the picture does not differ
much from NOx emissions graphs. Figure 4.19 presents the trade-off be-
tween CO formation and fuel consumption variation, while Figure 4.20
shows the CO-temperature trade-off (these trade-offs only represent the
results during the first stage of the WLTC). CO formation follows a similar
pattern in the CO-fuel trade-off (Figure 4.19) for those configuration in-
volving exhaust valve advance. Again, EP offers the worst trade-off, since
it boosts CO emissions by 30%while providing a temperature gain of 40 °C
(Figure 4.20). In this regard, EP+IP (4v) alternative offers a better compro-
mise between temperature increment, fuel consumption andCO formation.
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Figure 4.20: CO accumulated mass variation (%) vs mass averaged temperature at DOC
inlet variation (∘C) respect to the baseline during the low speed stage of the WLTC.

It is possible to also obtain 40 °C more in the exhaust with a fuel penalty of
10 % and 15 % more CO accumulated mass than in the baseline case. EVrO
alternatives offer again the best trade-off concerning CO emissions, fuel
consumption and temperature gain. CO variations are negative for both re-
opening durations and for the three different valve lifts. Moreover, they
achieve a mean increase in the exhaust temperature up to 30 °C with a fuel
penalty below 6 %. The fall in both NOx and CO emissions when increas-
ing the re-opening lift is due to the lower torque achieved by this strategies
during the transient accelerations, since the fresh air charge gets reduced
and the ECU control limits the injected fuel to prevent a high smoke forma-
tion.
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4.5 Conclusions

Several variable valve timing strategies were discussed in this chapter with
the aim of achieving an increment in the exhaust temperature while not
worsening combustion emissions. Several configurations for each strat-
egy were also compared in terms of exhaust temperature profit, fuel con-
sumption,warm-up timeandpollutant emissions. These strategies involve
the adjustment of the valve timing and the possibility to perform a second
exhaust valve event to re-entrain part of the exhaust gases during the in-
take stroke. In the spirit to summarise the conclusions obtained along this
study, the following points are exposed:

1. AdvancingEVOresults in an increment in the exhaust temperaturedue
to the early blowdown of hot gases into the exhaust manifold. Ad-
vancing also EVC and performing a second exhaust valve event allows
a higher exhaust temperature by retaining an amount of the exhaust
gases to participate in the next engine cycle (IGR).

2. In the case of EVrO, a long re-opening duration performs better than
a longer one in order to increase the exhaust temperature and reduce
CO emissions sincemore IGR is able to produce. Regarding NOx emis-
sions, the shorter re-opening shows a small advantage compared to
the longer one (EVrO 160°).

3. EEVO+dwell strategy does not produce a relevant increase in exhaust
temperature, nor a faster DOC light-off, nor an improvement in pol-
lutant emissions.

4. All VVT strategies incur in a penalty in fuel economy, which is lower
for EVrO cases—below 6% over the low speed stage of the WLTC.

5. In the sameway, all the VVT alternatives enable a faster enginewarm-
up, which is even faster in the EP solution. So around96 seconds could
be saved by advancing the exhaust event 40° CA. This is due to the fact
that the compression of the trapped exhaust gases after the EVC is not
followed by an expansion like in the EP+IP cases, leads to a hot back-
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flowof exhaust gases that is released into the intake ports at IVO; thus,
resulting in a heating of the coolant that surrounds the intake ports.

6. Both EVrO alternatives present the best trade-off between exhaust
temperature increment and fuel consumption up to 30 °C. From that
temperature onwards, EP+IP (4v) configuration offers a better trade-
offand is able to reach an increment of 40 °C. EP allowshigher exhaust
temperatures and,but the fuel penalty is far greater than the other so-
lutions (a maximum of 16%).

7. Exhaust valve re-opening presents the best trade-off between com-
bustion pollutant emissions and fuel efficiency, being able to reduce
both NOx and CO emissions compared to the baseline case. Regard-
ing the other VVT strategies, EP+IP presents a better trade-off than
EEVO+dwell and EP solutions in terms of temperature gain and emis-
sions.

8. The partial EP+IP (2v) solution, which involves only the modification
of the valve timing of one pair of valves, offer results closer to the
baseline than to the 4 valves version EP+IP (4v). In all the compar-
isons EP+IP (2v) with and advance/delay of 40° CA is more advanta-
geous than EP+IP (2v)with and advance/delay of 20° CA—specially in
terms of emissions formation.

An exhaust advance and an intake delay has been found to be a good
technique to increase exhaust temperature and reduce warm-up time. The
presented results at dynamic operating conditions show that exhaust valve
re-opening is an interesting technique in terms of IGR production, ex-
haust temperature increment, fuel consumption compromise and pollu-
tant emissions reduction. However, in this study only the re-opening lift
has beenmodified, neither the duration not the re-opening starting angle.
Besides, at some acceleration peaks, EVrO alternatives are not able to reach
the required power output. For these reasons, an active control to modify
the re-opening start, lift and duration according to the operating point is
presented in the next chapter.

The exhaust temperature increase obtained by VVT applications is of
special interest to evaluate the performance of LNT and SCR, and even ac-
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celerate the activation of these devices in order to reduce NOx emissions. A
SCRmodel is currently under development by our research group and it will
be included in the virtual engine model presented in this work.

In chapter 5, an active control is developed and presented to adapt both
EP+IP and re-opening parameters to any operating point without compro-
mising fuel efficiency. In this regard, EEVO+dwell and EP solutions are dis-
missed: the former due to its low capability rising the exhaust enthalpy and
the latter because of its high fuel consumption.
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Chapter 5 | Development of a VVT control to improve DOC efficiency

5.1 Introduction

Variable valve timing began to be adopted in the automotive industry
since the 1960decade as away to reduce hydrocarbon and carbonmonoxide
emissions, sinceair pollutionbecameamajor issue—specially inpopulated
areas like Los Angeles [133]. This concern raised the need to know how to
reduce emissions. In this way, researchers like Hagen et al. [134] in 1962,
studied the composition of the exhaust gases by investigating the air-fuel
ratio, engine speed, spark timing, exhaust back pressure, intake manifold
pressure and also the valve overlap.

Figure 5.1: VVT control patented by Madison Finlay, 1968.

Page 190



5.1 | Introduction

Since then, some systems were developed to automatically modify the
valves timing in different operating conditions. The first control systems
were based on the engine speed, as the electro-mechanic one proposed by
Finlay in 1968 [135], whose sketch in shown in Figure 5.1. Later, with the
development of electronics, these control systems were based not only on
the engine speed but on the throttle position, the coolant temperature or
the intake pressure. Currently, camless engine valvetrains are the great-
est innovations [136], which provides greater freedom for controlling the
different valve events and even independence between cylinders.

Variable valve timing technology offers multiple possibilities for con-
trolling the combustionprocess. Murata et al. [137] studied late intake valve
closing to achieve premixed diesel combustion. LIVC combined with EGR
and injection timing control allowed to reduce NOx and smoke emissions.
VVT also has been applied to advanced combustion modes like in the work
carried out by Hunicz et al. [138], who experimentally studied the combus-
tion rate by applying variable intake and exhaust valve in a homogeneous
charge compression ignition (HCCI) engine. In the sameway, Xu et al. [139]
studied VVT to adjust the effective compression ratio in a reactivity con-
trolled compression ignition (RCCI) engine. They found than at low and
mid loads, high effective compression ratio, large premix ratio, and early
fuel injection can be utilised to realise Euro 6 nitrogen oxides limit with
ultra-low soot emissions and low fuel consumption by using variable com-
pression ratio and VVT strategies.

Regarding VVT theory, in chapter 4, different variable valve timing pos-
sibilities were presented. section 4.1 discusses the effects on engine effi-
ciency and pollutant emissions formation while tweaking the different in-
take and exhaust valve events, as well as the objective pursued when per-
forming an exhaust valve re-opening during the intake stroke. Besides, a
brief history of variable valve timing application in the automotive industry
was pointed out. In this chapter, EEVO+dwell technique is dismissed due to
its limited scope for heating the after-treatment system and reduce pollu-
tant emissions. In a far different way, EP technique has been excluded from
this study due to its poor fuel economy and the greater NOx and CO forma-
tion, which are twomajor caveats of this strategy.
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Different VVT control strategies are presented in this chapter involv-
ing exhaust valve re-opening (EVrO) and exhaust negative phasing and in-
take positive phasing (EP+IP) solutions presented in section 4.3. The con-
trol strategies are focused on increasing the exhaust gas temperature with
a minimum impact on fuel economy.

5.2 Model preparation

For this study, the thermo-and fluid dynamic model (VEMOD) presented
and described in chapter 3 has been used. The enginemodel is the same al-
ready tested in chapter 4, which corresponds to a HSDI 1.6 L diesel engine.
While in chapter 4, a wide study exploring different variable valve timing
possibilities were explored, the results presented in this chapter concern
the development of a variable valve timing control. In this regard, it is es-
sential that intake and exhaust valve events can bemodified in runtime, so
it could be possible to adapt them to the current operating point.

Opening

Dwell

Ascent
duration

Descent
duration

Maximum
lift

Crank angle

Lift

Figure 5.2: Valve profile parameters that can be modified in runtime.

To this end, several actuators have been included in the model. As
indicated in Figure 5.2, this actuators allow controlling the starting of a
valve event, the duration of the ascent and descent ramps, the dwell pe-
riod (which is the angle a certain valve lift can be held) and the maximum
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lift. The valve lift profile has to be redefined in order to use this actua-
tors. Instead of a bi-dimensional array of crank angle and the correspond-
ing valve lift to each angle step, a non-dimensional valve lift array is used.
This means that at the event starting angle (X=0), the non-dimensional lift
is 0 (Y=0), but at the end of the ascent ramp (X=1) the non-dimensional valve
lift is 1 (Y=1). The opposite occurs in the descent ramp, where Y is equal to 1
at X=0 and Y is equal to 0when X=1.

Recalling the control system in section 4.2, the simulations in this study
were performed setting the torque of the baseline engine. At any particular
engine speed and torque, the required fuelmass is obtained from a calibra-
tionmap based on experimental data. Once the engine speed and fuel mass
are known, the injection pulses timings andmasses, intakemanifold pres-
sure, injection pressure and airmass flow setpoints are obtained from their
respective maps.

    Phasing map

Engine speed

C
or

re
ct

ed
 to

rq
ue

Engine speed

C
or

re
ct

ed
 to

rq
ue

  re-opening
  opening

  map

Engine speed

C
or

re
ct

ed
 to

rq
ue

Engine speed

C
or

re
ct

ed
 to

rq
ue

  re-opening
  lift map

Engine speed

C
or

re
ct

ed
 to

rq
ue

Corrected torqueEngine speed

Engine speed

C
or

re
ct

ed
 to

rq
ue

  re-opening
  duration

  map

Engine speed

C
or

re
ct

ed
 to

rq
ue

Base EVO

Base IVO

EVO

IVO

+
+

+

-
ascent

duration

descent
duration

1/2

1/2

re-opening
lift

re-opening
opening

Figure 5.3: EP+IP and EVrO control blocks.

As explained in section 4.2, the ECUmodel can increase the injected fuel
tomeet the torque target. However, there are two fuel limiters: one ensures
that the injected fuel doesnot overpass theoneof the full load at that engine
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speed, the other one limits the fuel rate to avoid an excess of soot. After this
corrected torque is defined, along with the current engine speed, it is pos-
sible to obtain the corresponding valve advance/delay (since in EP+IP both
valve events are symmetrically shifted), the re-opening lift, duration and
moment of opening. These values are sent via an actuator signal to the vir-
tual enginemodel, as indicated by the roundedboxes in Figure 5.3. Thisfig-
ure represents the control diagram and summarises the process explained
above.

Although it is possible to define different ascent and descent ramps du-
rations, they are considered to have the same duration in this study, so the
re-opening duration is divided by two (ascent ramp and descent ramp) as
shown in Figure 5.3. The maps are obtained by simulating a wide matrix of
steady-state operating points and provide the optimum value satisfying a
specific condition, for instance, tomaximise the exhaust temperature with
a maximum fuel penalty of 10%. The details concerning the elaboration of
this maps are presented in the following section 5.3.

5.3 Control system methodology

This work is centred on how the exhaust temperature can be increased by
means of variable valve timing systems. Along this work, three systems
have been studied based on a the solutions proposed in chapter 4. The first
two systems consists in advancing the exhaust event (both EVO and EVC)
and, in the same proportion, delaying the intake event (both IVO and IVC).
The last systems consists in a second exhaust opening event (also called
re-opening, post-lift or re-breathing in the literature) during the intake
stroke. The aim of these techniques is to raise the exhaust temperature by
two different methods described below:

• Exhaust phasing and Intake phasing (EP + IP): The exhaust event and
the intake event are shifted the same angle, respect to the baseline
valve timings. The intake and exhaust valve lifts are represented by
a red line with diamond markers in Figure 5.4. Two versions of this
system have been modelled and simulated: one actuating over the 4
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cylinder valves and other actuating only over one intake valve and one
exhaust valve. The increase in the exhaust temperature is created,
partially, due to the EEVO, since the exhaust blowdown of hot gases
from the combustion into the exhaust ports increases the temperature
downstream this point. Moreover, due to the early EVC, some amount
of burnt gases are retained later during the intake stroke, increasing
the air-charge temperature at IVC. The late IVO avoids a hot backflow
of these burnt gases into the intake manifold, and compensates the
pumping losses due to the compression of these gases with the fol-
lowing brief expansion between TDC and IVO. A parametric study has
been done in steady-state conditions bymodifying the advance/delay
from 10° CA to 80° CA in 10° steps, as seen in Figure 5.4.

• Exhaust valve re-opening (EVrO): It consists in a second exhaust
event during the intake stroke. The intake and exhaust valve lifts are
representedbyablue linewith trianglemarkers inFigure5.4. The light
blue dashed lines represent the minimum and maximum re-opening
possibilities. In this case, the re-opening is only applied over one of
the exhaust valves and the way it increases the exhaust temperature
is by aspiring part of the expelled gases from the exhaust ports back
to the cylinder during the intake stroke. In this way, the air-charge
temperature at IVC is higher than in the baseline case. A parametric
study has been carried out bymodifying the re-opening lift from 1 to 5
mm, in steps of 1 mm; re-opening start from 370° CA (just after EVC)
to 430° CA, in 10° CA steps; and re-opening duration from 60° CA to
160° CA, in 20° CA steps, resulting in a 3Dmatrix of 210 combinations.

The methodology procedure is represented by the flow-chart in
Figure 5.5. First, the parametric study has been carried out by simulating
eachcombinationof theEP+IPand re-openingmatrices in steady-stateop-
erating conditions. The selected steady-state operating points consists of
23 points trying to cover the full speed-load engine map. These 23 points
(defined in Table 2.3) were tested in the engine test bench and used in the
calibration and validation of some of the VEMOD sub-models, as indicated
in chapter 3. The23points canbe identifiedaswell in the specific consump-
tion (BSFC) map at the top of Figure 5.5.
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Figure 5.4: Exhaust and intake valve lift profiles for each case.

The simulation of the steady-state operating points was performed by
setting the torque and engine speed of the homologous points correspond-
ing to the original valvetrain configuration. As mentioned in the previous
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Simulate the 23 operating points with different VVT settings
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Figure 5.5: Methodology flow-chart.
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section 5.2, the ECU sub-model can increase the injected fuel to meet the
torque target; however, there are two fuel limiters. This translates into the
possibility that some of the combinations cannot meet the torque demand
at some specific operating point. For these reason, all the combinations
have been checked for each of the 23 points, excluding them if the resulting
torque is more than a 5% lower with respect to the baseline in that specific
operating point.

Figure 5.6 shows themaps of the discarded and accepted simulations for
four EP+IP combinations. Those points were the baseline engine torque is
met are within the white area, while the discarded points fall into the grey
area. If the intake delay and exhaust advance is applied only in one pair of
valves and the angular shift is 20 CAD (Figure 5.6a), the control sub-model
is able to fulfil the torque requirements at any of the 23 operating points
with the original calibration. When the same angular shift is applied to the
four cylinder valves (Figure 5.6b), the full-load operating points from 1500
rpm onwards are discarded, since the engine is not able to reach their re-
spective torque setpoints in this EP+IP combination with the current fuel
limiters. As the angular shift is increased up to 60 CAD, more difficult is to
apply this strategy for all the enginemap, being discarded all full-load op-
erating points andhigh load points at low engine speed in Figure 5.6c). As it
is expected, this highangular shift results excessivewhen it is applied in the
four valves. Therefore, only those low load and low engine speed operating
points meet the torque requirements, as seen in Figure 5.6d).

In the same way, Figure 5.7 shows the discarded and accepted simula-
tions for four re-opening combinations. In this case, a shorter exhaust re-
openingnear thefirst EVC (Figure 5.7a) presents less restrictions to achieve
the torque setpoint around the engine map —offering also a lower incre-
ment in the gas temperature at turbine outlet— than a long re-opening
far from the first EVC (Figure 5.7c), since it diminishes the volumetric effi-
ciency and thus the trappedmass and the engine torque. However, themost
restrictive parameter is the re-opening maximum lift —which is 5 mm. A
high valve lift not only prevents the re-opening to be applied at full-load,
but also at middle and low loads at 1500-2500 rpm. Thus, as observed by
the maps in Figure 5.7, EVrO solutions are restrained to low loads and low
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(a) EP + IP 20 CAD in 2 valves.
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(b) EP + IP 20 CAD in 4 valves.

1000 1500 2000 2500 3000 3500
Engine Speed [rpm]

10

20

30

40

50

60

70

80

90

100

Lo
ad

 [%
]

0.0

0.2

0.4

0.6

0.8

1.0

(c) EP + IP 60 CAD in 2 valves.
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(d) EP + IP 60 CAD in 4 valves.

Figure 5.6: Discarded and stored steady-state simulations applying EP + IP with an intake
delay/exhaust advance of 20 and 60 CAD in 2 and 4 valves.

engine speed operating points.

With all the information gathered from the parametric study, it is pos-
sible to state objectives and select those combinations that meet the ob-
jective for each steady-state operating point. For this study, five different
cases have been defined with the aim of achieving the higher exhaust tem-
perature. This five cases, plus the baseline, are summarised in Table 5.1.
One case corresponds to the EP+IP alternative applied on the four cylinder
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(a) EVrO opening at 370 CAD, duration
60 CAD, lift 1 mm.
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(b) EVrO opening at 370 CAD, duration
60 CAD, lift 5 mm.
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(c) EVrO opening at 420 CAD, duration
160 CAD, lift 1 mm.
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(d) EVrO opening at 420 CAD, duration
160 CAD, lift 5 mm.

Figure 5.7: Discarded and stored steady-state simulations applying EVrO with different
exhaust opening, duration and lift.

valves. Twocases (Case 2 and3) considers theEP+IP alternative, but applied
on one intake valve and one exhaust valve. The two cases left correspond to
the goal of maximise DOC inlet gas temperature by performing an exhaust
re-opening. Case 3 and Case 5 represents Case 2 and 4, respectively, but
imposing a maximum fuel penalty of 10% respect to the baseline.

In this way it is possible to sort the valid EP+IP and EVrO combinations
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Case Technology Objective

Baseline Original valve
timing

-

Case 1 EP+IP in the 4
valves

Maximise DOC inlet temperature

Case 2 EP+IP in only
2 valves

Maximise DOC inlet temperature

Case 3 EP+IP in only
2 valves

Maximise DOC inlet temperature, limiting the
fuel penalty up to 10%

Case 4 EVrO in only 2
valves

Maximise DOC inlet temperature

Case 5 EVrO in only 2
valves

Maximise DOC inlet temperature, limiting the
fuel penalty up to 10%

EP+IP: Exhaust negative phasing and intake positive phasing,
EVrO: Exhaust valve re-opening

Table 5.1: Transient cases.

by themaximumexhaust temperature gain and apply other criteria like the
minimum fuel penalty. By selecting the best combination at each operating
point, it is possible to create an angular shift map for each EP+IP strategy
and the corresponding opening, duration and liftmaps for each EVrO strat-
egy.
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Figure 5.8: EP+IP angular shift and turbine outlet temperature for Case 1.
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Figure 5.9: EP+IP angular shift and turbine outlet temperature for Case 2.
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Figure 5.10: EP+IP angular shift and turbine outlet temperature for Case 3.

Figure 5.8 presents the intake and exhaust angle shift map (left) to ob-
tain the turbine outlet temperature (right) according to the objective de-
fined in Case 1: maximise the turbine outlet temperature by using EP+IP in
the four cylinder valves. As indicated above, the angular shift is near zero
at full-load to accomplish with the torque demand. Themaximum angular
shift of 60 CAD is only feasible at low load in the range of 1000 to 1500 rpm.
Note that also there is no intake delay and exhaust advance at very low load
(near zero) not at idle since these points are outside the engine map con-
sidered before. Since an angular shift value as to be defined in these region
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to use this map later in the simulations at transient speed and load condi-
tions, it has been considered not to perform EP+IP at very low load to keep
the power output during fast accelerations starting from idle.

In Figure 5.9 the same maps according to Case 2 are presented. In this
case, due to the fact that shifting only the intake and exhaust events in one
pair of valves is less restrictive than in the four valves, a larger angular shift
of 80 CAD is feasible in a wide range of the enginemap, comprising from 15
to 50 % load from 1000 to 3500 rpm. It is even possible to apply an angu-
lar shift of about 20 CAD in the full-load line. The higher intake delay and
exhaust advance results in a small increment in the temperature at turbine
outlet all over the engine map.

Case 3 is represented in Figure 5.10. The angular shift in the left sub-
figure is similar to the one of Case 2. However and in order to limit the fuel
penalty up to a 10% respect to the baseline valvetrain, themaximumangu-
lar shift is reduced compared to case 2 and it is located in the sweet spot at
low load (10-20%) between 1000 and 1500 rpm. Consequently, the exhaust
temperature is lower than in the non-limited fuel strategy.

Figure 5.11 presents the three maps that define the re-opening param-
eters of Case 4 plus the turbine outlet temperature map. These parameters
are the opening of the second exhaust event (Figure 5.11a), the duration of
the re-opening (Figure 5.11b) and the maximum lift (Figure 5.11c). It can
be observed how, in the points where EVrO is not feasible (full load at 1250
and 1500 rpm), the re-opening lift is 0mm, so no re-opening is performed.
The samehappens at idle and very low load in order to adapt the re-opening
maps for transient operating conditions.

Case 5maps are illustrated in Figure 5.12. It can be observed that the dis-
tribution of eachmap is quite similar as in Case 5. However, since now there
is a limit on themaximumfuel penalty of 10%with respect to baseline case,
EVrO opening, duration and lift maximum values have been limited. It can
beobserved that the 1000 rpmand88%loadpoint is not feasible nowdue to
its excessive fuel consumption, which is near 20% and it was not a limita-
tion in Case 4. As a result of the fuel limitation, the temperaturemap at the
turbine outlet side shown in Figure 5.12d presents a smaller temperature
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(a) EVrO opening map for Case 4.
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(b) EVrO duration map for Case 4.
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(c) EVrO lift map for Case 4.
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(d) Turbine outlet temp. map for Case 4.

Figure 5.11: EVrO parameters maps and turbine outlet temperature for Case 4.

gain than in Case 4. The fact that Case 4 and Case 5 maps are quite similar
indicated that only fewoperatingpoints exceed the fuel penalty limit. Thus,
it is expected that both cases perform similar in transient conditions.

In order to carry out the transient simulations an EP+IP control (in-
take delay and exhaust advance) and an EVrO control (start, duration and
lift) were included in the ECU sub-model. This controllers read the current
value of re-opening opening, duration, lift and angular shift from themaps
shown above based on the current engine speed and total fuel injected.
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(b) EVrO duration map for Case 5.
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(c) EVrO lift map for Case 5.
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Figure 5.12: EVrO parameters maps and turbine outlet temperature for Case 5.

Finally, the WLTC cycle starting from cold engine start, at a room tem-
perature of 20 °C, is simulated keeping the settings of each case and using
their respective maps for EP+IP phasing or EVrO start, duration and lift.
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5.4 Results and discussion

The main goal of this study is to achieve greater exhaust temperatures in
order to increase the efficiency of the after-treatment devices during their
heating phase. In Figure 5.13 the temperature at the turbine outlet section,
intermediately preceding the catalyst, achievedby each case is presented. It
can be observed that this temperature is higher than the baseline in the five
cases throughout thewholeWLTC. This temperature difference can be bet-
ter observed in the lower subplot. At the low speed stage, both EVrO cases do
not offer a remarkable difference in the temperature increment. Comparing
the three EP+IP cases, Case 2 performs better during this low speed stage
than Case 1, achieving instantaneous peak differences higher than 100 °C
and an average difference at this stage of 67 °C. From the medium speed
stage onwards, both EVrO cases perform better than Case 3. This means
that, with the same limitation in fuel consumption, Case 5 is able to obtain
more exhaust temperature than Case 3. Case 1, in which the intake and ex-
haust phasing is applied on the four valves, generally performs worse than
the two valves case. The average temperature difference in Case 1 is 98 °C
throughout the whole WLTC, in contrast to the 121 °C achieved by Case 2.

Figure 5.14 shows how much time the temperature at the turbine out-
let section is above a certain value. The minimum temperature values (the
initial ones) are shown at the top of the graph, since for the total test time
(1800 seconds) the temperature is above this minimum values. The max-
imum values are shown in the bottom of the graph because they are only
achieved at one instant. Maximumvalues are also indicated in the legend. It
can be observed that all the Cases allow reaching higher temperatures than
the baseline valvetrain. Both EVrO cases present a similar behaviour all over
the cycle duration. Case 3 performs, in general, better than Cases 4 and 5 in
terms of exhaust gases heating. Case 2 depicts the higher temperature of
all cases and Case 1 performs in between of Case 2 and 3. If a vertical line is
drawnbetween200 °Cand250 °C,where theDOCconversionefficiencysur-
passes 50 %, the temperature of the baseline case will be above this value
for 800 seconds, which represents a 44% of the cycle duration. In Cases 3,
4 and 5, this time is extended up to 900 - 950 seconds, which is around 50
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Figure 5.13: WLTC temperature at turbine outlet.

to 53%of the time. By applying EP+IP in the four cylinder valves, according
to Case 1, it is possible to stay over the light-off temperature around 1050
seconds (58%of the time). And at best, Case 2 is able to keep a temperature
above this level for 1150 seconds, representing the 64% of theWLTC cycle.

In addition to the DOC inlet temperature, it is also interesting to analyse
how the different cases affect the gases temperature at DOC outlet section.
A temperature increment at this point could be beneficial for increasing the
efficiency of a NOx adsorber, or to regenerate the diesel particle filter. Fig-
ure 5.15 shows the gas temperature downstream the DOC, before entering
the DPF. Similarly to Figure 5.13, EP+IP cases performbetter than EVrO ones
and Case 2 achieves the greatest increment in temperature. Its average in-
crement throughout the test cycle is 80 °C, followed by case 1 with an aver-
age of 53 °C. It is also noticeable how Case 4 and Case 5 obtain less temper-
ature than the baseline case at some moments, like the one near 800 sec-
onds. At this time, the engine is accelerating from1000 rpmto 1250 rpmat a

Page 207



Chapter 5 | Development of a VVT control to improve DOC efficiency

0 50 100 150 200 250 300 350 400 450 500 550 600 6500

200

400

600

800

1000

1200

1400

1600

1800

Ti
m

e 
[s

]
Baseline, T max=518°C
Case 1  EP+IP (4v), T max=610°C
Case 2 EP+IP (2v), T max=618°C
Case 3 EP+IP (2v) fuel lim., T max=553°C
Case 4 (EVrO), T max=592°C
Case 5 (EVrO) fuel lim., T max=591°C

Turbine Outlet Temperature [°C]
Figure 5.14: Time above a certain temperature at turbine outlet.

low torque. According to the re-opening lift and durationmaps obtained by
the steady-state optimisation in Figure 5.11c and Figure 5.11b, the relatively
high lift and re-opening values in this region of themap causes a torque fall
down during this fast accelerations.

Figure 5.16 shows the exhaust (top) and the intake (bottom) valve phas-
ing for each case. It can be observed that Case 2 is able to extend the valve
phasing range between 60° and 80° CA without resulting in a torque loss,
since two valves remain unaltered. Case 1, on the contrary, is not able to
apply a valve advance/delay beyond 60° CA without compromising the im-
posed torque. Case 3mainly operates with a valve phasing between 40° and
60° CA, avoiding low advances (below 30° CA) at low andmid loads in order
to reduce the fuel penalty.

Figure 5.17 presents the re-opening start (top), duration (middle) and
lift (bottom) actuators signals for both EVrO cases. It is observed how the
control delays the re-opening start at the acceleration peaks, since the ex-
haust temperature increases during these transients and it is more prof-
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Figure 5.15: WLTC DOC outlet temperature.

itable to perform an exhaust valve re-opening. The same happens in the
case of the re-opening duration and lift trying to raise even more the ex-
haust enthalpy. It should be noted that the control shortens the re-opening
duration and the lift during periods at sustainedmedium loads, as it can be
observed in the high speed stage of the WLTC. This control action ensures
no torque losses; however, it blurs the re-opening effect and almost no ad-
vantage is achieved in terms of exhaust temperature gain as it is observed
in Figure 5.13, where EP+IP cases are able to produce a greater tempera-
ture increment. The same happens at idle periods, where no re-opening is
performed. Regarding the differences between Case 4 and 5, they mainly
concern the re-opening start and duration. The control system reduces the
re-opening start in order to reduce the fuel penalty inCase4,where it rarely
goes beyond 415° CA. In terms of re-opening duration, the control also cuts
the duration to not undermine fuel economy during the fast accelerations.
On the contrary, the valve lift in both cases is almost the same along the
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Figure 5.16: WLTC exhaust advance and intake delay.
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Figure 5.17: WLTC EVrO opening, duration and lift.
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entire cycle.

Figure 5.18 and Figure 5.19 represent the HC and CO accumulated con-
version efficiencies in the DOC, respectively, and calculated according to
Equation5.1 (wheren refers to the eitherHCorCO, and i refers to the current
time). As commented above, a higher gas temperature across the DOC in-
creases HC and CO conversion efficiencies. Regarding HC conversion, Case
2 is able to increase the conversion efficiency an 8.5%during the low speed
stage, respect to the baseline case, being able to reach an efficiency of 0.97.
In other words, Case 2 is able to remove the 98 % of the inbound HC. Case
1 increases the HC conversion a 4 % during the first stage, far enough of
EVrO cases which improves slightly the conversion of the baseline. At the
end of the cycle, the accumulated HC conversion efficiency of Case 2 drops
down, since the HC formation increases during the extra high speed stage
due to its fuel penalty, compared to the baseline case. The sameeffect is ob-
servable for Case 3. Contrarily, the accumulated conversion in Case 1 (EP+IP
applied on both pair of valves) continuously increases to reach a final value
of 0.98.

Accum. conversion 𝜂n, i =
i

∑
𝑡=1

⎛⎜⎜
⎝

∫ii-1(𝑌n, in ⋅ 𝑚̇in)d𝑡 − ∫ii-1(𝑌n, out ⋅ 𝑚̇out)d𝑡
∫ii-1(𝑌n, in ⋅ 𝑚̇in)d𝑡

⎞⎟⎟
⎠
(5.1)

With respect to CO accumulated conversion efficiency in Figure 5.19, a
similar trend is observable. It is noticeable how the CO conversion of Case
4 and 5 is lower than in the baseline, this is not due to an increment in CO
formation but with the inability to reduce DOC outbound CO emissions due
to a lower exhaust enthalpy compared to the baseline case. From the second
idle period of the cycle onwards, EVrO cases reflect a minor improvement
in CO conversion. Case 1 reaches the higher CO conversion efficiency due
to its highest temperature increment, with an average increment of 18 %.
However, as it happened with the HC conversion, it falls down by the end
of the WLTC due to the fuel penalty of EP+IP at high load. This effect is less
evident in Case 3, where the maximum fuel penalty is limited to 10%.

In terms of NOx formation, Figure 5.20 shows how there are no impor-
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Figure 5.18: WLTC HC accumulated conversion efficiency.
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Figure 5.19: WLTC CO accumulated conversion efficiency.
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Figure 5.20: WLTC NOx accumulated mass.

tant differences until the high speed stage of theWLTC. During the fast ac-
celerations at high engine speed, Cases 1 and 3 produce a higher amount of
IGR than EVrO cases. Thus, reducing NOx formation at high engine speed.
Cases 4 and 5, on the contrary, do not perform so well in terms of exhaust
gases retention. This, plus the fact that the air loop controller closes theLP-
EGR valve more than in the baseline case due to the lower volumetric effi-
ciency at high engine speed, leads to a greater NOx formation, which can be
observed better in the bottom subplot of Figure 5.20. Accumulated differ-
ences of NOx emissions are later described in relative terms in Figure 5.24,
which they are separated into emissions at the end of the low speed stage
and emissions at the end of the full WLTC.

Figure 5.21 and subsequent display some interesting values regarding
the performance and emissions of each case in transient operating condi-
tions. Except for the light-off time and warm-up time, each case is repre-
sented by two bars. The first bar indicates the accumulated value variation,
with respect to the baseline case, at the end of the low speed stage (L) of the
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WLTC (at 589 seconds); whilst the second bar indicates the final accumu-
lated value variation (F). In terms of DOC activation (Figure 5.21), as it was
shown before, Case 2 allows to obtain the greatest temperature in the DOC
temperature, so the DOC light-off is achieved a 18.7 % sooner (around 150
seconds before the baseline). Case 1 and 3 cannot reduce the light-off time
since they do not reach at least 200 °C in the previous accelerations. Re-
garding Case 4 and 5, their delay in the light-off time (a 6.6 % later) is due
to the slight lack of power in the preceding acceleration near 800 seconds;
otherwise, there would be no difference between Cases 1, 3, 4 and 5.

Warm-up time is defined as the time it takes for the coolant to reach a
certain temperature, which is around 80 °C in this particular engine, and
the thermostat valve starts to funnel the coolant flow through the radiator
cooler to stabilise its temperature. Moreover, the coolant temperatureplays
an important role in this engine since it controls the switch between HP-
EGR to LP-EGR. As it can be observed in Figure 5.22, thewarm-up stage can
be shortened in all cases, being Case 1 and 2 the ones that present a higher
reduction of 4.7 and 4.3%, respectively. The higher temperature in the ex-
hausts ports results in a heating of the coolant that surrounds these ports,
and hence reducing the warm-up time.

In terms of fuel consumption in Figure 5.23, it can be observed how the
three EP+IP cases incur in a fuel penalty higher than the one of both EVrO
cases. The higher fuel consumption compared to the re-opening cases is
due to the compressionof the retainedburnedgases after theEVC, since this
compression increases the pumping losses and thus the BSFC. The earlier
EVO also affects fuel economy as it reduces the power stroke and increases
the amount of fuel injected to keep the required torque. This fuel penalty
increases with the engine load, as it can be seen by the accumulated values
at the end of the WLTC. Case 2, while offering the highest exhaust temper-
ature increment, incurs in the highest fuel penaltywith a total difference of
32.2% (340 gmore than the baseline). Case 3 offers a better solution in fuel
economy as it is a version of Case 2 in which fuel injected has been limited.
On the other side, both Case 4 and 5 do not affect fuel economy in the same
way. Their total accumulated fuel burned variations are 4.4 % (+46 g) and
3.8 % (+39 g), respectively.
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Figure 5.21: Time to reach DOC light-off temperature, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.
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Figure 5.22: Time to reach coolant thermostat threshold, engine start at 20 °C ambient
temperature. Percentage variation compared to the baseline case.
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Figure 5.23: Accumulated fuel consumption, engine start at 20 °C ambient temperature.
Percentage variation compared to the baseline case.
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Figure 5.25: Accumulated CO emissions at DOC outlet, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.

Regarding NOx emissions, it is observed an increase in all cases at the
end of the cycle. When it comes to EP+IP cases, an upward trend is observed
in NOx formation as engine speed increases; since the accumulated values
during the low speed stage are lower than in the baseline but higher at the
end of the cycle. The increase in NOx formation compared to the baseline
case can be explained because of the lower EGRmass flowwhen increasing
the engine speed. In the extra high speed stage of the WLTC, the air loop
controller closes the LP-EGR valve in all cases more than in the baseline
one. However, considering the CO2 mass fraction at IVC, both EVrO cases
show a lower exhaust gas retention power at high speed. Thereby, the NOx
formation is higher in Cases 4 and 5 during this last stage. 18.2% reduction
in NOx formation can be obtained in Case 2 over the low speed stage of the
WLTC.AnalysingNOx emissionswhenperforminganexhaust re-opening it
can be observed that emission levels are higher in both cases. Exhaust NOx
emissions increase with the engine speed as the amount of IGR created by
the re-opening is lower at high engine speed, leading to a final increase of
18.4 % in Case 5, respect to the baseline in case.
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Figure 5.26: Accumulated HC emissions at DOC outlet, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.

Figure 5.25 shows the CO accumulatedmass downstream the diesel cat-
alyst. Even though performing an exhaust re-opening does not affect the
CO formation (specially at low engine speed), the poor potential in order to
heat the catalyst leads to CO emission levels higher than those achieved by
the EP+IP cases. Case 2 is themost effective in this respect with a reduction
46.4%at the end of the low speed stage and a 53.7% reduction over the full
cycle, compared to the baseline case.

As regards HC emissions downstream the DOC, Figure 5.26 depicts that
Case 2 and Case 3 improve HC emissions during the low speed stage of the
cycle. However, in Case 2, due to the high fuel penalty during the extra high
speed stage, the final HC emissions double the baseline ones (an increase of
117%). This is also observable in Figure 5.18where there is a decrease in the
accumulated HC conversion efficiency. Case 4 and 5 are able to reduce HC
emissions down to a 25 % at the end of the cycle due to their contribution
in the DOC gas enthalpy while not incurring in an excessive fuel penalty at
the high speed stage.

Figure 5.27 and Figure 5.28 represent some trade-offs between engine
consumption and CO and HC emissions only during the low speed stage of
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the WLTC. Emissions inbound the DOC are shown on the left side, while
emissions outbound theDOC are placed on the right side. It can be seen that
Cases 1, 2 and 3 increase theCO formation (Figure 5.27a). The greater values
are explained due to the fact that performing an EEVO results in an increase
in fuel injectedmass, which leads to an increment in HC and CO. Moreover,
the earlier blowdown interrupts the oxidation of HC and CO during the ex-
pansion stroke. The fuel consumption difference between Case 1 and Case
2 (EP+IP in 4v vs in 2v) is because, when phasing both pair of valves, it is
difficult to keep the target torque with high EEVO and LIVO angles. In case
of phasing just one intake valve and one exhaust valve, the phasing range
is wider. However, extending this range leads to a higher fuel consumption
in Case 2, which is a 20 %more than the baseline. In Figure 5.27b it can be
seen how the excess in CO formation of EP+IP cases is later compensated by
the increase in CO conversion. Accordingly, Case 3 offers a good trade-off
between fuel penalty andCO emissions, being able to reduce themby a 20%
with a fuel penalty of 6%.

Figure 5.28a and Figure 5.28b presents similar trends to CO pollutant
emissions. The fuel penalty causedby advancingEVOmoment increasesHC
emissions. This consumption increase is almostdirectlyproportional to the
exhaust temperature increase. Figure 5.28b showshow theHC formation in
Case 2 and 3 are later compensated by the increment in the HC conversion
efficiency. Nonetheless, Case 1 is unable to reduce total HC emissions at the
end of the low speed stage. Even though the reduction between inlet and
outlet emissions is near 71 %, higher than the reduction in Case 3 (51 %),
the hydrocarbons formed over the combustion are higher compared to Case
3, Case 4 and Case 5.

It is interesting to note that the fuel consumed by Case 4 and Case 5 is
pretty much the same. In fact, the difference in fuel consumption, com-
pared to the baseline case, across the engine map is below 10 % for a wide
region of that. Case 5 just ensures it does not exceed a fuel penalty of 10 %
in any region of the fuel map.
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(a) Fuel consumption (%) versus CO accumulated mass (%) upstream the DOC.

5.0 10.0 15.0 20.0
 Fuel consumption [%]

-40.0

-30.0

-20.0

-10.0

0.0

 C
O

 a
cc

um
ul

at
ed

 m
as

s 
[%

]

Case 1  EP+IP (4v)
Case 2 EP+IP (2v)

Case 3 EP+IP (2v) fuel lim.
Case 4 (EVrO)

Case 5 (EVrO) fuel lim.

(b) Fuel consumption (%) versus CO accumulated mass (%) downstream the DOC.

Figure 5.27: Fuel consumption variation (%) versus CO accumulated mass variation (%)
trade-offs during the low speed stage of the WLTC, variations with respect to the baseline.
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Figure 5.28: Fuel consumption variation (%) versus HC accumulated mass variation (%)
trade-offs during the low speed stage of the WLTC, variations with respect to the baseline.
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5.4.1 Adding DOC light-off temperature in the VVT
control.

In the results presented before, it is observed that cases 4 and 5 —
performing a second exhaust re-opening— do not improve the catalyst
warm-up during the first stage of the cycle compared to the cases 1, 2 and 3.
Moreover, intake delay and exhaust advance cases get into an excessive fuel
consumption —specially Case 1 and 2— when these strategies are applied
over the full cycle (see Figure 5.23). Case 3, even though its fuel penalty
its limited up to a 10 %, presents an accumulated increase in NOx emis-
sions of 11 % at the end of the WLTC (see Figure 5.24). Case 2 is consid-
ered the best solution to reduce HC and CO emissions during the catalyst
warm-up; however, it increases HC emissions to a large extent due to the
excessive fuel penalty over the extra high speed stage of the transient cycle
(see Figure 5.26). Thus, trying to take the most of EP+IP strategies while
reducing their drawbacks at high engine speed and load, a new variable was
introduced into the VVT control system. A temperature sensor placed be-
tweenDOCoutlet andDPF inlet sends the temperature value to theECUsub-
model. On the one hand, if this temperature is below a threshold of 210 °C,
the control system actuates over the variable valve system. On the other
hand, if the temperature is above this threshold, the control system applies
the same valve timings as in the baseline valvetrain.

Figure 5.29 shows the temperature at DOC outlet in the previous cases
1, 2 and 3, plus their new variations where EP+IP is not being performed
when the DOC temperature is above 210 °C. This three new cases are named
Case 1b, Case 2b and Case 3b, respectively and are traced with a solid line in
Figure 5.29, in contrasts to Case 1, Case 2 and Case 3which are drawnwith a
dashed line. It can be seen that new ‘b’ variations overlaps their respective
cases 1, 2 and3until theDOCoutlet temperature threshold is reached,which
happens near 800 seconds. From this instant, temperature in cases 1b, 2b
and 3b are quite similar as the baseline one, but a bit higher than this one
since the control system is still performing an EP+IPwhen the temperature
falls below the threshold value.

Figure 5.30 shows the exhaust advance (top) and the intake delay (bot-
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tom) applied by the VVT control over the full WLTC cycle. Again, it can be
observed that the control system disables EP+IP strategies once the DOC
outlet temperature is above the light-off threshold. There are two long pe-
riodswhere thecontrol is imposing thebaselinevalve timings (Case 1b, Case
2b and Case 3b). These periods correspond to the extra-urban stretches
during the high (from 1160 to 1360 seconds) and extra high (from 1500 to
1770 seconds) vehicle speed stages. This EP+IP deactivation is reflected in
Figure 5.29 (bottom), where only a small increment in the exhaust temper-
ature is observed at these periods due to the thermal inertia of the exhaust
gases generated by the previous EP+IP activation.
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Figure 5.29: WLTC DOC outlet temperature.

Since Case 1, Case 2 and Case 3 present the same performance as their
‘b’ versions until the DOC temperature threshold is achieved, which hap-
pens near 800 seconds after the start of the cycle, the accumulated fuel
consumed and pollutant emissions are the same in these cases and their ‘b’
variations over the low speed stage. Figure 5.31 shows the accumulated fuel
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Figure 5.30: WLTC exhaust advance and intake delay.

mass at the end of the low speed stage and at the end of the complete cycle.
With the new objective of enabling only EP+IP when the DOC temperature
is below the light-off threshold it is possible to reduce fuel consumption
along the complete cycle. Now, the total fuel penalty in Case 2b —which
is the one that achieves a higher exhaust temperature gain— is around 6%
compared to the excessive 32%fuel penalty inCase 2. Case 1b also improves
its fuel economypresenting a fuel increment of 4%,which is lower than the
17% of Case 1. Case 3b does not show an excessive improvement since Case
3 already consider a fuel penalty restriction. In this case, the differencewith
respect to the baseline valvetrain is about 2% at the end of the cycle.

In terms of NOx formation, there is an improvement when EP+IP is dis-
abled at high vehicle speed. As explained in previous Figure 5.20, EP+IP in-
creases the internal exhaust gases recirculation; however, it worsens vol-
umetric efficiency specially at high engine speed and, thus, reduces the
trapped mass. As a consequence and to control the intake air, the control
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Figure 5.31: Accumulated fuel consumption, engine start at 20 °C ambient temperature.
Percentage variation compared to the baseline case.
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Figure 5.32: Accumulated tailpipe NOx emissions, engine start at 20 °C ambient temper-
ature. Percentage variation compared to the baseline case.

sub-model closes the LP-EGR valve more than in the baseline case. The
lower total amount of EGR leads to higher NOx emissions. With the new
strategy, since at high engine speed no EP+IP is enabled, there is more EGR
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and a slight improvement is observed. Case 2b reduces NOx emissions from
about 6% in Case to 2% in Case 2b. Case 3b allows producing 2% less NOx
emissions than in the baseline case, considering that in Case 3 they are 11%
higher.
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Figure 5.33: Accumulated CO emissions at DOC outlet, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.

Figure 5.33 presents the tailpipe accumulated COmass difference at the
end of the low speed stage and the complete cycle. It may result interest-
ing that there is no differences between Case 1, Case 2, Case 3 and their
respective ‘b’ versions. The reasons is that, as observed in the previous
Figure 5.19, almost all the CO is converted as the light-off temperature is
achieved. Since this event happens about 800 seconds after the start of the
cycle (a little bit in Case 2 and Case 2b), the later EP+IP activation when the
temperature falls down the threshold value, keeps the CO conversion at the
same level as the previous Cases 1, 2 and 3.

Regarding HC emissions, Figure 5.34 shows slightly higher HC emis-
sionsat theendof the cycle and in theprevious situation. This is because the
DOC temperature at high and extra high vehicle speed is lower than in Case
1b is lower than in Case 1, as well as in Case 2b and Case 3b, thus resulting
in a slightly lowerHC conversion efficiency. In themost advantageous Case
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Figure 5.34: Accumulated HC emissions at DOC outlet, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.

2b, there is a large reduction inHCemissions compared toCase 2. EP+IPde-
activation during the extra high vehicle speed stage removes the excessive
HC formation produced by the excessive fuel penalty. The increase in HC
emissions in Case 2 at this stage is commented above and it can be observed
in the HC accumulated conversion efficiency drop in Figure 5.18. With the
deactivation of EP+IP, Case 2b is able to reduce HC emissions about 35% at
the end of the cycle with respect to the baseline case.

5.5 Conclusions

Several variable valve timing alternatives have been discussed in this chap-
terwith the aimof improving the temperature upstream the diesel catalyst.
Three types of variable valve solutions have been studied based on previous
studies shown in chapter 4: advancing EVO and EVC, with a symmetrical
delay in IVO and IVC—on one and on both pairs of cylinder valves—and an
exhaust valve re-opening during the intake stroke. In order to operate with
optimum values of intake/exhaust phasing, and re-opening lift and dura-
tion, a control system has been integrated to the ECU sub-model. These
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values were obtained by means of a parametric study in steady-state op-
erating conditions. With the proper EP+IP and re-opening maps for each
case, a simulation of the WLTC cycle starting at cold start at 20 °C was car-
ried out for each case. These five cases have been compared in terms of ex-
haust temperature profit, fuel consumption, warm-up and light-off time
and pollutant emissions. For the sake of summarising the conclusions ob-
tained, the following points are exposed:

1. The exhaust temperature is increased and warm-up time reduced in
all the five cases. The increase in the exhaust gas temperature allows
higher CO and HC conversion efficiencies in the catalyst. EP+IP cases
are the most effective in this way. Case 2 achieves an average incre-
ment in exhaust temperature of 67 °C, followed byCase 1with an aver-
age increase of 42 °C over the low speed stage. Case 2 allows the great-
est increment in HC and CO accumulated conversion efficiency: 8.5 %
more than the baseline, for HC conversion, and 18 % for the CO over
the low speed stage of the WLTC.

2. EVrO alternatives (Cases 4 and 5) do not offer a noticeable increase in
the exhaust temperature over the low speed stage of the test cycle,
compared to the other cases. Their average increase over this stage
of the WLTC is around 8 °C.

3. Case 4 and 5 can reduce slightly CO and HC formation. However, they
cannot reduce tailpipe emissions as much as Case 1, 2 and 3 (specially
over the low speed stage) due to their low contribution towards in-
creasing the exhaust gases enthalpy. At the end of the low speed stage
of the WLTC, HC and CO accumulated conversion efficiencies of both
EVrO cases are fairly similar as the baseline ones.

4. Despite the high temperature increase offered by Case 2, its accumu-
lated fuel penalty reaches a 20 % at the end of the low speed stage;
and it is even higher during the extra high speed. In terms of fuel
consumption and emission trade-off, Case 3 arises as a good alter-
native to reduce HC and CO emissions and provide an increase in the
tailpipe temperature, which is beneficial for NOx adsorbers placed
downstream the DOC.
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5. Regarding NOx formation, Cases 2 and 3 allow to obtain a slight re-
duction in absolute values during the low speed stage of the WLTC,
reducing NOx emissions by 18 % and 13 %, respectively. On the con-
trary, the maximum excess in NOx is near 16 %, which is reached by
Case 5 over the last high speed transients of theWLTC. EVrO strategies
(Cases 4 and 5) do not achieve the same exhaust gas retention power
as the other cases for the fast accelerations during the extrahigh speed
stage.

6. Regarding EP+IP cases, when the phasing is applied on the four valves,
rather than on two valves, the phasing range gets reduced in order to
keep the torque target. Nonetheless, a high advance of the EVO, like
in Cases 1 and 2, increases drastically the fuel consumption. The fuel
penalty in Case 1 is about 12%, while the one of Case 2 is about 20% at
the end of the low speed stage.

7. In order to reduce the fuel penalty of EP+IP cases, a study in which
EP+IP is only performed when the catalyst temperature is below the
light-off threshold has been performed. With this approach, it is pos-
sible to reduce the fuel penalty, NOx andHC emissions of Cases 1, 2 and
3 over the full WLTC cycle.

As a concluding remark, both EVrO cases do not offer a remarkable ad-
vantage during the warm-up stage of the diesel catalyst. On the contrary,
Case 2 presents the greater exhaust temperature increment and the lower
NOx, CO and HC emissions during the first low speed stage of the cycle. Be-
sides, it presents the faster catalyst heat-up, which is about 19 % faster
than in the baseline case. However, its main caveat is the high fuel penalty
around 20 % with respect to the baseline valvetrain. Case 3 presents the
best CO-fuel and HC-fuel trade-offs. Moreover, it is possible to achieve
an 18 % reduction in NOx emissions following this strategy during the low
speed stage of the WLTC. Its accumulated fuel consumption is about 5 %
more than the baseline case, which is the lowest of all three EP+IP strate-
gies.

The solution proposed in Case 2b is the best alternative, since it offers
the advantages of Case 2 until the DOC light-off is achieved, while avoid-
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ing the excessive fuel consumption during the high and extra high vehicle
speed stages. Case 2bpresents a 53%reduction inCOemissions, and a 34%
reduction inHC emissionswith a fuel penalty of 6% at the end of theWLTC
cycle with respect to the baseline valvetrain. A better alternative to reduce
the fuel consumption during the low speed stage would be a mix of Case 2b
and Case 3b: trying to heat-up quickly the after-treatment system while
constraining the fuel penalty, and then switching off the strategy once the
DOC is already active.
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“Heat, like gravity, penetrates every
substance of the universe, its rays occupy

all parts of space.”
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6.1 Introduction

During the last years, the emissions legislation in the major automo-
tive regions have established more restrictive limits of the air pollutants
released into the atmosphere in order to reduce the environmental impact
of the transportation activities [140]. For this purpose, new developments
in after-treatment systems have been adopted during the last decade, such
as DOC + DPF systems in combination with LNT or SCR [141].

Specially in diesel engines, cold start and heating phase imply a con-
siderable challenge, since heating techniques are a compromise between a
fast heat-up of the after-treatment system —burning some extra fuel—
and a low penalty in fuel consumption. To address this issue, some authors
have proposed solutions from the side of the engine calibration so as to in-
crease the exhaust temperature. These solutions include shifting the com-
bustion towards the exhaust phase, avoiding the turbine distributor to be
fully closed in certain conditions, or implementing an intake throttling to
slightly reduce the trapped mass and increase the injected fuel [142, 143,
144].

As it was manifested in chapter 3, VVT is a technical solution to raise
the exhaust temperature by increasing the retention of burnt gases in the
combustion chamber. However, other alternatives have been explored by
directlymodifying theexhaust line layout. In thisway, Lujánet al. proposed
a pre-turbo after-treatment placement to achieve a faster after-treatment
warm-up and improve the DPF passive regeneration [145, 146].

Regarding thermal barrier coatings (TBC) solutions, a major break-
through in diesel engine technology has been achieved by the pioneering
work done by Kamo and Bryzik, since the end of the 1970s, as the first per-
sons in introducing TBC system for internal combustion engines [147, 148].
KamoandBryzik used thermally insulatingmaterials such as siliconnitride
to insulate different surfaces of the combustion chamber. The application
of thermal barrier coatings in thermal engines has been widely explored
as a way to reduce the heat rejected in the combustion chamber [149, 150,
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151, 152, 153, 154, 155] in order to improve engine efficiency and reduce NOx
emissions.

While insulating the combustion chamber also increases the exhaust gas
temperature, some authors have studied the application of TBC in the in-
sulation of exhaust manifolds to keep the burnt gases enthalpy. EkstrÖm
et al. [156] analysed several types of barrier coatings to insulate the in-
ternal walls of a diesel engine exhaust manifold for improving its fatigue
life. Their results showed that it is possible to reduce the temperature in
the metal up to 50°C by applying a 3 mm thick layer of a TBC with a ther-
mal conductivity of 1.5 W/m K, like, for instance, yttria-stabilised zirconia
(YSZ). Working towards this direction, Thibblin et al. [157] experimentally
studied the thermal cyclic life of different TBC materials in a heavy-duty
diesel engine exhaust manifold.

These kind of researches have been carried out in petrol engines as well.
Kishi et al. [158] studied the thermal insulation of a petrol exhaustmanifold
and its impact on the exhaust gas temperature and hydrocarbon emissions.
Their results, in combinationwith an engine equippedwith a variable valve
timing system, shown an increment in the exhaust gas temperature as well
as an 8% increment in HC conversion efficiency.

Concerning the internal andexternalheat transfer in exhaustmanifolds,
Zidat and Parmentier [159] studied it to minimise the catalyst light-off
time. They concluded that the internal heat transfer is the most dominant
mode of heat loss from the exhaust manifold. Reducing the internal heat
transferwill significantly increase the catalyst temperature. Moreover, ex-
ternal heat insulation becomes more and more important as the exhaust
manifold gets warmer.

In a more recent study carried out by Serrano et al. [160], the thermal
insulation of the combustion chamber and the exhaust manifold in a six
cylinder heavy-duty engine was experimentally tested. According to their
results, a 1% specific fuel consumption reduction was obtained by insulat-
ing the exhaustmanifold. Furthermore, a slight improvement in bothNOx-
Soot and NOx-BSFC trade-offs was achieved, compared to other solutions
concerning the insulation of the pistons and the cylinder head.
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Considering how the insulation of the exhaust ports and the turbine
affects the temperature upstream the after-treatment systems, Luján et
al. [161] performed a numerical study of the potential of thermal insulation
of these elements in steady-state operating conditions.

As an example of application of the engine model described in chap-
ter 3, this chapter presents a study of the exhaust line heat transfer effect
in the engine and after-treatment performances. To this extent, a simula-
tion study has been carried out comparing different exhaust thermal insu-
lation solutions in dynamic conditions of speed and load. As proceeded in
the same way as in the VVT study in chapter 5, the european WLTC class 3
test cycle has been considered as the standard dynamic test for this study.
These solutions consider the division of the exhaust system in 3 parts up-
stream the DOC +DPF brick: ports, manifold and turbine. The different so-
lutions represent the insulation of these elements and some combinations
of them. With the aimof understanding the influence of each element in the
catalyst inlet temperature, each solution assumes an adiabatic insulation
of the elements involved in it. It means, for instance, that the insulation
of the exhausts ports assumes no heat transfer between the hot gases and
the surface of these ports. The results obtained are discussed in terms of
fuel economy, exhaust gas temperature increment, HC and CO conversion
efficiencies and HC and CO pollutant emissions reduction.

6.2 Model preparation

Recalling the heat transfer model in pipes (subsubsection 3.2.1.2) indicated
in Equation 3.6, the convective heat transfer from gas to the pipe walls is
multiplied by a coefficient. This coefficient is usually 1 to account for the
heat transfer. To block this heat flux, the coefficient has been turned to 0 in
the exhaust ports (EP cases). The intake and exhaust ports are connected to
the lumped conductance model of the engine block—through the cylinder
head node— and the coolant circuit model. Thus, the thermal insulation of
the exhaust ports should reduce coolant temperature as less heat is trans-
ferred to the cylinder head.
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In the same way, the heat transferred from the exhaust gases to the
exhaust manifold (EM cases) is blocked by cancelling the convective heat
transfer coefficient (ℎ) in Equation 6.1. Currently, a direct way to do this
in the model is by turning to 0 the Nusselt constant in Equation 6.2 (where
𝑅𝑒 and 𝑃𝑟 are the Reynolds and Prandt numbers, respectively), since the
Nusselt number (𝑁𝑢) is later used to calculate the heat transfer coefficient
in Equation 6.3 (where 𝑘 is the thermal conductivity of the gas and 𝐿 is the
characteristic length of the exhaust manifold).

𝑞 = 𝐴manifold ⋅ ℎ ⋅ (𝑇g − 𝑇w, int) ⋅ Δ𝑡 (6.1)

𝑁𝑢 = 0 ⋅ 𝑅𝑒0.7 ⋅ 𝑃𝑟0.33 (6.2)

ℎ = 𝑁𝑢 ⋅ 𝑘
𝐿 (6.3)

Finally, to block the heat transfer from the gas to the turbinemetal node
in the turbocharger heat transfer model (TI cases), the multiplier coeffi-
cient of the convective heat transfer correlation is turned to zero. The heat
transferred from the turbinemetal to the ambient (TE cases) is cancelled in
an analogous fashion.

As in the previous chapter, all the simulations were performed keeping
the torque of the baseline case, which is the onewith the non-insulated ex-
haust system of the reference engine described in section 2.2. To attain this
objective, the control system included in VEMOD emulates the ECU to con-
trol the injection by modifying the injection pressure, the fuel mass split
and the start of energisation depending on the engine speed and total fu-
elling rate. The model also controls the air loop by means of the VGT rack
position (whose control is based on the intake pressure setpoint, depend-
ing on the engine speed and total fuelling rate), and LP-EGR, HP-EGR and
back pressure valves, whose control is based on the air mass flow setpoint.

For any specific engine speed and torque, the required fuel mass is ob-
tained from a calibration map. Once the engine speed and fuel mass are
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known, the injection pulses timings andmasses, intakemanifold pressure,
injection pressure and air mass flow setpoints are obtained from their re-
spective maps.

6.3 Exhaust insulation methodology

This work is centred on how the exhaust temperature can be increased by
insulating different parts of the engine exhaust line. These elements, or
parts of the exhaust line, are the engine exhaust ports, exhaust manifold
and the turbine volute. In this study, all these elements have been fully in-
sulated (making them adiabatic) from the inner side of the element, in or-
der to have an idea of the maximum increment in the exhaust temperature
since no heat is transferred to the metal. According to this, nine different
configurations have been simulated: a baseline case without any thermal
insulation in the exhaust line, three cases insulating only one of these el-
ements and five cases representing different thermal insulation combina-
tions of these elements. Table 6.1 summarises the adiabatic elements for
each configuration. Thus, the baseline configuration does not consider any
additional insulation, it represents the original engine model presented in
chapter 2. EP configuration considers no heat transfer from the hot gases
to the eight exhaust ports walls. In EM case, there is no heat transfer be-
tween the exhaust gases and the exhaustmanifoldwalls (including the vol-
umebetween the exhaust ports and the turbine inlet section). TI configura-
tion considers no heat transfer between the exhaust gases and the turbine
volute. The rest of configurations are combinations of these three adia-
batic cases. A special mention must be made for Full Exhaust case, which is
the sum of the previous cases plus a completely insulated turbine housing
(internal and external); hence there is no convection between the turbine
metal and the ambient.

Figure 6.1 tries to clarify which parts of the exhaust system are involved
in this study. It represents the engine layout and thedifferent exhaust com-
ponents referred in Table 6.1.

The main reason why there is not any configuration just insulating the
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Figure 6.1: Engine layout with the exhaust components which have been thermally insu-
lated.

external layer of the turbine housing, nor a combinationwith other config-
uration, is because it hasno significant impact in the temperature at turbine
outlet. The explanation for these poor performance of the external turbine
insulation is due to the alternative path for the heat to be transferred along
the turbocharger. Although there is no convection between the metal and
the environment, the heat is driven axially through themetal and removed
partially by the lubrication oil. This can be observed in Figure 6.2, where
there is a great difference in the accumulated heat from the turbocharger
to the ambient between cases baseline and TE (turbine external insulation);
whilst there is no such difference when it comes to the accumulated heat to
oil. The same occurs if another configuration is considered and the same
one plus the turbine external insulation (EM and EM + TE). Regarding the
decline that can be seen in the accumulated heat to oil graph in Figure 6.2
(bottom), it happens because, at the end of the cycle, the temperature of the
turbocharger housing metal node in contact with oil is greater than the oil
temperature. This means that the heat flux goes from the metal to the oil,
considered asnegative; contrarily towhathappens formore thanhalf of the
cycle, where the oil is hotter than the metal. Oil, turbine node, compressor
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Baseline ✓ ✓ ✓ ✓
EP O ✓ ✓ ✓
EM ✓ O ✓ ✓
EP + EM O O ✓ ✓
TI ✓ ✓ O ✓
EP + TI ✓ ✓ O ✓
EM + TI ✓ O O ✓
EP + EM + TI O O O ✓
Full Exhaust O O O O

✓: heat transfer unchanged, O: adiabatic

Table 6.1: Thermal insulation cases.

node and housing 2 temperatures are traced in Figure 6.3. These nodes of
the turbocharger lumped heat transfer model are defined in Figure 3.6 in
subsubsection 3.2.1.3. The top subplot in Figure 6.3 represents these node
temperatures in the reference engine exhaust line,while themiddle subplot
represents the node temperatures in case EM + TE. Green areas represent
the temperature difference when oil, which enters into the turbocharger
at the same temperature as into the engine block, is hotter than the tur-
bocharger metal node in contact with it. Contrarily, read areas represent
when the oil temperature is below the housing 2 node temperature, so the
heat flux goes from the metal to the oil, explaining the heat to oil drop at
the end of the cycle in Figure 6.2. These temperature difference between
oil and housing 2 is transferred to Figure 6.3 (bottom), where the grey area

Page 242



6.3 | Exhaust insulation methodology

indicates when that difference is greater in the baseline case than in EM +
TE. The orange area represents the opposite situation. It is observed that
this temperature difference is bigger in the baseline case than in EM + TE,
since the thermal insulation of the exhaustmanifold and the turbine casing
external surface slightly increases the housing 2 node temperature. Con-
trarily, the oil temperature is almost constant in both cases since it depends
mainly on the engine block temperature and the oil cooler efficiency. Since
this temperature difference (oil - housing 2 node) is responsible of the heat
transferred to the oil in the turbocharger, consequently, the accumulated
heat to oil traces in Figure 6.2 are below the baseline one.
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Figure 6.2: Accumulated turbocharger heat to ambient and heat to oil over the WLTC at
20°C room temperature.

In order to perform this study, the resulting torque from the baseline
simulation was imposed as the torque target for all the different insula-
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Figure 6.3: Turbocharger temperatures of the baseline engine exhaust and the EM + TE
case over the WLTC at 20°C room temperature.

tion combinations. The ECU control model basically takes control on the
fuel mass injected and the required air mass flow to reach the torque ant
any operating point —based on the engine calibration that contains sev-
eral maps for boost pressure, air mass flow and fuel injected. In this way,
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it is possible to quantify differences on fuel consumption, pumping losses,
exhaust temperature and other key outputs when compared to the baseline
configuration.

An analysis in transient conditions of engine speed and load has been
carried out considering the worldwide harmonized light vehicles test cycle
(WLTC) in three different temperature conditions. Table 6.2 lists these dif-
ferent conditions. Thus warm refers to the WLTC at the room temperature
of 20°C and an engine temperature near 80°C. The ambient conditions refer
to the WLTC at the room temperature of 20°C, but with the engine starting
from cold. Finally, the cold conditions refer to an engine cold start while
keeping the room temperature at −7°C.

Name Cycle Engine temp. Test cell temp.

Warm WLTC already warm (≈ 80°C) 20°C
Ambient WLTC cold start (≈ 20°C) 20°C
Cold WLTC cold start (≈ −7°C) −7°C

Table 6.2: Simulation transient conditions.

6.4 Results and discussion

Themain goal to insulate the exhaust gases path is to achieve greater tem-
peratures in order to increase the efficiency of the after-treatment devices
and/or recover part of the available energy of the hot gases. The accumu-
lated gas enthalpy downstream the turbine is presented in Figure 6.4 as the
absolute difference with respect to baseline case. It can be observed that all
the configurations achieve some increment in the exhaust enthalpy com-
pared to the baseline case in the three temperature conditions. As it was
expected, the lowest increment is obtained by the TI configuration because
it has less scope thananyother to keep the exhaust enthalpy, since there are
heat losses in theelementsupstreamthe turbineand thevolute contact sur-
face is smaller than the ones of the exhaustmanifold and exhaust ports. On
the contrary, the Full Exhaust configuration performs best, achieving an in-
crement of 3350 kJ (12.1%), 2920 kJ (12.0%) and 3365 kJ (14.5%) respect to
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the baseline case atwarm, ambient and cold, respectively. In terms of tem-
perature, it implies an increment between 50°C, at partial loads, to 100°C at
full load. The results obtained by EM are better than EP configuration dur-
ing the low speed stage of the WLTC, since the exhaust manifold volume is
higher than the one of the exhaust ports and heat losses are greater during
the heating process of themanifold. However, by the high speed part of the
WLTCwhen the exhaust ports are insulted, the advantage in heat retention
are greater. This is due to the fact that heat transfer in the exhaustmanifold
is lower than during the heating phase and the high load transients of this
zone of the cycle contribute significantly to increase the exhaust enthalpy.

The rest of configurations achieve exhaust temperatures in between of
these two alternatives. The configurations that are a combination of two
others perform right below the Full Exhaust. Comparing just the EM and EP
alternatives, show that insulating the exhaust ports makes more sense in
terms of heat recovery because the temperature of the gases is higher at
this point. Consequently, EP achieves an increment in enthalpy around 1%
higher than EM, going up to 2 % in cold conditions; since more energy is
lost in these conditions where the thermal gradient between hot gases and
the ambient is higher and the metal parts are getting warmer throughout
the transient. EP + EM + TI and Full Exhaust configurations perform quite
similar as observed in Figure 6.4. When the volute internal surface has been
completely thermally insulated, the major part of the heat transferred to
the turbine casing has been blocked, so insulating also the turbine casing
external layer has no effect on the heat transferred to the ambient.

Figure 6.5 shows the coolant temperature at engine outlet for each tem-
perature condition (warm, ambient and cold). In all the three conditions,
the configurations in which the exhaust ports are insulated (EP, EP + EM,
EP + TI, EP + EM + TI, and Full Exhaust) lead to a lower coolant temperature.
This phenomenon ismore evident during thewarm-upperiod (ambient and
cold), concludingwith differences between 3 to 10Celsius degrees respect to
the baseline case. When the exhaust ports are not completely insulated, a
considerable amount of the heat is collected by the coolant circulating in-
side the cylinder head; thus explaining the temperature difference in these
configurations.
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Figure 6.4: WLTC accumulated gas enthalpy at turbine outlet, difference respect to the
baseline case.
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Figure 6.5: Coolant temperature at engine outlet over the WLTC transient cycle.
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Figure 6.6: LP-EGR and HP-EGR activation at ambient and cold conditions, respectively.

The coolant temperature plays an important role in this engine when
enabling the EGR system. In this particular EURO5 engine, the activation of
the twoEGRroutesdependson the intake temperatureand thecoolant tem-
perature. According to this behaviour, variations of the coolant tempera-
ture affects the activation of the EGR, leading to a direct effect on exhaust
pollutant emissions. In the caseswhere the exhaust ports are insulated, the
LP-EGR/HP-EGR activation is delayed, as it can be seen in Figure 6.6. At
ambient conditions, the delay in the LP-EGR activation is about 51 seconds
for the EP case and 54 seconds for the EP + TI one. At cold conditions there
is no difference among these alternatives and the delay in the HP-EGR ac-
tivation is about 67 seconds. These delay in the LP-EGR activationmay in-
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Figure 6.7: WLTC CO accumulated emissions variation downstream the after-treatment
system.
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Figure 6.8: WLTC CO accumulated conversion efficiency.
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crease NOx emissions, specially at cold temperature conditions when there
is no HP-EGR. However, according to the results, the maximum accumu-
lated increase in NOx emissions at the end of the transient cycle is around
0.5 g more than in the baseline exhaust, which is practically negligible.

Regarding pollutant emissions downstream the after-treatment, Fig-
ure 6.7 shows the accumulated CO emitted mass variation (respect to the
baseline case) throughout the entire WLTC. As it was expected, the incre-
ment in the exhaust temperature accelerates the light-off in the diesel cat-
alyst,meaning that optimumvalues for theHC and CO conversion efficien-
cies are reached faster. This effect is observed in Figure 6.8 where the CO
accumulated conversion efficiency is 12%, 14% and 45%higher in the Full
Exhaust case atwarm, ambient and cold conditions, respectively, at itsmax-
imum difference respect to the baseline case. The maximum CO accumu-
lated conversion efficiency increases along the cycle, hence the shape of the
COmass graphs, from themiddle of the cycle onwards, themajor part of the
CO is oxidised.

The same trend is observed for the after-treatment outlet HC emissions
inFigure6.9. TheFull Exhaust configuration ispresentedas the cleanest op-
tiondue to the increase in theHC conversion efficiency (Figure6.10). In this
case, a reductionof44%inHCemissions canbeachievedat cold conditions,
where the exhaust insulation shows its great potential for two reasons. On
one hand, due to the greater pollutants formation at low temperatures; on
the other hand, because of the greater time to heat up the DOC at low tem-
peratures.

The lower emissions are targeted by the configurations that achieve a
greater increment in the exhaust gases enthalpy. In this case, a complete
insulation in the exhaust line outlines the cleanest alternative, presenting
a 16 % and a 41 % reduction of CO at room temperatures of 20°C and −7°C,
respectively. In terms of HC emissions, it presents a reduction of 19 % at
20°C and 45% at−7°C. As stated above, there is no difference between this
case and keeping the turbine housing unaltered (EP + EM + TI).

The emissions results presented in Figure 6.7 and Figure 6.9 are the re-
sult of an increment in the DOC temperature. The different insulation con-
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Figure 6.10: WLTC HC accumulated conversion efficiency.
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figurations have a considerable impact in the light-off time as shown in
Figure 6.11a. The results shown a mean time reduction from the 800 sec-
onds of the baseline case to 650-610 seconds for the combined insulation
alternatives, which represents a 24 per cent reduction in time for the EP +
EM, EM + TI, EP + EM + TI and Full Exhaust cases. The turbine internal insu-
lation TI has very little impact on the light-off time improvement.

Figure 6.11b shows the time required for each configuration to reach
around 80°C in the coolant temperature at the engine outlet. At this tem-
perature, the coolant starts to be funnelled through the radiator branch of
the coolant circuit to stabilise its temperature around this value. As inferred
from Figure 6.5, insulating the exhaust ports results in a decrement in the
coolant temperature; thus, increasing the warm-up time by 65 seconds at
ambient and 87 seconds at cold conditions with the EP alternative (an in-
crease of 7.3 % and 8.0 %, respectively). Only a slight improvement in the
enginewarm-up time of 20 seconds (-2.3% variation) is achieved by insu-
lating the exhaust manifold and the turbine internal layer at ambient con-
ditions. The rest of alternatives get a small increment of this time, though
this increment is about a minute and does not make a substantive differ-
ence.

Figure 6.12 presents the accumulated CO, HC and fuel consumed as a
function of the accumulated gas enthalpy gain. The values are the final cu-
mulative values for each case relative to the baseline case and presented as
a percentage. In all three sub-figures a trend can be observed: the greater
the enthalpy gain, the lower the CO andHC emissions and the lower the fuel
consumed. Regarding fuel consumption, there is notmuch improvement in
fuel economy, specially at cold and ambient conditions. The TI alternative
show some minor fuel penalty lower than 1 %. This penalty is due to the
increase in pumping losses, as reflected in Figure 6.13, where the internal
turbine insulation shows an increase up to 13 % in pumping losses at low
speed and load (Figure 6.13a) and almost 4 % at high speed and load (Fig-
ure 6.13b). Insulating the internal surface of the turbine volute makes the
VGT close, thus increasing the turbine inlet pressure and increasing pump-
ing losses. In the same way, pumping losses are higher in the EM + TI and
EP + TI cases than in the EM and EP cases. In fact, the fuel variations in Fig-
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Figure 6.11: Time to reach light-off temperature and warm-up time when simulating the
WLTC transient cycle.

Page 256



6.4 | Results and discussion

(a) Fuel consumption variation versus exhaust enthalpy variation.

(b) CO emissions variation versus exhaust enthalpy variation.
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(c) HC emissions variation versus exhaust enthalpy variation.

Figure 6.12: Accumulated fuel consumption, CO and HC emissions versus accumulated ex-
haust enthalpy. Variations compared to the baseline case.

ure 6.12a are the result of the pumping losses variation in Figure 6.13. Con-
sequently, in those caseswhere pumping losses are lower than the baseline,
there is a small decrease in fuel consumption.

In spite of the little contribution of TI in the exhaust gas enthalpy, in
combination with the insulation of the exhaust manifold or the exhaust
ports, it allows obtaining intermediate results between both EM and EP,
and Full Exhaust configurations. As it can be observed in Figure 6.12a, is it
slightly profitable the EP + TI configuration rather than EM+ TI. EP + TI ob-
tains ahigher increase in the exhaust gas enthalpy, speciallywhen the room
temperature is−7°C.Whencombiningbothsolutions in caseEP+TI theVGT
ismore opened, so the pumping losses result evenmore reduced, as shown
inFigure6.13b and the expansion ratio in the turbine is also lower, causing a
smaller drop in temperature from inlet to outlet. If only the low speed stage
of theWLTC is considered, probably, EM+TI casewould bemore profitable,
since the enthalpy gain during this stage is greater in Figure 6.4 and the
pumping losses are lower than EP + TI case, as can be seen in Figure 6.13a.
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Figure 6.13: Accumulated pumping losses variation compared to the baseline case.
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In terms of pollutant emissions reduction, positive results are observ-
able. Greater emissions reductions can be obtained at cold conditions by
insulating the exhaust manifold as well as the exhaust ports, reducing up
to 40 % these emissions. Atwarm and ambient conditions, since the use of
the EGR is more extensive and the DOC is hot for a longer period of time,
the total reduction potential is lower, achieving a reduction between 5 and
15% for CO emissions and 5 to 20% for HC emissions.

6.5 Conclusions

Several exhaust thermal insulation alternatives have been discussed in this
chapterwith the aimof achieving an increment in the exhaust temperature.
In order to have an idea of themaximum exhaust enthalpy gain, the differ-
ent parts along the exhaust line between the engine and the diesel catalyst
have been considered as adiabatic. These alternatives have been compared
in terms of exhaust temperature profit, fuel consumption, warm-up and
light-off time and pollutant emissions at three different temperature con-
ditions. To carry out this study a one-dimensional engine model has been
developed and exploited to simulate the different exhaust insulation con-
figurations at transient (WLTC) conditions of speed and load. For the sake
of summarising the conclusionsobtained, the followingpoints are exposed:

1. All the exhaust insulation configurations achieve an increment in the
exhaust gas temperature. Hence, the DOC efficiency is increased and
lower pollutant emission levels are expelled to the environment.

2. A20%reduction inCOemissions canbeobtainedby insulating just the
exhaust ports or the exhaust manifold at cold conditions. Regarding
HC emissions, this reduction can increase up to 25%. The CO and HC
emissions reductioncansurpass the40%by insulatingbothelements.

3. The insulation of the exhaustmanifold leads to a reduction in the time
to reach DOC light-off. The combined insulation of the exhausts ports
and the exhaust manifold may reach the light-off time up to 180 sec-
onds earlier than in the baseline case.
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4. On the contrary, insulating the exhaust ports increases the warm-up
time since part of the heat cannot be recovered by the coolant cir-
cuit. This increase goes up to 65 seconds at ambient conditions and
87 seconds at cold conditions, which represents an increase of 7.3 %
and 8.0%, respectively.

5. In terms of fuel consumption there is no evident improvement. Only
around 1% gain in fuel economy can be achieved by insulating the ex-
haust ports and the exhaust manifold at warm conditions.

6. The turbine insulation alternatives do not present remarkable bene-
fits, since it is more profitable to insulate the elements close to the
engine. However, by also insulating the innerpart of the turbinehous-
ing, the effectiveness of the exhaust ports insulation is increased. The
same happens when combining the exhaust manifold insulation and
the turbine internal insulation, specially the low speed stage of the
WLTC.

Regarding the potential of TBC in increasing the exhaust gas tempera-
ture, realistic TBC should be considered for the thermal insulation of ex-
hausts ports, exhaust manifold and the turbine internal casing layer. The
adiabatic assumption has been considered as an approach to determine
which parts of the exhaust line could take advantage of the insulation pro-
cess. There is growing interest in reducing pollutant emissions during the
warm-up of the engine and the after-treatment systems, so thermal bar-
rier coatings should be considered —along with other alternatives such
as exhaust heaters, delayed fuel post-injections or early exhaust valves
opening— in this regard.

With respect topollutant emissionspredictionof the enginemodel, spe-
cially CO and unburned hydrocarbons, an improvement of the neural net-
work results may be considered by training the network with experimental
data in dynamic conditions of speed and load, and at different test bench
temperatures.
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7.1 Introduction

In previous chapter 4, chapter 5 and chapter 6 two different approaches
to improve DOC efficiency by increasing the enthalpy of the exhaust gases
have been explored. On the one hand, an active solution implementing a
variable valve system. This solution allows a control of the exhaust tem-
perature as seen in chapter 5 but incurring in a fuel penalty since the inter-
nal gases recirculation reduces the volumetric efficiency and thereby the
engine performance. On the other hand, the thermal insulation of the ex-
haust line offers a passive solution to reduce heat losses between the cylin-
ders exhaust ports and the after-treatment device, a DOC +DPF brick in the
reference engine.

In this chapter, two combined solutions of the best thermal insulation
case in chapter 6 and the two best VVT cases in chapter 5 are presented and
discussed in terms of fuel efficiency and pollutant emissions reduction.

Finally, some remarks are made regarding future works and improve-
ments of the work carried out in this thesis.

7.2 VVT and thermal insulation comparison

As a conclusion of the studies carried out in the previous chapters, two new
cases have been simulated. Case 2b + insulation, depicted by an indigo
colour trace and cross markers in Figure 7.1, is the combination of Case 2b
in chapter 5 and Full Exhaust in chapter 6. Therefore, the exhaust and in-
take valves closing and opening events are controlled trying to maximise
the exhaust temperature. Besides, the exhaust line is completely thermally
insulated, so there is neither convective heat transfer from the exhaust gas
to the exhaust ports, nor to the exhaust manifold, nor from the gas to the
turbine volute. Case 3b + insulation, represented by a turquoise colour trace
and up-triangles markers in Figure 7.1, is the combination of Case 3b in
chapter 5 and Full Exhaust in chapter 6. This means that, the exhaust line
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is fully insulated as in the previous case and both intake and exhaust valve
events are controlled tomaximise the exhaust temperature while restrain-
ing the injected fuel excess up a to maximum of 10 % with regard to the
baseline calibration.

Figure 7.1 shows the turbine outlet temperature over the WLTC cycle
with an engine start at a room temperature of 20 °C. For a better compar-
ison, Case 2b, Case 3b from chapter 5 and Full Exhaust case chapter 6 are
included in this and the following charts. It is observed how the exhaust
insulation rapidly boosts the benefits of Case 2b and Case 3b solutions, so it
is possible to reachpeak temperatures over 600 °C. This high increase, spe-
cially in Case 2b + insulation is not so noticeable during themediumvehicle
speed stage than at during the low speed stage. The explanation is that,
recalling the exhaust temperature and closing/opening shift maps in sec-
tion 5.3, the maximum intake delay/exhaust advance are feasible between
20 to 40 % load; thereby obtaining the maximum temperature difference
with respect to the baseline valve timing at this zone of the engine operat-
ing map.

Once the DOC is active and warm, the control system only actuates over
the valve timings when the temperature at DOC outlet falls down the light-
off threshold. Fromthis point until the endof the cycle, and excepting these
few situations, the valve timings is the same as in the baseline valvetrain.
Consequently, the temperature difference observed in Case 2b + insulation
and Case 3b + insulation is due to the thermal insulation of the exhaust line.
This canbeobserved inFigure7.1 (bottom)where thebluearea representing
Full Exhaust case overlaps andmatches the area of the two new cases.

As proceeded in chapter 5, it is possible to translate the turbine outlet
temperature into Figure 7.2. In this chart, only the low vehicle speed stage
of the WLTC is considered and it shows how much time the turbine outlet
temperature is above a certain value for each case. It can be observed that
Full Exhaust case allowshigher temperatures thanCase 2b andCase 3b. With
respect to Case 2b, Full Exhaust reaches temperatures higher than Case 2b
over 100 seconds, which represents almost a 20 % of the low speed stage.
Case 2b + insulation and Case 3b + insulation take advantage of the exhaust
thermal insulation and both allow obtaining higher temperatures. Case 2b
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Figure 7.1: Turbine outlet temperature, WLTC at a room temperature of 20 °C.

+ insulation is over Case 2b for about 350 seconds (60 % of the low speed
stage duration); while Case 3b + insulation is over Case 3b for about 400
seconds, which is around 70 % of the duration of this low speed stage. It
must be mentioned that Case 3b + insulation, that supposes a fuel penalty
improvement compared to Case 2b, performs better than Case 2b for about
170 seconds.

Figure 7.3 shows the time reduction to reach the DOC light-off temper-
ature for each case. The values are relative to the time it takes for the base-
line case in percent. Even though the light-off temperature, which is above
200 °C in this diesel catalyst, has been reached during the low speed stage
at some points as shown in Figure 7.1, it is not since the medium vehicle
speed stage when this temperature is maintained for a longer period. In
Figure 7.3, both Case 2b + insulation and Case 3b + insulation reduce the
time to reach light-off in the sameway as Full Exhaust, about a 23%quicker
than in the baseline case. This similarity between both cases is due to the
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thermal insulation, that prevent heat losses during the first driving period
in this medium speed stage and heats the DOC quickly.

Regarding fuel economy, the thermal insulation of the exhaust system
reduces the fuel penalty of both VVT cases. Since the insulation achieves
exhaust temperatures greater than 210 °C for a longer time, then the con-
trol system reduces the time inwhich the exhaust and intake events are ad-
vanced and delayed. Consequently, the fuel penalty gets reduced by 8 %
from Case 2b to Case 2b + insulation over the low speed stage and by 3 %
over the entireWLTC.The fuel consumptiondifferencebetweenCase2band
Case 2b + insulation is negligible since Case 2b is already limiting themax-
imum fuel penalty.

In terms of NOx formation, a increase in Case 2b + insulation and Case
3b + insulation is observed during the low speed stage. In Case 2b and Case
3b, the application of an intake delay with a symmetrical exhaust advance
leads to a NOx reduction by increasing the IGR. With the exhaust system
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Figure 7.3: Time to reach DOC light-off temperature, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.
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Figure 7.4: Accumulated fuel consumption, engine start at 20 °C ambient temperature.
Percentage variation compared to the baseline case.

completely insulated, the VVT control system is applying the baseline valve
timings for a longer time, presentingadisadvantage in termsofNOx forma-
tion at low engine speed. In this way, Case 3b goes from a 17.5 % reduction
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over thefirst stage of theWLTC tono reductionwith the thermal insulation.
In a similar way, Case 3b passes from a 14% reduction to a 6.5% reduction
during this first stage. In this case, themore limited application of the VVT
strategy due to the fuel restriction and the lower exhaust temperature gain
compared to Case 3b + insulation, results in a smaller increase inNOx emis-
sions compared to the latter case.
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Figure 7.5: Accumulated tailpipe NOx emissions, engine start at 20 °C ambient tempera-
ture. Percentage variation compared to the baseline case.

In terms of CO and HC tailpipe emissions, the addition of the ex-
haust thermal insulation to the previously discussed VVT strategies offers
a greater reduction of these pollutant emissions. Figure 7.6 illustrates the
percent variation with respect to the baseline CO tailpipe emissions. The
longer DOC activation period leads to a CO reduction from 46% in Case 2b
to 62% in Case 2b + insulation. Considering the entire WLTC cycle, the re-
duction is about 61%; since, once the DOC is warm, the valve timings of the
baseline case are applied and the major part. Consequently, even though
there is a DOC temperature increment due to the thermal insulation, there
is less temperature increment due to the VVT settings than in Case 2b. The
same situation is observed with regard to Case 3b + insulation. In this case
the 18%COemissions reduction in Case 2b turns into a 44%reductionwith
the addition of the exhaust insulation during the low speed stage. Consid-
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ering the complete cycle, an increment in this reduction is also observed
from 23% to almost 34%.
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Figure 7.6: Accumulated CO emissions at DOC outlet, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.
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Figure 7.7: Accumulated HC emissions at DOC outlet, engine start at 20 °C ambient tem-
perature. Percentage variation compared to the baseline case.

The reduction in terms of HC tailpipe emissions is shown in Figure 7.7.
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Similarly to CO emissions, the greater exhaust temperature achieved by the
addition of the thermal insulation to the VVT strategies leads to a 56 %
reduction in Case 2b + insulation over the first stage of the WLTC. Analo-
gously, Case 3b + insulation achieves a reduction in HC emissions by 40 %
at the end of the low speed stage of the type approval cycle. Considering the
complete cycle, the reduction is about 25 %, representing 8 % less emis-
sions than in Case 3b.

7.3 Future works

From the study carried on in this chapter, it is possible to reduce CO and
HC emissions down to 40 % and slightly reduce NOx emissions a 6 % with
a minimum fuel penalty of 6 % by combining an intake delay and exhaust
advance control with a thermal insulation of the exhausts ports, exhaust
manifold and turbine volute (Case 3b + insulation).

Even though the adiabatic assumption of the exhaust line is not realistic
it allows analysing themaximumbenefit of the exhaust thermal insulation.
A study including real thermal barrier coatings (TBC) like YSZ and a mul-
tilayer design of the exhausts ports and the exhaust manifold considering
aluminium, air and TBC should be developed in order to account for an ap-
proximation of the results presented in this chapter.

Regarding the engine model, new features and improvements have to
be implemented in future projects. Some of the improvements that can be
implemented to enrich the results presented in this thesis are:

• A better prediction of pollutant emissions, specially CO and HC whose
predictions are based on a neural network. This network can be im-
proved by including new inputs and training data in order to asses a
better prediction in transient conditions.

• IncludingbothLNTandSCRmodels into the enginemodelmeanshav-
ing a significant feature for engine modelling according to the new
EURO 6d emissions regulation. Furthermore, it will give an extra di-
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mension to the VVT study carried on in this work, since the exhaust
enthalpy increase could be evaluated according to the performance of
this two deNOx devices.

• The addition of elements derived from the electrification of new ther-
mal engines like electric heaters, battery cells and themodelling of the
energy management of these hybrid or mild hybrid vehicles.

• This is not a requirement for the studies carried out in this thesis.
However, future works should be centred on assessing the real time
simulation of the complete engine by developing amean-valuemodel
of this.
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