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Abstract

Human communication using natural language, specially in social media,
is influenced by the use of figurative language like irony. Recently, several
workshops are intended to explore the task of irony detection in Twitter by
using computational approaches.

This paper describes a model for irony detection based on the contextual-
ization of pre-trained Twitter word embeddings by means of the Transformer
architecture. This approach is based on the same powerful architecture as BERT
but, differently to it, our approach allows us to use in-domain embeddings.

We performed an extensive evaluation on two corpora, one for the English
language and another for the Spanish language. Our system was the first ranked
system in the Spanish corpus and, to our knowledge, it has achieved the second-
best result on the English corpus. These results support the correctness and
adequacy of our proposal.

We also studied and interpreted how the multi-head self-attention mecha-
nisms are specialized on detecting irony by means of considering the polarity
and relevance of individual words and even the relationships among words. This
analysis is a first step towards understanding how the multi-head self-attention
mechanisms of the Transformer architecture address the irony detection prob-
lem.

Keywords: Irony Detection, Twitter, Deep Learning, Transformer Encoders

1. Introduction

Human communication using natural language in social environments is in-
fluenced by the use of figurative language. Unlike literal language, where the
meaningful units used in the interactions convey exactly the meaning that the
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author wants to express, the figurative language aims to use words differently
from the usual way, in order to transmit complex ideas in a more creative way.
One of the most interesting rhetorical devices is the irony. Irony takes place
in ambiguous situations where the literal meaning is opposite to the knowl-
edge that the author have of the world and it is wanted to be transmitted [1].
Nowadays, irony is typically used in social networks with the aim of favoring
social interactions, evoking humor [1], diminishing or enhancing criticism [2],
and getting the attention of the readers by means of the creativity [3].

The New Princeton Encyclopedia of Poetry and Poetics [4] identify eight
different types of irony: classical, romantic, tragic, cosmic, verbal, situational,
dramatic and poetic irony. The most common types of irony used in the social
networks are situational and verbal irony. On the one hand, situational irony is
related to incongruous situations about specific events e.g. “A security company
is the last victim of a malware attack”. On the other hand, verbal irony has
been defined by several authors [1, 5, 6] as the communication of a meaning
opposite to the literal meaning, e.g. “Oh look, we are having another storm in
Sydney. How unusual.”. A specific form of verbal irony is the sarcasm, which
also has been studied in the literature [7]. It is a subset of verbal irony where the
aim of a message is to make a harmful criticism about someone or something.

The detection of the irony in text messages is a complex and subjective prob-
lem affected by a plethora of phenomena. Several relevant features have been
identified to address the irony detection problem: polarity contrast [8], common
sense knowledge [9], similes with “about” or “as” structures [3], punctuation
marks or repetitions [10], affective features [11, 12], negation [13], contextual
features [14], context incongruity [15], etc. However, computational approaches
that follow the principle of text compositionality are not capable of explaining
the textual irony only by means of the composition of the words of a message
[16], mainly due to the fact that many irony markers are lost in the text mes-
sage, such as kinesthetic (facial or hand gestures) [17] or speech features (voice
tone, rhythm, silences, etc.) [18].

Irony also has a great impact on some computational approaches for Natu-
ral Language Processing (NLP) tasks in social media such as sentiment analysis
[19][20][7], author profiling or deception detection [21], where the systems strug-
gle when they are applied to ironic content. In order to boost the research on
irony detection for several languages, different workshops have been organized
[22, 23, 24] with the aim of improving the understanding about the irony and
to diminishing the faults of the computational approaches for NLP tasks when
they are applied on ironic content.

Currently, most of the systems for irony detection are based on Deep Learn-
ing architectures. Typically, these systems are built upon non-contextual word
representations [25] which are contextualized by using architectures such as
Convolutional Neural Networks [26] or Long Short Term Memory (LSTM) [27].
Recently, the use of pre-trained contextualized word embeddings has been widely
spread by means of the BERT model [28]. However the use of the main mecha-
nism of BERT, namely Transformers [29], has not been explored for contextu-
alizing pre-trained word embeddings in irony detection tasks.
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In this work, we propose the use of the Transformer architecture in order
to contextualize pre-trained word embeddings. Specifically, we contextualize
Word2Vec word embeddings, trained with several millions of tweets both for the
English and the Spanish languages. This strategy, opposite to the use of pre-
trained BERT, allows our system to be trained from in-domain representations
using the same powerful backbone architecture as BERT. We evaluated the
adequacy of our proposal on two corpora. For the Spanish language, the corpus
of the Irony Detection on Spanish Variants shared task (IroSVA) [23] was used.
For the English language, we used the dataset of the task 3: Irony Detection
in English Tweets proposed in 2018 at the 12th International Workshop on
Semantic Evaluation (SemEval) [22]. Our system was the first-ranked system
in the IroSVA competition and, to our knowledge, it has achieved the second-
best result on the SemEval corpus. The implementation of our system is freely
available, under request, for research purposes. Additionally, we propose several
analysis and algorithms in order to determine how the multi-head self-attention
mechanisms of the Transformer are specialized in detecting ironic messages,
with the aim of observing how the polarity, the relevance of individual words
and the relationships among words, influence the irony detection problem. Next
we summarize the main contributions of this paper:

• To study the irony detection problem for the English and the Spanish
languages on two widely used corpora.

• To present an approach based on Transformer Encoders for contextualizing
pre-trained Twitter word embeddings. This system was the first ranked
system in the IroSVA competition and, to our knowledge, it has achieved
the second-best result on the corpus of SemEval.

• To propose several analysis strategies towards the understanding of the
behavior of Transformer Encoder models and the features captured by
them when addressing the irony detection problem e.g. word polarity and
relationships among words.

• To provide, under request, the implementation of our system for research
purposes.

The rest of this paper is structured as follows. In Section 2, the state of
the art for irony detection both for the English and the Spanish languages is
presented. In Section 3, we formalized our proposal based on the Transformer
Encoder architecture. In Section 4, we describe the corpora, the resources, the
preprocessing and the experimental setup. In Section 5, we present an exhaus-
tive evaluation of our proposal and a comparison with other Deep Learning
approaches. In Section 6, several analyses are presented to study how our sys-
tem takes into account some features related with the irony. Finally, in Section
7, the conclusions extracted after evaluating and analyzing our proposal are
presented.
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2. State of the Art

Several workshops have been organized to address the irony detection prob-
lem for different languages such as Spanish [23], English [22], Italian [24] and
Arabic [30].

For the Spanish language, the IroSVA shared task [23] was proposed within
the 35th International Conference of the Spanish Society for Natural Language
Processing (SEPLN). The aim of IroSVA was to identify the presence of the irony
in tweets for three Spanish variants. A peculiarity of this task is that each tweet
of the corpus has an associated context that consists of a short sequence of words
that identify the scope of the tweet, e.g. “flat earth” or “book of Pedro Sánchez”
(referencing the controversial book written by the Spanish prime minister).

Among the systems proposed by the participants for the task, the two best
systems were based on Deep Learning approaches either as classifiers or as fea-
ture extractors. The best system was presented by our team [31]. It was based
in the use of Transformer encoders, relying on multi-head scaled dot-product
attention mechanisms, in order to contextualize pre-trained Twitter word em-
beddings. A formalization of the model along with an extensive evaluation and
result analysis both for Spanish and English languages is the scope of the current
work.

The second-ranked team in the IroSVA competition [32] experimented with
the early fusion of traditional features (TF-IDF weighted n-grams) and dis-
tributed features (pre-trained word embeddings and the internal representation
of a pre-trained LSTM for the task). As classifiers, they used Support Vec-
tor Machines (SVM) and Multi Layer Perceptron on top of the input features.
Contrary to these two approaches, the third most competitive approach [33]
does not rely on Deep Learning architectures. In this case, the authors were
interested in observing how several dependency-based features contribute to the
irony detection. Concretely, they proposed the use of bag of dependency rela-
tions, bag of syntax paths and bag of dependency relations to train Random
Forests and SVM models.

For the English language, the task 3 of SemEval 2018 [22], co-located with
North American Chapter of the Association for Computational Linguistics (NAACL),
aims to boost the work on irony detection on English tweets. In this workshop,
two different subtasks were proposed. The first subtask consists in addressing
the irony detection as a binary classification problem, whereas for the second
subtask, the participants should distinguish among three different types of irony:
verbal irony by means of polarity contrast, other verbal irony, and situational
irony.

Most of the participants addressed both subtasks by using Deep Learning ap-
proaches. The best system [34] was based on the use of Densely connected Bidi-
rectional LSTM (D-BiLSTM) on top of a combination of word embeddings with
Part of Speech Tags. Moreover, the system used a late fusion of the D-BiLSTM
representations, several sentiment features (generated via the AffectiveTweets
package of Weka), and a vector representation of the tweets generated by averag-
ing the word embeddings. The system was trained to simultaneously solve three
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tasks, the two subtasks of the competition together with a hashtag prediction
task. The authors of the second-best ranked system [35] proposed an ensemble
of two Attentional LSTM (Att-LSTM) which share the same architecture but
operate on two different representation levels: words and characters. Both net-
works are only different on the first embedding layer. For the word level, the
embedding layer was initialized with pre-trained word representations learned
from 550M English tweets. Regarding the character level, the embedding layer
was randomly initialized and learned during the training of the model for the
subtask of irony detection. In order to perform the ensemble of the two Att-
LSTM, the authors tested two different approaches: unweighted average and
majority voting.

The third best ranked work [36] studied how the sentiment, distributional
semantics, and text surface features were related with the irony. The main
effort of their work relies on detecting the polarity contrast at two different
levels: polarity contrast between the same element of a tweet e.g. antithetical
fragmented hashtags, and polarity contrast between two different elements of
a tweet e.g. words and emojis sentimentally opposed. Also, they detected
that in most ironic tweets, negative polarity is preceded by neutral or positive
polarity. Therefore, they decomposed the tweets to take also into account these
temporal relations. Both the polarity contrast and the surface features were
combined with word embeddings and they were used as input to an ensemble
soft voting classifier based on Logistic Regression and SVM paradigms. It is
interesting to note that, most of the participating teams addressed the tasks by
using emotional and polarity features in order to enrich their systems with the
aim of explaining the irony by means of polarity contrast [37][38][39].

In addition to the works proposed in conference tasks, a lot of efforts have
been made in order to analyze relevant features for irony detection. The most
studied phenomenon is the impact of the polarity in the irony detection problem
[40][11][41]. Also, the work presented in [36] shown that, in certain context, too
much of an emotion can imply the opposite sentiment, generating some kind
of irony. Some works are focused on detecting implicit incongruencies among
positive and negative words [42, 43]. In [42], the authors enrich the supervised
learning on irony detection tasks by transferring knowledge from sentiment re-
sources. They proposed three different Att-LSTM approaches that differ in the
way of including the sentiment resources, either injecting the sentiment directly
to the attention mechanisms or merging the output of different networks spe-
cialized on sentiment analysis and irony detection. In [43], the authors focused
on identifying contrasting contexts, that is, positive sentiment followed by a
negative situation. They learned a list of positive and negative phrases, using a
bootstrapping algorithm, that are used for recognizing sarcasm in tweets.

Recently, pre-trained contextualized BERT embeddings [28][44][45] become
ubiquitous in many text classification tasks, and they have been progressively
applied to the irony and sarcasm detection problems [46][47][48][49]. In [47],
the authors finetuned the multilingual BERT for the IroSVA task and they
compare the results with classical techniques for text classification such as SVM
and Gradient Tree Boosting. In [48], the authors make a further pretraining of
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the multilingual BERT model with the Twitter domain, and they finetune the
models under a multi-task setup for addressing irony detection, author profiling
and emotion detection in Arabic tweets. In [49], the sarcasm detection problem
is addressed by using multimodal information such as speech, videos, and text.
Pre-trained BERT was used to represent the textual utterances, showing a better
performance than other strategies such as averaging GloVe word vectors [50]. In
[46], the pre-trained RoBERTa [45] model was used to represent the sentences,
that was further contextualized by means of a Recurrent Convolutional Neural
Network to address irony and sarcasm detection. All these previous works
are based on using pre-trained BERT models either for finetuning them or for
extracting sentence representations. Our work differs from them because it does
not use the contextual representations learned from BERT, and instead, it is
based on the backbone network of the BERT models (Transformer Encoders)
for contextualizing Word2Vec word embeddings pretrained on the task domain
(Twitter).

3. System Architecture

The system presented in this work is based on the Transformer model [29].
Initially proposed for machine translation, the Transformer model dispenses
with convolutions and recurrences to learn long-range relationships. Instead of
this kind of mechanisms, it relies on multi-head self-attention, where multiple
attentions among the words of a sequence are computed in parallel to take into
account different relationships among them. This reduces the computational
complexity per layer (being also more parallelizable) and the maximum path
length of dependencies among words to O(1), instead of O(log n) or O(n) in
the cases of convolution and recurrent mechanisms, respectively. This effect
is particularly interesting for the irony detection tasks addressed in this work
because word dependencies are very relevant, and the corpora used have few
samples to learn these dependencies.

Concretely, we used the encoder part of the Transformer model in order to
extract vector representations that are useful to perform irony detection. We
denote this encoding part of the Transformer model as Transformer Encoder
(TE). Figure 1 shows a scheme of the proposed architecture.

Let C = {0, 1} be the set of classes (0 denotes the non-ironic class and 1
denotes the ironic class), X = {x1, x2, ..., xT : xi ∈ {0, ..., V }} be the input of
the model where T is the maximum length of the tweet, y ∈ C the ground-truth
of sample X, and V is the vocabulary size. This tweet is passed through a d-
dimensional pre-trained embedding layer, E, frozen during the training phase,
that is dependent on the language of the corpora used. Moreover, to consider
positional information we also experimented with the sine-cosine function pro-
posed in [29], defined in Eq. 1.

P(pos,2i) = sin

(
pos

1000
2i
d

)

P(pos,2i+1) = cos

(
pos

1000
2i
d

)

(1)
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where pos is the position and i is the dimension. This heuristic exploits the
cyclic nature of sine and cosine functions to represent the positional informa-
tion of the words in a text. Furthermore, unlike learned positional embeddings
[51], it is able to generalize to unseen lengths and it dispenses with parameters
to learn the positional information, with a negligible computational overhead
before training the models. This positional information, encoded as P ∈ R

T×d,
is added to the embedding representation of the tweet, X0 ∈ R

T×d, to be used
as input to the first encoder layer as shown in Eq 2.

X0 = {
X0

1

︷ ︸︸ ︷

P1 + E(x1), ...,

X0

T
︷ ︸︸ ︷

PT + E(xT ) : X0
i ∈ R

d} (2)

After the combination of the word embeddings with the positional informa-
tion, dropout [52] is used to drop input words with a certain probability p to
regularize the model. On top of these representations, N transformer encoders
are applied, which rely on the multi-head scaled dot-product attention shown
in Eqs 3 to 5.

MultiHead(A,B,C) = [head1; ...;headh]W
O (3)

headi = Attention(AWQ
i , BWK

i , CWV
i ) (4)

Attention(Q,K, V ) = softmax(
QK⊺

√
dk

)V (5)

where WQ
i ∈ R

d×dk , WK
i ∈ R

d×dk , WV
i ∈ R

d×dk , WO ∈ R
h·dk×d, are the

projection matrices for query (Q), key (K) and value (V ) of the head i and for
the output of the multi-head attention respectively; h is the number of heads
for the multi-head attention mechanism; and headi ∈ R

T×dk is the output of
the head i. The output for only one encoder, S, is computed as shown in Eq 9
for a given sample X0.

M = MultiHead(X0, X0, X0) (6)

L = LayerNorm(X0 +M) (7)

F = max(0, LW1 + b1)W2 + b2 (8)

S = LayerNorm(L+ F ) (9)

where M,L, F ∈ R
T×d are the intermediate outputs from the encoder,

W1 ∈ R
d×dff , W2 ∈ R

dff×d are the weights of the position-wise feed forward
network, S ∈ R

T×d is the output of the encoder, and LayerNorm denotes Layer
Normalization [53]. When several encoders are stacked, the input of a encoder
is directly used as input to the next encoder. Due to a vector representation is
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Figure 1: System architecture of our proposal based on Transformer Encoders.

required to train classifiers, on top of the output of the last encoder, a global
average pooling was applied on S. The pooled vector, G ∈ R

d, was used as
input for a single-layer feed-forward network, whose output layer computes a
probability distribution over the two classes of the task C = {0, 1}, as shown in
Eq. 10.

O = softmax(max(0, GW3 + b3)W4 + b4) (10)

where O ∈ R
|C| is a probability distribution over C, W3 ∈ R

d×do is the
weight matrix of the hidden layer applied on top of G and W4 ∈ R

do×|C| is
the weight matrix of the output layer. Due to the imbalance in all the corpora
used for the experimentation, weighted cross entropy is used as loss function for
training the network, considering the distribution of each class in the training
set. This is shown in Eq. 11, where D is the dataset, L is the loss function and
f is our model parameterized by θ. Concretely, we used the proportion between

the most frequent class and the frequency of a given class, wj =
max
c∈C

nc

nj
, where

nj is the number of samples of the class j in a given set, being wj = 1 if j is the
most frequent class, and wj > wk if class j is less frequent than the class k in
the sample set. We used Adam [54] as update rule and Noam [29] as learning
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rate schedule.

L(θ) = ED[L(f(x; θ), y)] = −
1

n

n∑

i=1

|C|
∑

j=1

yij log f(xi; θ)j wj (11)

4. Experimental Work

In order to validate our proposal for irony detection on Twitter, we evaluated
it using two different corpora, one for the Spanish language and another for the
English language. They have been extensively used with the aim of training and
evaluating state-of-the-art systems in both languages for irony detection tasks.

4.1. Tasks

Regarding the Spanish language, we used the corpus provided in the IroSVA
shared task [23] for training and evaluating our proposal. The IroSVA shared
task, framed in the Iberian Languages Evaluation Forum (IberLEF) and co-
located within the SEPLN, aims of determining if a tweet is ironic or not. Three
different corpora with tweets from Spain, Mexico, and Cuba were provided
by the IroSVA organization. A context of the tweets is also provided, that
consists of a short sequence of words that identifies the scope of each tweet, e.g.
flat earth or Mexico government. However, this kind of context does not give
complementary information about the tweets, beyond identifying topics that
are prone to be the object of irony. Also, it is important to note that, due to
the fact that the organizers considered a specific context or event to build the
corpus, tweets that seem to be not ironic, become ironic considered its context.

The corpus was composed by 2400 training samples and 600 test samples
for each Spanish variant. During the training phase, to adjust the models,
from the original training set of the competition, we generated new training
and development sets following an 87.5%-12.5% proportion for maintaining the
relation of 2:1 between the non-ironic and ironic classes such as in the original
training set. During the test phase, we used the original test set provided by
the competition organizers. The size of each set is shown in Table 1.

Table 1: Corpus statistics for the ironic (I) and the non-ironic (No-I) classes

Corpus Variant Training Development Test
No-I I No-I I No-I I

IroSVA
Spain 1400 700 200 100 400 200
Mexico 1400 700 200 100 401 199
Cuba 1400 700 200 100 400 200

SemEval English 1544 1509 372 392 473 311

The official evaluation metrics proposed by the organizers were Precision,
Recall, and F1 in order to assess the performance of the systems. Due to the
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imbalance between the non-ironic and ironic classes, the macro-averaged F1

measure was used to rank the participating systems.
For the English language, we used the corpus of the “Irony Detection in

English Tweets” shared task [22] proposed in SemEval. The corpus was col-
lected by crawling tweets with hashtags that indicate the presence of irony such
as #irony, #sarcasm, and #not during one month. Following this process, a
total amount of 4792 tweets were collected (2396 ironic tweets and 2396 non-
ironic tweets). Training and test sets, following an 80%-20% proportion, were
provided to the participants. It is important to highlight that the test set was
modified later by the organizers in order to remove some ironic samples that
require context to be understood. From this corpus, two different subtasks were
proposed. The first one consists in addressing the irony detection as a binary
classification problem. The second one, consists in distinguishing among three
different types of irony: verbal irony by means of a polarity contrast, other ver-
bal irony, and situational irony. We only focused on the first subtask, that is the
most related with the IroSVA shared task for the Spanish language. However,
unlike IroSVA, most of the ironic messages do not require a context to be un-
derstood and they are based on conveying opposite meanings. In order to carry
out the experimentation, we split the original training partition into training
and development partitions, following an 80%-20% proportion. The statistics
of each partition are also shown in Table 1.

For evaluation purposes, standard evaluation metrics such as Precision, Re-
call and F1 were also used. Concretely, in this case, the organizers consider the
F1 measure of the ironic class in order to rank the participating systems.

4.2. Resources and preprocessing

In order to incorporate task-related knowledge to our model, we initialized
the embedding layer with non-contextualized pre-trained word representations.
These representations are highly dependent on two main aspects: the domain
and the language. Regarding the domain, we only used pre-trained representa-
tions of words that appeared on tweets from the social network Twitter. With
respect to the language, we used two different word embedding models, one for
each language.

For the English language, we used the pre-trained word embeddings pro-
vided in [55]. These embeddings were trained by the authors of [55] using 400M
English tweets collected from 1/3/2013 to 28/2/2014. Moreover, they deter-
mined the best values for some hyper-parameters such as the dimensionality
and the topology. The result of their experimentations was a 400-dimensional
skip-gram model which we used directly in our proposal. For the Spanish lan-
guage, we decided to use the same architecture than [55] with a slightly lower
dimensionality due to the difference between the number of samples to train
the model. In this case, the pre-trained representations were extracted from a
300-dimensional skip-gram model. This model was trained in our laboratory by
using 87M Spanish tweets from several Spanish variants. We downloaded these
tweets by means of a Twitter streamer, listening for Spanish tweets (including
retweets) that contain several common Spanish words such as “que”, “de” and
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“a”. The stream process was performed from 1/6/2017 to 1/7/2017. The com-
petitive behavior obtained by both word embedding models have been proven
in several text classification tasks [56][57][58][59].

Regarding the preprocessing, firstly, a case-folding process was applied to
all the tweets, secondly, we tokenized the tweets by using the TokTokTokenizer
from NLTK [60]. Thirdly, user mentions, hashtags, and URLS were replaced by
three generic-class tokens (user, hashtag and url, respectively). Finally, elon-
gated tokens are diselongated allowing the same vowel to appear only twice
consecutively in a token (e.g. jaaaa becomes jaa).

4.3. Setup

For both tasks we fixed most of the hyper-parameters, following the exper-
imental setup proposed in [29], with the aim of minimizing the impact of the
hyper-parameter tuning when comparing our proposal with other state-of-the-
art systems. Specifically, do = 512, h = 8, dk = do/h = 64 and dff = d as stated
in [29]. We defined batch size = 32 and T = 50 in order to be slightly higher
than the maximum length of the tweets in the training set. Also, as in [29], we
used the Adam update rule [54] with lr = 0.001, β1 = 0.9 and β2 = 0.999, and
Noam learning rate schedule with warmup steps = 15 epochs. We limited the
depth of the Transformer Encoder to only one layer due to the limited number
of samples on both corpora available to train the models. In the training step,
early stopping, with a patience of 20 epochs, was used as stopping criterion.

5. Evaluation

In this section, we present an exhaustive evaluation of the proposed ap-
proach. We compare the performance of our system, based on TE, with other
deep learning systems, such as Deep Averaging Networks (DAN) [61] and Att-
LSTM [62]. This comparison is only performed on the development set, while
in the test set, the results of our proposal are compared against the systems of
other participants. It is important to note that DAN, TE and Att-LSTM imple-
ment a pooling strategy based on averaging, either an unweighted average such
as DAN and TE or a weighted average such as Att-LSTM. We used the word
embeddings described in Section 4 to train all the models. Another interesting
aspect to take into account for irony detection is the positional information. It
is intuitive to think that this information is useful for detecting the irony, due
to the sequentiality is a relevant factor for some types of irony e.g. irony by
means of polarity contrast. For this reason, the effect of the positional informa-
tion in the results is also studied in our experimentation. Specifically, we tested
two different TE models, one with sine-cosine positional information (TE-Pos)
and another one without this positional information (TE-NoPos). For all the
experimentation, Precision, Recall and F1 for the two classes, along with their
macro-averaged version of F1 (MF1) were considered.

The results obtained for IroSVA task on the development set in the three
Spanish variants are shown in Table 2. This table only shows the results of the
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best two systems for the Spain (SP) variant, for the Mexico (MX) and Cuba
(CU) variants, due to all the other systems obtain worse results than them in
MX and CU.

Table 2: Results on the IroSVA development set for the three Spanish variants.

System P (0) P (1) R(0) R(1) F1(0) F1(1) MF1

Spain
DAN 84.13 72.83 87.50 67.00 85.78 69.79 77.78
Att-LSTM 84.32 61.74 78.00 71.00 81.05 66.05 73.54
TE-NoPos 88.77 69.91 83.00 79.00 85.79 74.18 79.98
TE-Pos 83.33 62.96 80.00 68.00 81.63 65.38 73.51

Mexico
DAN 80.11 55.26 74.50 63.00 77.20 58.88 68.04
TE-NoPos 82.35 59.29 77.00 67.00 79.59 62.91 71.25

Cuba
DAN 75.83 55.06 80.00 49.00 77.86 51.85 64.85
TE-NoPos 82.83 64.71 82.00 66.00 82.41 65.35 73.88

It can be seen in Table 2 that simpler models (DAN and TE-NoPos), with
less parameters and without positional information, obtained the best results
for all the evaluation metrics. Concretely, for the variant from Spain, the best
results were obtained by TE-NoPos, although DAN outperformed it in terms of
P (1) and R(0). For the other two variants (Mexico and Cuba), the TE-NoPos
system also achieved the best results outperforming those obtained by DAN
model for all the evaluation metrics.

Table 3 shows the results obtained on the development set of the SemEval
task for the English language. Note that, all the systems are biased towards
the ironic class and all of them obtained better results in terms of the F1(1)
compared to the F1(0). The Att-LSTM system is the system that shows the
most balanced behavior between both measures.

Opposite to IroSVA, Att-LSTM obtained the best results in almost all the
metrics, although TE-Pos outperformed it for P (0) and R(1). The differences
between both versions of TE are around 5 points for theMF1 measure in favor of
TE-NoPos. DAN and TE-NoPos obtained similar results of MF1 measure, but
they are not the best models. Generally, the conclusion for the English corpus
is different to the conclusion for the Spanish one: the most complex model
Att-LSTM (with more parameters and considering positional information by its
internal memory) shows the best behavior. Nevertheless, due to the fact that
TE-NoPos outperforms TE-Pos system in both corpora, it seems that the use
of positional information in the Transformer architecture was not useful for the
corpora considered. A deeper analysis would be necessary to determine if the
negative results, achieved when including positional information, are due to the
positional information itself or to the way in which this information is included
in the model.

Now, we present results on the test set of both tasks. The results on the
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Table 3: Results on the SemEval development set.

P (0) P (1) R(0) R(1) F1(0) F1(1) MF1

DAN 75.34 62.29 45.16 85.97 56.47 72.24 64.36
Att-LSTM 72.20 67.17 59.41 78.83 65.38 72.54 68.96
TE-NoPos 72.91 63.16 49.19 82.65 58.75 71.60 65.18
TE-Pos 76.44 59.49 35.75 89.54 48.72 71.49 60.10

Spanish IroSVA corpus of our TE-NoPos model were published in [31]. Table
4 shows the results, for all Spanish variants, of the best participating teams in
the IroSVA competition ranked according the official evaluation measure (MF1)
average for all the Spain variant. Our system outperformed the second-ranked
system (CIMAT) by almost to 3 points in average for all the Spanish variants.

Table 4: Results on the IroSVA test set in terms of MF1. Our system is marked with †.

System Spain Mexico Cuba AVG
TE-NoPos† 71.67 68.03 65.27 68.32
CIMAT 64.49 67.09 65.96 65.85
LDSE 67.95 66.08 63.35 65.79
JZaragoza 66.05 67.03 63.35 64.90
W2V 68.23 62.71 60.33 63.76
ATC 65.12 64.54 59.41 63.02

Regarding the SemEval task, we evaluated two different systems on the test
set. The TE-NoPos system proposed in this work and the Att-LSTM system
that obtained the best results on the development set. These results have been
obtained after finishing the competition. Table 5 shows the results of both
systems along with those obtained by the best participating teams in the com-
petition. The systems are ranked according to the official evaluation measure
(F1(1)). It is interesting to observe that, although in the validation set, the
best system in terms of F1(1) is Att-LSTM, on the test set, TE-NoPos outper-
forms it. The best results of F1(1) obtained by TE-NoPos in comparison to
Att-LSTM are due to the increment up to 10 points of R(1) while both systems
maintain similar precision on the ironic class P (1). The two systems are biased
towards the ironic class, this is the same behavior observed on the development
set. Nevertheless, the results obtained by the two systems are very competitive,
obtaining the second and third position of the ranking.

The performance of our systems is similar to the best ranked system in
terms of F1(1). However, the difference in terms of Accuracy shows that the
THU NGN system is better detecting the non-ironic class. A deeper study is
required to analyze the bias towards the ironic class in our systems compared
to the THU NGN system. Several factors, such as the weighting strategy for
the cost-sensitive learning, and the use of a multi-task setup for learning the
models, could influence this bias.
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Table 5: Results on the SemEval test set ranked in terms of F1(1). Our systems are marked
with †.

System Acc P (1) R(1) F1(1)
THU NGN 73.50 63.00 80.10 70.50
TE-NoPos † 66.96 54.83 94.86 69.49
Att-LSTM † 68.75 57.17 84.56 68.22
NTUA-SLP 73.20 65.40 69.10 67.20
WLV 64.30 53.20 83.60 65.00
NLPRL 66.10 55.10 78.80 64.80
NIHRIO 70.20 60.90 69.10 64.80

6. Analysis

In this section, we present several analyses with the aim of explaining how
the TE-NoPos system is able to tackle with the irony detection problem. With
this study, we pretend to analyze some useful features, captured by our model,
for detecting the ironic class e.g. word polarities, relationships among words and
relevant individual words. First, we intended to detect which attention heads
of our system are more related with the detection of the ironic class. Consid-
ering these heads, we studied, for ironic samples, the polarity and relevance
of individual words as long as the relationships among words. To carry out
these analyses, we used the combination of the training and development sets,
with the aim of having a higher number of samples for obtaining more robust
conclusions.

6.1. Ablation of the Attention Heads

In order to detect the attention heads that play a highly relevant role in the
detection of irony, we performed an ablation process of the attention heads of
the trained system TE-NoPos. The main purpose addressed in this section is to
answer the following question: are there attention heads specialized on detecting
the irony? It is reasonable to think that the competitive results obtained by
our system for both languages are due to its ability to capture relevant patterns
related with the irony. Therefore, we hypothesize that there are some attention
heads that react more to word relationships related to irony.

An iterative ablation process was performed to detect the attention heads
whose influence in predicting the ironic class is greater. Concretely, this process
consists in iteratively deactivating the output of some attention heads. To do
this, the output of each head i we want to ablate is masked, and its output is
propagated to the next layers of the network as a zero matrix, headi = 0T×dk .
Then, we can observe the influence that head i have on the results obtained by
the system in terms of the F1 measure of the ironic class (F1(1)).

During the ablation process, all the 2h − 2 combinations of h heads taken
from 1 at a time, to h − 1 at a time, are iteratively evaluated with the aim of
observing the worsening of the F1 for the ironic class. In our study, only the
combinations that worsen the previous worst result were taken into account. We
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hypothesize that the heads that have appeared in more combinations during the
successive worsening are those most related with the detection of the irony.

After finishing the iterative process, the heads that most reacted to irony
were detected. In Table 6, the number of times that each attention head belongs
to a combination that worsens the previous worst results are shown, both for
the IroSVA and for the SemEval corpora.

Table 6: Number of times that each attention head appears in a combination that worsens
the results, in terms of F1(1), after a previous worsening of the results. The total number of
worsening during the process is also shown together with the number of occurrences of each
head.
Corpus H0 H1 H2 H3 H4 H5 H6 H7

IroSVA 16/18 11/18 13/18 10/18 8/18 9/18 4/18 5/18
SemEval 8/11 0/11 10/11 6/11 2/11 3/11 3/11 8/11

It is clearly observable that in the English corpus the number of occurrences
of the attention heads can be divided in two balanced clusters: those heads
that appear in the process more than the half of times and those that appear
less than the half. However, in the Spanish corpus there are some attention
heads (H4 and H5) that are near o exactly on the half number of worsening, i.e.
for the Spanish corpus the detection of irony is more scattered among all the
attention heads. We considered that, the attention heads that occur more than
the half of the times are highly related with the detection of the ironic class.
These specialized heads were included in the set Hironic. The remaining heads,
less related with the ironic class, were included in the set Hnon−ironic. Thus,
in both corpora, there are 4 attention heads that appear more than the half of
times (Hironic = {H0, H1, H2, H3} for IroSVA, and Hironic = {H0, H2, H3,
H7} for SemEval) and 4 attention heads that appear less than half of the times.

Once the attention heads related to the ironic class detection are identified,
it is possible to ablate them in order to observe the results of the system in
terms of F1(0) and F1(1) without considering them. Table 7 shows the results
of the TE-NoPos system when no heads are masked (None column in Table 7),
when only Hironic are masked and when only Hnon−ironic are masked, for both
tasks. It can be seen that in both corpora the results in terms of F1(1) highly
decrease when Hironic is masked.

For the English corpus, maskingHnon−ironic almost does not affect the F1(1)
results, indicating that those attention heads are not highly related with cap-
turing the ironic class. In addition, masking Hnon−ironic leads also to a high

Table 7: Results on training+development set when masking is not applied, masking Hironic

and masking Hnon−ironic.

Corpora None Hironic Hnon−ironic

F1(0) F1(1) F1(0) F1(1) F1(0) F1(1)
IroSVA 91.98 85.48 74.11 67.79 85.09 73.03
SemEval 61.88 71.62 69.53 56.56 41.08 70.17
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worsening of F1(0), suggesting that these heads are related to the detection of
the non-ironic class. Therefore, it seems that there are attention heads spe-
cialized in detecting the ironic class, those in Hironic, and others specialized in
detecting the non-ironic class, those in Hnon−ironic.

For the Spanish corpus, masking Hironic or Hnon−ironic leads to a high de-
crease of the performance over all the classes. This suggests that the detection
of the ironic and non-ironic classes is highly scattered among all the atten-
tion heads, as stated before when we discussed the creation of the Hironic and
Hnon−ironic sets.

The worsening of the results of the ironic class when certain heads are masked
seem to support our hypothesis, stated at the beginning of this section, about
the specialization of the attention heads.

6.2. Polarity Analysis

In this section, we study if the attention heads in Hironic implicitly capture
sentiment information. The aim of this study is to determine if this information
is useful for detecting the presence of irony. To achieve this goal, we propose a
method to compute, for each head k, the average attention that each word w
receives from all the other words w′ in its context, averaged for all the occur-
rences of w in the set of samples D. The context of each word w inside a tweet
is determined by all the words of the tweet.

Algorithm 1 Compute the average word attention, for each head, captured by
the model on a set of samples.

Input: V vocabulary, set of samples D, trained Transformer Encoder f
Result: αwk the average attention of head k for word w

1: procedure ComputeWordAttentions(D, f)
2: αwk ← 0, ∀w ∈ V ∧ ∀k ∈ Hironic

3: for X ∈ D do
4: for k ∈ Hironic do

5: B ← softmax(
f(X)Qk

f(X)⊤Kk√
dk

)

6: B′ ← 1
|X|

∑|X|
i=1 Bij

7: αwk ← αwk +B′
w, ∀w ∈ X

8: end for
9: end for

10: cw ← 0, ∀w ∈ V
11: cw ← cw + 1, ∀w ∈ X ∧ ∀X ∈ D
12: αwk ← αwk

cw
, ∀w ∈ V ∧ ∀k ∈ Hironic

13: end procedure

Algorithm 1 shows our proposal to compute the average attention per word,
for each head. From the set of samples D with vocabulary V and the trained
model f , we compute the average attention given by the head k ∈ Hironic to each
word w in V. To do this, from each sample X ∈ D and each head k, the matrix
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Table 8: Top-5 attended polarity words by the Hironic heads both for Spanish and English
languages.

Language Heads (w, αwk)

Spanish

H0

(incompetente, 0.93), (soberbia, 0.90), (desleal, 0.88),
(vomitivo, 0.87), (indignacion, 0.86)

H1

(laberinto, 0.88), (recomendable, 0.85), (defensor, 0.84),
(conspiraciones, 0.81), (maestro, 0.79)

H2

(absurda, 0.79), (desinformacion, 0.77), (cobardia, 0.75),
(ambicion, 0.67), (mentirosa, 0.64)

H3

(salvajismo, 1.0), (corruptos, 0.99), (indecencia, 0.99),
(brutal, 0.99), (vomitivo, 0.99)

English

H0

(persuasive, 1.0), (universal, 0.99), (socialist, 0.99),
(supremacy, 0.99), (loon, 0.99)

H2

(exhausted, 1.0), (stupidest, 0.99), (president, 0.99),
(heck, 0.99), (sensitive, 0.99)

H3

(heck, 1.0), (desperately, 1.0), (humid, 1.0),
(permission, 1.0), (fault, 1.0)

H7

(inspiring, 1.0), (ouch, 1.0), (manic, 1.0),
(eventful, 1.0), (sweets, 0.99)

B ∈ R
|X|×|X| is computed. The matrix B is the output of the softmax function

applied on the scaled dot-product between Q and K matrices, as shown in Eq.
5. The rows of B are averaged to obtain B′ ∈ R

|X|. This vector B′ contains
the attention that head k gives to each word in X, computed as the average
of the self-attentions in the head. Finally, the attention of each word in each
head, αwk, is normalized by dividing it by the number of times that the word
w appears in all the samples, cw.

Once the matrix α is computed, it can be determined what are the most
attended words by the heads in Hironic. If the attention heads in Hironic focus
on more polarity words than the heads of Hnon−ironic, then the polarity words
should be more useful for detecting the ironic class than the non-ironic class.
Furthermore, the more polarity words focused by Hironic, the more discriminant
they should be for detecting the ironic class. To do this study, we determine the
most attended words w for each head k by using a threshold ǫ, i.e. a word w is
highly attended by an attention head k if αwk > ǫ. We used an ǫ = 0.45 to take
into account a considerable number of highly attended words to do the analysis.
To determine the polarity of the most attended words, we used some polarity
lexicons. For the English language, we used NRC [63], MPQA [64], AFINN [65],
and BingLiu [66]. For the Spanish language, we used ElHPolar [67], ISOL [68]
and NRC translated to Spanish. Table 8 shows the 5 most attended polarity
words for each attention head in Hironic, to illustrate the vocabulary considered
in the lexicons and the attention that these words receive. Furthermore, Tables
9 and 10 show the most attended words by each head as well as which of these
words are positive or negative for the Spanish and English corpora respectively.

Regarding the Spanish corpus, no heads are reacting in a higher extent to
positive words than to negative ones, suggesting that the irony in IroSVA corpus
is made by conveying more negative than positive feelings. Furthermore, the
heads in Hironic have the highest ratio of polarity words attended, meaning that
many of the words highly attended by these heads convey some kind of polarity.

The main differences of the English corpus with respect to the Spanish corpus
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Table 9: Number of positive and negative words for each attention head, along with the
number of highly attended words and the ratio of polarity words for the Spanish language.

Head Set Heads |αw > ǫ| Negative Positive Ratio

Hironic

H0 240 102 24 52.50%
H1 221 12 18 13.57%
H2 73 22 8 41.09%
H3 603 140 47 31.01%
Σ 1137 276 97 32.80%

Hnon−ironic

H4 276 14 28 15.21%
H5 116 6 9 12.60%
H6 281 41 11 18.50%
H7 237 14 18 13.50%
Σ 910 75 66 15.50%

Table 10: Number of positive and negative words for each attention head, along with the
number of highly attended words and the ratio of polarity words for the English language.

Head Set Heads |αw > ǫ| Negative Positive Ratio

Hironic

H0 765 92 139 30.20%
H2 261 54 45 37.93%
H3 544 111 62 31.80%
H7 317 29 123 47.94%
Σ 1887 286 369 34.71%

Hnon−ironic

H1 159 8 20 17.61%
H4 132 14 37 54.54%
H5 623 72 149 35.47%
H6 817 180 130 37.94%
Σ 1731 264 336 34.66%
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are that in the English corpus a higher attention is given to positive words and
a higher ratio of polarity words are attended by all the attention heads, both
from Hironic and Hnon−ironic. Moreover, the attention given by the heads from
Hironic to polarity words is also more scattered in the English corpus, although,
there are some heads mostly specialized on detecting negative (H3) and positive
(H7) words.

All these results suggest that, in addition to the language, both corpora are
quite different because of the type of irony present in them. Perhaps, the fact
that the irony of the IroSVA corpus is contextualized (each sample has a certain
context) makes its irony different from that of the SemEval corpus.

6.3. The Role of Individual Words for Irony

Similarly to the previous analysis, we are interested in studying if there are
specific words with a high impact on the model when it decides if a sample
is ironic or not. Thus, the objective is to determine which words, if any, are
more relevant in the decision of the model without taking into account their
relationships with other words.

This analysis has been addressed from two different perspectives. On the
one hand, from the point of view of the attention mechanisms of the TE-NoPos
model, by inspecting the attention matrices. To do this, the matrices B for
all the attention heads in Hironic are computed and averaged element-wise to
obtain a matrix B̂, finally the vector B′ is computed as the average of the rows
of B̂. Therefore, in this case, the vector B′ contains the averaged attention that
each word w receives from all the other words in a tweet, averaged for all the
attention heads in Hironic.

On the other hand, from the perspective of the gradients of the loss function
L with respect to the input X, ∇XL(f(X; θ), y) ∈ R

T×d. This concept is exten-
sively used in the field of explainable AI [69, 70] and for generating adversarial
examples [71]. We have used this information to determine the relevance of the
words in the decision of our model when ironic samples are correctly classified
as ironic. Thus, from a correctly classified ironic sample X : y = 1 ∧ f(X) = y
it is possible to compute ∇XL(f(X; θ), y = 1) to observe what words of X have
gradients with higher Euclidean norm.

Figure 2 shows some examples of ironic tweets. For each example we show,
at word level, the euclidean norm of the gradients (∇XL(f(.))) and the averaged
attention vector (B′).

The Spanish examples translated to English are: “si la tierra fuera plana se
habŕıa cáıdo con el lado de la mantequilla hacia abajo” → “if the earth was flat
it would has fallen with the butter side down” and “el libro de pedro @user me
parece la inocentada de este año en version anticipada [clap emoji]”→ “pedro’s
@user book seems to me to be an April Fool’s joke of this year in advance [clap
emoji]”.

The examples shown in Figure 2 illustrate how the most relevant words are
identified in a similar way with both techniques. It is possible to see that, in
spite of relationships among words are not considered, the most relevant words
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Figure 2: Examples of the word relevance measured by the euclidean norm of the gradients
and the average attentions respectively (the lighter the more relevant)

seem to be part of dependencies that involve irony e.g. “shopping — sleep —
fun” or “oh — look — another — storm” for the English examples and “tierra
(earth) — plana (flat) — lado (side) — mantequilla (butter)” or “libro (book)
— inocentada (April Fool’s joke)” for the Spanish examples. This last example
also illustrates the fact that, mainly in the Spanish corpus, there are some words
which bias the decisions of the model to the ironic class. In this case, most of
the relevance is assigned to the word “book”, hinting the topic about the book
of Pedro Sánchez.

6.4. Irony as Word Relationships

In some text classification tasks, such as Sentiment Analysis, some individual
words tend to bias the decisions of the models. However, in Irony Detection task,
the factor that generally determines the presence of irony is the relationship
among words instead of the relevance of individual words.
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Figure 3: Attention matrices for some ironic examples in both languages (the lighter the more
relevant).

In order to analyze these relationships, we computed the average of the
attention matrices of all the heads in Hironic, i.e. Aij =

1
|Hironic|

∑

k∈Hironic
Bij ,

to determine the ironic relationships between two words wi and wj by observing
the attention that the word wj receives from the word wi. Thus, the maximum
values of the matrix A refer to important ironic relationships between words.
Figure 3 shows the matrices A for the examples of the previous section, where
the first row refers to the English examples and the second refers to the Spanish
examples.

In the first English example, it is remarkable the high attention that the
word “fun” receives from all the other words, as well as the relationship among
the segment “going to be”, that precedes the word “fun”, and the word “sleep”.
Furthermore, it is interesting to observe how the words “christmas”, “shopping”,
“sleep”, and “fun” attend the same words (“shopping”, “sleep”, and “fun”)
with similar attentions. In the second English example, it can be observed how
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the model relates “look” and “storm” and how the most relevant words “oh”,
“look”, “another” and “storm” are attended highly by all the other words.
Regarding the Spanish language, in the first example the attentions are highly
scattered, and, the highest attention is given on the word “mantequilla (butter)”
by the word “con (with)”. Moreover, it is possible to see how the words of the
segment “con el lado (with the side)” place their highest attention in the word
“mantequilla (butter)”. Also, the attention that the words “cáıdo (fallen)” and
“plana (flat)” put on the word “habŕıa (would have)” are also high. In the
second Spanish example, the two words mostly related with the irony, “libro
(book)” and “inocentada (April Fool’s joke)”, are the most attended by all the
other words, highlighting the relationship among the words of the segment “el
libro de (the book of)” with “inocentada (April Fool’s joke)”.

In order to observe in more detail the relationships between words captured
by the model, we extracted word pairs with the highest attention from each
attention matrix. This pairs excludes those relationships where one of the words
is a stopword as well as the relationships where both words are the same. Table
11 shows the top-5 highest attended word pairs for the four previous examples. It
can be seen that the captured relationships are highly related with the presence
of irony e.g. (shopping, fun), (unusual, oh) or (book, April Fool’s joke).

Table 11: Top-5 relationships between pair of words for the previous ironic examples.
Language Example Top-5 Relationships

1 (sleep, fun), (christmas, fun)

English
(going, fun), (2hrs, fun), (shopping, fun)

2 (look, storm), (sydney, unusual),
(’, oh), (, , storm), (unusual, oh)

1 (fallen, butter), (down, butter), (butter, side),

Spanish
(side, flat), (earth, side)

2 (book, April Fool’s joke), (pedro, book),
([clap emoji], book), (year, book), (seems, book)

7. Conclusion

In this work, we have presented a Deep Learning proposal for Irony Detec-
tion in Twitter both for the English and the Spanish languages. It is based
on the contextualization of pre-trained Twitter word embeddings by using a
Transformer Encoder architecture.

We have tested our proposal on two different tasks, the IroSVA shared task
for the Spanish language and the Irony Detection in English Tweets task of
SemEval 2018 for the English language. In both tasks, although we have not
performed an extensive exploration of the model hyper-parameters, our system
has shown a very competitive behavior. These results have encouraged us to
perform a thorough study in order to improve our understanding about how our
multi-head self-attention based system addresses the irony detection problem.
We have proposed several strategies to identify attention heads specialized on
detecting the irony and to analyze several features potentially related with the
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irony. By means of interpreting the values of the attention heads, we have ana-
lyzed the word polarity, the relevance of individual words and the relationships
between pairs of words, and how these aspects influence our model in the irony
detection task. This analysis is the first step towards a better understanding of
the behavior of our model and the features captured by it when addressing the
irony detection problem.
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