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Estimation of the in-cylinder residual
mass fraction at Intake Valve Closing in
a 2-stroke High-Speed Direct-Injection
Compression-Ignition engine

A. Torregrosa, J. Martin, R. Novella, K. Thein

Abstract

New combustion concepts and engine designs are being currently investigated in order to comply with upcoming
pollutant regulations and reduce fuel consumption. In this context, 2-stroke architectures appear as a promising solution
for the implementation of some combustion concepts. However, scavenging processes in a 2-stroke engine are much
more challenging than for a 4-stroke engine, and the residual mass of burnt gases retained inside the cylinder needs to
be properly determined in order to keep control over the in-cylinder composition, hence over the combustion conditions
and pollutant emissions.

In the present study, a new methodology for the estimation of the Internal Residual Gas fraction (IGR) is introduced,
which is based on the thermodynamic processes occurring in the engine investigated and makes use of basic engine
instrumentation and measurement equipment usually available in a conventional test cell. Several versions of the
estimator were developed so that different requirements could be met, such as those of real-time estimation on an
engine test bench but with reduced precision or, on the contrary, highly precise but time-consuming computations for
post-processing purposes and combustion diagnosis. The consistency of the IGR estimator was then validated through
its application to real engine tests at different operating points.
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Introduction models aimed at calculating in-cylinder processes, such

. . . as predictive zero-dimensional [4], quasi-dimensional or
In the last years, reciprocating engines have evolved thanks p [4]. q

to an increasing knowledge of the mechanisms controlling phenomenological [5, 6, 7, 8], multidimensional [9, 10]

the scavenging and the injection-combustion processes. The or combustion analysis models [11, 12] require predefined

availability of both improved experimental techniques and initial conditions, usually at Intake Valve Closing (IVC).

of better predictive and diagnosis models has been the key to The importance of the thermodynamic conditions (pres-

allow to tackle, from different points of view, the study of the sure and temperature) and the composition at IVCis variable

involved phenomena, depending on the modeling approach. As highlighted in

. . . . several research works, in the case of predictive models,
The processes taking place in the engine are diverse and

. . . a small uncertainty in the temperature at IVC may affect
often complex; it is thus usual to address their description y p Y

with different models in order to optimize the precision the combustion delay [13], the combustion velocity [14, 15]

and the calculation resources: highly accurate models are or pollutant formation (16, 17]. Similarly, the amount of

used to perform the main calculations whereas less precise

models provide boundary and initial conditions. Therefore,  cyT.motores Térmicos, Universitat Politécnica de Valéncia, Camino de
models focused on the scavenging processes usually include  Vera s/n, 46022, Valencia, Spain
a combustion sub-model to provide information allowing

a proper setting of boundary conditions related with the Corresponding author:
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inside the cylinder [1, 2, 3].  Alternatively, different Email: jaimardi@mot.upv.es

thermodynamical and/or chemical phenomena occurring
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residual mass and its composition affect the combustion
delay in Compression Ignition (CI) engines [18]. For the
combustion analysis from in-cylinder pressure, uncertainties
in the conditions at IVC were not usually as critical as in
predictive models, because the key input is the experimental
measured pressure which is substantially independent from
any other conditions at IVC. However, the errors in the
temperature evolution and the heat release law due to uncer-
tainties in the initial conditions are not negligible [19]. Such
errors are justified considering the conventional procedure

used to determine conditions at IVC in combustion analysis:

1. Firstly, the absolute level of in-cylinder pressure
must be set, which can be done using either an
experimental reference pressure or a thermodynamic
method. In the first case, referencing through
the intake or exhaust manifold pressures during the
scavenging period [20, 21, 22] or though instantaneous
measurements with a piezo-resistive transducer at the
bottom of the liner [23] are the most common methods.
Thermodynamic methods are based on the assumption
of a polytropic evolution of the gases or on the
minimization of the rate of heat release (RoHR) during
the compression, until the combustion starts [24, 25],
or throughout the compression and expansion phases
in the case of motored engine tests [21, 11].

2. Once the in-cylinder pressure is properly referenced,
the trapped mass at IVC can be estimated as in (Eq. 1):

int
mivec = m?gt + Myes — Mg (Eq 1)

where min! is the total intake mass (fresh air and
EGR), m,.s is the residual mass from the previous
cycle and mg, is the short-circuited mass. Both my..
and mg. depend on the characteristic fluid-dynamic
behaviour of the engine during the scavenging period,
which is highly dependent on the operating conditions,
on the manifold characteristics and, most notably,
on valve timing. Short-circuited mass is usually
small in 4-stroke engines, where the intake and
exhaust processes have dedicated strokes. The main
contribution to the mass at IVC therefore is, apart
from the intake mass (which can be measured), the
residual mass. In the case of 4-stroke CI engines, the
residual mass is generally below 10%, usually about
5%, and cannot exceed 20% in 4-stroke Spark-Ignition
(SD) engines [26, 27]. On the contrary, in the case
of 2-stroke engines the scavenging process is much
shorter than in 4-stroke engines and the overlap of

the intake and exhaust periods (which represents about

20% of the engine cycle for the engine used in the

present study) can lead to high levels of both residual

and short-circuited masses: depending on valve timing
and intake/exhaust conditions, more than 50% of the

mass at IVC can be residuals, and more than 35%

of the intake mass can be short-circuited in the case

of conventional 2-stroke engines [28, 29], and these
parameters have also proved to be critical in the case
of free-piston engines [30, 31] thus generalizing the
importance of internal and boundary flow patterns on
2-stroke in-cylinder conditions. Moreover, a trade-
off between trapping ratio and scavenging efficiency
is often observed. In any case, the experimental
determination of m,..s and mg., even though it might
be possible in some cases, is very rarely performed
(unlike min!) and they are usually obtained from
theoretical estimations.

3. When the pressure and mass at IVC are determined,
the temperature is calculated by means of a state
equation. Normally the perfect gas assumption is

used [1, 11, 32, 33]; however, more complex proposals

can be found in the literature [34].

If the temperature is calculated following the above
procedure, the heat release will be affected by the uncertainty
in the mass at IVC, in different ways. On the one hand, if
the heat rejection to the chamber walls is not considered (net
heat release [1, 13, 16, 25]), only the work on the piston and
the variation of the sensible internal energy of the gas are
accounted for in the First Law of Thermodynamics. In this
case, the most important parameter for the calculation is the
adiabatic exponent, which depends on the temperature and
the composition [11, 35], both of which are directly affected
by uncertainties in m,.s and mg.. On the other hand, if
some heat transfer model is considered, the chemical energy
released by the fuel during combustion can be obtained
(gross heat release [1, 11, 36, 37, 38]). In this case, there
is an additional effect of the temperature uncertainty due
to the heat transfer to the walls. Moreover, the uncertainty
in temperature due to the incorrect estimates of mass and
composition at IVC can affect the pressure referencing if a

thermodynamic method is used.

Different authors have reported the effect of errors in the
temperature [37] or in the trapped mass [36, 39, 40] on
the heat release law, mainly produced by the change of the
specific heat of the charge and, to a lower extent, by heat
transfer to the walls. According to Brunt et al. [37] and Payri
et al. [39] an error of 10% in the temperature or the mass

of the charge will lead to a 3% error in the cumulated heat
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release. Also, the in-cylinder temperature is a determining
parameter for auto-ignition (especially in Diesel engines)
and a misevaluation can lead to either unexpected knocking
conditions or misfire and difficult cold-start [41]. Therefore,
errors in the trapped mass lower than 4-5% must be pursuit
for combustion analysis purposes.

In order to estimate the mass and composition at IVC,
different theoretical and experimental approaches can be
used. An experimental value of m,. can be obtained by
adding a certain amount of fuel to the intake flow and
then determining the Trapping Ratio (TR) by measuring the
fuel molar fraction at the exhaust [42, 43]: if a complete
combustion of the trapped tracer fuel is guaranteed, a reliable
estimation of the short-circuited mass can be obtained.
Even though this method is not usually applied (due to the
additional setup requirements), it is the procedure used here
to obtain mg, in a 2-stroke Diesel engine. Although the TR
can be experimentally measured, obtaining the residual mass
from experiments is far more complex and expensive [44,
45]. A suitable estimate of m,.s can be achieved through
the instantaneous sampling of the in-cylinder gas at IVC,
but this procedure is rarely applied due to the specific
instrumentation required [46].

In case that experimental estimates are not available,
the calculation of m,.s and mg. could be done by means
of 3D Computational Fluid Dynamics (CFD) calculations
or 1D fluid-dynamic models. However, these methods
are highly time-consuming and usually require a large
number of geometrical data along with an important
calibration work, often for each operating condition. Hence
they are not suitable tools neither to be coupled to a
thermodynamic 0D model to perform combustion analysis
from in-cylinder pressure [47] nor to perform simple
predictive estimations [48]. A good alternative to 3D and 1D
modeling is provided by filling-and-emptying models with
quasi-steady flow hypotheses [49]. Nevertheless they have a
main drawback: in 2-stroke engines, the 0D assumptions in
the chamber are usually inadequate due to the complex 3D
phenomena occurring during the scavenging process, thus
leading to important uncertainties in the estimation of m..
and me.

Taking into account the above comments, and considering
the necessity of developing a reliable methodology to
determine the mass at IVC in a 2-stroke high speed direct
injection diesel engine, the aim of this work is to propose
a physical model for estimating the residual mass M.
The estimator is conceived so as to require a limited
number of inputs: instantaneous in-cylinder pressure, intake

temperature, air and fuel mass flows, short-circuited mass

mg. (obtained from the experimental determination of TR)
and a number of physical constants to be tuned as detailed
below. The basis of the model is a mass and energy balance
in the chamber, as in OD filling and emptying models;
however, its predictive capabilities are enhanced with respect
to those models by means of the use of the experimental in-
cylinder pressure as the main input of the model. In-cylinder
pressure will be used to account for the expansion of the
residual gas during the exhaust process and its later evolution
during the intake period until IVC. A suitable calibration of
the polytropic exponents during the expansion and intake
periods will be performed by means of 1D modeling. The
outcome of the proposed model is a precise m,..s estimation
that allows to accurately set the mass and temperature at IVC
to be used in models dealing with the in-cylinder processes
during the closed cycle, including (but not limited to) 0D
models for combustion analysis purposes.

Even though the proposal and its validation are both fo-
cused on a 2-stroke Diesel engine, the same thermodynamic
approach with a specific calibration procedure should allow
its use in other 2-stroke or 4-stroke reciprocating engines,

either diesel or gasoline.

Methodology and tools

For the measurements required and the tuning and validation
of the residual mass estimator, different experimental and
modeling tools were used. This section is devoted to the
description of the experimental facility and the detailed
1D wave action model used to adjust and validate the
estimator. The 1D model was built and calibrated with the
purpose to calculate the residual mass from the experimental
data obtained in the target engine, and was later used to
evaluate the accuracy of the proposed models in a numerical

experiment.

Experimental facility

A 2-stroke High Speed Direct Injection (HSDI) Compression
Ignition (CI) engine with poppet valves, and equipped
with a Variable Valve Timing (VVT) system to control the
phasing of the intake and exhaust camshafts was selected,
due to its suitability for model validation. The most
relevant engine characteristics are detailed in Table 1.
This particular engine and its scavenge and combustion
performance have been deeply investigated by the authors
during previous studies, with a wide operating range
and under two different combustion concepts such as
Conventional Diesel Combustion (CDC) [50], and Partially
Premixed Combustion (PPC) using gasoline as fuel [51, 52].
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The residual mass on this type of engine is particularly high
due to its scavenge performance, and the final residual mass
level can be controlled in a wide range by adjusting the VVT
system and the pressure drop between the intake and exhaust
manifolds.

[Table 1 about here.]
[Figure 1 about here.]

The engine is installed into a fully instrumented test cell
according to the scheme shown in Fig. 1, which includes
measurement devices for engine performance and emissions,
and also for detailed parameters concerning engine control.
A controlled mass flow of compressed air (oil and water-
free) is provided by an external compressor to simulate
boost conditions at the intake. The exhaust back-pressure
is reproduced and controlled by means of a throttle valve
located in the exhaust line downstream of the exhaust
settling chamber. The experimental facility also includes
a low pressure EGR system, designed to provide arbitrary
levels of cooled EGR even at very high intake boost
pressures. Intake and exhaust pressure are measured with
piezoresistive sensors, while their temperatures are measured
with thermocouples. In-cylinder pressure is measured with
a piezoelectric sensor, whereas an additional piezoresistive
pressure sensor is located at the cylinder liner close to
Bottom Dead Center (BDC) in order to provide a reference
All high-
frequency signals are sampled with a resolution of 0.2

for the piezoelectric sensor pressure signal.

crankangle degrees (CAD).

The trapping ratio, defined as the ratio between the mass
of charge delivered that has been trapped inside the cylinder
before combustion and the mass of charge supplied to the
cylinder (fresh air + EGR), is experimentally measured in
each engine operating point using methane (CHy) as a tracer
gas [42, 43]. A certain concentration (approx. 1000 ppm)
is injected in the intake manifold to be mixed with the
fresh air and then, assuming that the trapped methane is
completely burned during combustion, its molar fraction is
measured at the exhaust in order to calculate the trapped
mass fraction. The exhaust gases are sampled close to
the exhaust settling chamber and routed to a state-of-the-
art HORIBA 7100 DEGR gas analyzer by a heated pipe to
ensure gas temperatures above 150 °C. This device provides
the molar fraction of the different gases (02, CO, CO2, HC,
NOx, N>O and CH,) and the EGR rate.

The most relevant global parameters related to the
combustion process, such as the indicated mean effective

pressure (IMEP), start of combustion (SoC) and combustion

phasing (CA10 and CAS50), maximum cylinder pressure,
pressure gradient and noise, combustion stability, rate of
heat release (RoHR) and cylinder mean gas temperature,
are calculated from the cylinder pressure signal with an in-
house 0D combustion analysis software CALMEC [39]. The
0D model simplifies the phenomena occurring inside the
engine cylinder, and thus cannot provide any information
related to local thermochemical conditions. However, the
different combustion profiles and their characteristics stand
as experimental references to calibrate the 1D model of
the engine, which will be used to generate combustion

simulations for designs of experiments.

Combustion analysis and gas-dynamic model

As mentioned previously, combustion analysis is performed
with the in-house software CALMEC [39], by starting
from in-cylinder pressure to solve the first law of
thermodynamics and obtain the Rate of Heat Release
(RoHR) and complementary data related to the combustion
process.  Specific sub-models for heat transfer to the
chamber walls, mechanical deformations, blow-by leakage,
fuel injection and instantaneous variation of gas properties
are considered. From the heat release, main characteristic
combustion parameters such as the Start of Combustion
(SoC), ignition delay or combustion angles (CA10, CAS50,
CA90), are calculated.

A 1D version of the engine was modeled through the
OpenWAM software.

action model developed for the gas dynamics modeling of

OpenWAM is an in-house wave
internal combustion engines. It solves the thermo- and
fluid-dynamic equations in each part of the engine, by
computing the different elements by the means of 0D or 1D
objects connected by suitable boundary conditions. A 1D
gas dynamics model performs the calculations of the flow
properties along the intake and exhaust systems as well as
the EGR paths. All the relevant phenomena taking place
along the ducts are considered, including wave interactions,
which have an important effect on volumetric efficiency
(especially in the intake/exhaust manifolds), the species
transport (the thermodynamic properties of the gas depend
on the composition and the temperature), the heat transfer
between the gas and the duct walls, and the friction between
gas and walls. All these fluid-dynamic computations are
implemented in detail through the method described by
Galindo et al. [53, 54].

Additionally to the fluid calculations, the gas-dynamic
model is coupled to a cylinder model that predicts the
in-cylinder conditions based on the combustion process,
where a detailed heat transfer model is used to obtain
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the heat rejection to the chamber walls. This combustion
model is based on the Apparent Combustion Time (ACT)
concept, which consists in a zero-dimensional approach to
the combustion process in Diesel engines used to obtain a
global and simplified description of the processes that take
place in the combustion chamber [14, 15, 55]. This ACT
model describes the relation between the running conditions
of the engine and the Rate of Heat Release (RoHR). Those
two models combined lead to the development of a reference
virtual engine which allows the calculation of the Internal
Gas Residuals (IGR) rate (among other relevant magnitudes)
that can be used as a target for the estimator.

Once correctly calibrated, it is a well fitted tool to emulate
the engine behavior, in order to run a large number of
simulations much faster, less costly, and in more stable
conditions (for repetitive iterations as in the DoE cases

described later in this paper) than experimental tests.

Methodology

The work performed here was based on a reference engine
operating point at 2500 rpm and 15 bar of Indicated Mean
Effective Pressure (IMEP). However, all the methodology
presented in the following study can be transposed to any
operating point.

The 1D model OpenWAM was used to simulate the engine
behavior after a fine calibration: CFD calculations were
performed to get the scavenge profile (Fig. 2) and the
boundary conditions, while the ACT combustion model was
The

CFD results concerning the boundary conditions are very

calibrated to reproduce the engine thermodynamics.

similar to the experimental data (Trapping Ratio of 80 %
while the measurement stands at 81.8 %), except for the IGR
that was experimentally measured through the simple model
presented here (CFD estimated 21 % while experiments gave
30 %).

[Figure 2 about here.]

By comparing the simulation with experimental results in
terms of in-cylinder pressure (Fig. 3 left plot) and intake and
exhaust pressures (Fig. 3 right plot), the WAM model seems
to be a very reliable tool for the open cycle as well as for the

closed cycle.
[Figure 3 about here.]

This 1D model could then be used to generate outputs
which were not directly available experimentally, such as
the residuals mass. In addition, such a model allows

fast calculations, which is a non-negligible advantage

considering the chosen methodology consisting of Designs
of Experiments (DoE) for two operating points and four input
parameters. The configuration and results of these DoEs are

presented in detail later in this paper.

Then, from the experimental results and the CALMEC
calculations, the estimator was developed by solving the
thermodynamic laws at several levels of complexity. The
first level consisted of a basic solution for a fast application
and online calculations on the engine test bench. In a second
step, a more complex approach was considered, assuming
polytropic processes during the scavenging. This method is
much more realistic but also requires more calculation time,
so it may not be easily adaptable for a direct application on a
test cell.

Finally, the results of the different estimators were
compared to OpenWAM simulations (IGR mass, temperature
of the residuals, temperature at IVC...) and, in the case
of the polytropic models, those simulations were used as
reference to calibrate the polytropic coefficients of the
estimator.

Model description

The IGR estimator is based on the application of two
fundamental thermodynamic balances at IVC, the mass
balance (Eq. 2) and the enthalpy balance (Eq. 3). The
conditions at IVC are the result of combining the conditions
of the intake trapped air and the residual gases retained from
the previous cycle. In addition, all gases and particularly
those retained inside the cylinder at IVC are considered
ideal (Eq. 4). Thus, the three main equations of the system
can be expressed as:

mrye = Mir + Mypes (Eq 2)
mrve - hive = M - Rr + Mipes - Pres (Eq. 3)
Prye - Vive =mrve - Rive - Trve (Eq. 4)

The enthalpy balance (Eq. 3) is rewritten by expressing the
enthalpies as a function of the corresponding heat capacities

¢p and the temperatures (Eq. 5) - (Eq. 7):

Tive
h[vc = / Cprve * dT (Eq 5)
To
Ttr
hy = / Cpr. - dT (Eq. 6)
To
Tres
hres = / cpres : dT (Eq' 7)
To
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The three main equations, plus the expressions of the
sensible enthalpies (no chemical reaction is considered),
provide six equations and fifteen unknowns, which are
three masses from (Eq. 2) (mjyc, my¢- and m,.s), three
enthalpies from (Eq. 3) (hrve, hirs hres), Prve, Vive
and Ry ¢ from (Eq. 4), and three heat capacities and three
temperatures from (Eq. 5) - (Eq. 7) (¢p;ve» Cpirs Cpyos» and
Trve, T, Tres). However, some of these unknowns are
either defined directly by the geometry or measured, whence

they are independent from the chosen resolution method.

Definition of the geometric and measured
parameters

The cylinder volume at IVC (Viy ) is set geometrically
knowing the position of the piston as a function of the
angle. Also, Pry ¢ is obtained directly from the referenced
cylinder pressure measurement. The trapped mass my,
is decomposed into various components, each one being
measured separately:
Mty = Ner - M = Ner - (Mg + MEGR) (Eq. 8)
As indicated above, the trapping efficiency or trapping
ratio (7;,-) is measured following the tracer gas methodology
(injecting methane into the intake port [42, 43]), and
the calculation process is detailed in Appendix A. The
fresh air supplied to the engine (m,) is measured through
a volumetric flow-meter and the EGR mass (mgaggr) is

calculated as a proportion of the total mass admitted:

Tegr

—_— (Eq. 9)
1—-Tgar a

mecr =miy - Tecr = Ma -

The EGR rate (T’gRr) is defined, according to its common

definition, as the CO5 molar fraction ratio between intake
and exhaust gases, and measured by the gas analyzer:

wnt
XCOz

exh
XCOQ

Tecr = (Eq. 10)

The EGR mass is then expressed as:

int
X002

exh int
XCOQ - X002

MEGR = Mg * (Eq. 11)

The number of unknowns is then reduced down to
twelve. In order to solve the system, six more equations or
hypotheses are required. Then and as decribed next, different
thermodynamic models may be considered, depending on the
assumptions considered for the thermodynamic properties of
the fluids.

Basic thermodynamic model

In the simplest option, the mass balance is as defined
by equation (Eq. 2) while the perfect gas assumption is
considered for all gases, so that the heat capacities in (Eq. 5)

- (Eq. 7) are assumed to be constant and known. The
equation (Eq. 3) can be rewritten as (Eq. 12).
MIVe  Cprve " L1ve = My - Cp,, - Tir

+ Mpes * Cpes Tres (Eq 12)

In addition, R;y ¢ is also considered constant in (Eq. 4)
and known.

This
tions (Eq. 2) (Eq. 4) (Eq. 12) with five unknowns (m;y ¢,

process generates a set of three equa-
Myess L1ves Tir, Tres), sO that two additional hypotheses
must be assumed in order to close this basic model. In
this case, an attractive option for its simplicity consists of
considering the temperatures of the trapped mass and the
residuals equal to the intake and the exhaust temperatures,
respectively.

Ttr = Tint (Eq 13)

Tres = (Eq. 14)

exh

Therefore, the problem is finally closed and it can be
solved analytically giving (Eq. 15).

 Prve-Vive . .
Cprve Rivo My - Cpy, - Ly
Myes = (Eq. 15)
Cpres * Tres

Then, the mass at IVC (mjy¢) can be obtained directly
from the mass balance (Eq. 2):

mivc = Mty + Mpes (Eq. 16)

The temperature at IVC can also be calculated from the

ideal gas equation (Eq. 4).

Prve - Vive

Trve =
mrve - Rrve

(Eq. 17)

As a final remark, this basic model has the clear benefit of
being very simple and extremely fast, making it compatible
with real-time applications such as control or on-line test cell
data analysis during the experimental activities. However,
some of the assumptions can introduce unacceptable errors
depending on the particular engine characteristics, operating
conditions, etc., and therefore its accuracy will be carefully
evaluated in the next section.
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Detailed thermodynamic model

This model is based on a more realistic description of the
thermodynamic properties of the fluids and of the processes
occurring in the engine, but the calculations are also more
complex and time-consuming. The new assumptions are
expected to improve the accuracy of the estimate of the
residuals and of the total trapped mass with respect to those

generated with the previous basic model.

In this model, as in the simple model, the mass balance
is as defined by equation (Eq. 2), and the enthalpy balance
corresponds to equation (Eq. 3), with enthalpies expressed as
a function of heat capacities (Eq. 5) - (Eq. 7). However, the
previous hypotheses of perfect gases is not assumed anymore
and the heat capacities are now expressed as a function of the

composition of the gases and their temperatures.

The enthalpy balance (Eq. 3) is then rewritten considering

the previous dependencies to derive equation (Eq. 18).

Trve Ive
mrvc - \/T Cprve (T7 Yb ) dT =
0

Ttr
My - / Cpo (T,Y7) - dT+
To

T’V‘ES
Myes - / Cpros (T, %) - dT (Eq. 18)

To

As a result, the heat capacities of the trapped mass,
the residual mass or the total mass at IVC are calculated
from their composition in terms of the fraction of fresh
air and burnt gases in stoichiometic conditions, and
their corresponding temperatures, according to the set of

equations (Eq. 19) - (Eq. 21).

Cprve = YaIVC " Cpg (TIVC) + Y;;IVC " Cpy (TIVC)

(Eq. 19)
o = YL o (Tyr) + Y3 - ey (Tir) (Eq. 20)
Cpres = Y;es *Cp, (Tres) + Ybres " Cpy (Tres) (Eq 2])

For simplicity, the dependency of the heat capacities
with temperature is defined by means of polynomial
correlations only for fresh air with standard composition
and burnt gases in stoichiometric conditions, following
an approach similar to that suggested by Lapuerta et
al. [12].
the temperatures in equations (Eq. 18) - (Eq. 21), have

At this point, it is important to recall that

already been defined as unknowns. Considering that the

different gases are composed only by fresh air and burnt

gases in stoichiometric conditions, their mass fractions are
complementary according to Y7 = 1 — Y, with z standing
for either IV C, tr or res.

The fraction of burnt gases in stoichiometric conditions
in the trapped mass, the residual mass or the total mass
at IVC are obtained solving the set of equations defined
by the mass balances at the intake, in the cylinder at IVC
and at EVO, and finally at the exhaust as discussed in
Appendix B. Then, the expressions of these mass fractions
depend only on variables that were either already included
in the solution as unknowns (Eq. 22) - (Eq. 24) or obtained
experimentally (not included in the set of equations to

highlight the unknowns of the problem).

ViV = f(mrve, M, Mees, Y7, Y7*)  (Eq. 22)
YT =Y Tear = f(me, i) (Eq. 23)
}/bres _ YbEVO — f(mtr) (Eq 24)

Concerning the ideal gas assumption, it is still accepted
and expressed as equation (Eq. 4), except that Ry o now
depends on the composition of the mass at IVC (Eq. 25),

assuming constant and known values for R, and Ry:

Ryve =YY" R, +Y/V’ R, (Eq. 25)

Since no new unknowns are added to the problem, a
total of nine unknowns (mrvc, Myes, Yy T2y Rrve) and
seven equations (Eq. 2) - (Eq. 4) plus (Eq. 22) - (Eq. 25)
can be identified. In this way, two hypotheses must be
formulated about the temperatures of the trapped mass and
of the residuals in order to close the problem. With the
purpose of retaining as much thermodynamic consistency
as possible, polytropic evolutions were assumed to relate
the intake manifold temperature to the temperature of the
trapped mass at IVC, and the temperature of the residuals
at IVC with the temperature at EVO.

For the trapped mass, only one polytropic process was
considered to evaluate its temperature at [IVC, as expressed

by equation (Eq. 26):

1-king

Pin Fint
Ttr = T’int : (P]Vtc>

(Eq. 26)

For the residual gases, the same approach with a single
polytropic process between EVO and IVC was initially
evaluated, but it was readily apparent that the temperature

evolution of the residuals during this process cannot be well
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reproduced by considering a thermodynamic process with
only one polytropic coefficient, as shown by the blue curve
in Fig 4. Furthermore, in order to be able to reach the final
residuals temperature predicted by the 1D model OpenWAM,
this coefficient would need be set at a value of 20, which is

thermodynamically incoherent.

[Figure 4 about here.]

However, by decomposing the exhaust process into
two polytropic evolutions with different coefficients, the
evolution of the gas temperature appears to be much better
estimated (green curve in Fig 4). Therefore, this option
based on two polytropic processes was considered, the
first accounting for the blow-down stage between EVO
and the minimum cylinder pressure (Eq.27), and the
second accounting for the conventional scavenging exhaust

stage (Eq. 28).

1-Fkegni1

P [
Tres,Ppin = Tres,EVO * ( F)EVO) " (Eq. 27)
min
P 1;kexh2
i exh2
Tres = dres,Ppin * <szn) (Eq 28)
vc

In these polytropic processes, all the pressures are
experimentally measured, as well as the intake temperature.
Then, four new unknowns can be identified (Tcs, Ev o, Kint
kexni, kexn2). By applying the ideal gas equation (Eq. 4)
at EVO, the pressure and volume are known from the
geometry and measurements, the mass depends on the mass
at IVC (already included in the equations system), the mass
of fuel and the blow-by (both measured), and Rgyo is
a function of the gas composition already expressed by
equation (Eq. 24). This new equation is then added to the
system to solve T'..s pvo (Eq. 29).

Prvo - VeEvo

Tres,EVO = (Eq 29)

mevo - Revo

Finally, the problem is formulated in terms of eleven
unknowns (mrve, Trve, Mres, ¥y Bive,s Tres,Evo, Kint
kexn1s kexn2) When two polytropic processes are considered
for the residuals, related by eight equations (Eq. 2) -
(Eq. 4) plus (Eq. 22) - (Eq. 25) plus (Eq. 29). Then, some
assumption about the values of the polytropic coefficients
k, was needed to close the model; however, it was expected
that they could be easily calibrated (through 1D models, for
instance) in view of their well-known order of magnitude and

their relatively narrow interval of acceptable values.

Results and discussion

As discussed previously, a 1D-model of the engine was
developed with OpenWAM. For the work presented here, the
most critical part of the engine cycle is the open cycle, from
EVO to IVC. In a 2-stroke engine, the pressure waves in
both the intake and exhaust manifolds have a great influence
on engine efficiency, and therefore careful consideration
should be given to the correlation of the exhaust and intake
pressures. Fig. 3 shows the results of this calibration, and
it can be observed that the wave model is qualitatively
very similar to the real conditions (the pressure waves are
very well phased), even if there are some small quantitative
deviations. Thus, this model can be used as a reference
for the non-measurable parameters and to confront with the
residual mass estimator results.

As shown in Table 2, all the measured parameters such as
the intake or exhaust temperature and pressure, or the intake
air mass, are very close to the values estimated from the
model (less than 1.8% error). However, the non-measurable
parameters (mass at IVC and IGR rate) are calculated with
the simple estimator and appear to be substantially over-
estimated, with an error above 40% , confirming the need
to develop a reliable tool for the estimation of the residual

mass.

[Table 2 about here.]

Validation of the residual mass estimator

In order to validate the IGR estimator, two DoEs, at different
operating points, were used, one at medium load and low
engine speed, and the other at high load and high engine
speed.

These DoEs were created from experimental measure-
ments performed on the engine, and the twenty-five corre-
sponding points were calculated by means of the Open WAM
model. For each point, the calculated IGR rate was compared
to the prediction from the simple estimator (used on the
engine test bench). Simultaneously, the proposed detailed
estimator (based on polytropic processes) was adjusted with
the results from OpenWAM and from the measurements
to properly estimate the residuals fraction and the trapped
mass. In this way, direct comparison between the results
obtained with the 1D model and those from the estimators

was possible.

Set up of the DoEs The real operating conditions on which
the two DoEs were based are presented in Table 3. Four
parameters were then selected as inputs for the DoEs: the

pressures at the intake and at the exhaust (P;,; and Pe.p),
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thus setting the pressure drop (A P), and the phasing of the
intake and the exhaust camshafts (VVT;,; and VVT,.}p),
thus setting the overlap (Olap).

[Table 3 about here.]

The configurations of the DoEs are presented in
Appendix C, where the parameters for each of the twenty-
five points are detailed. For each DoE, each point was
calculated with the Open WAM model, and compared to those
obtained from the simple estimator, providing a wide basis

for comparison at various scavenging conditions.

Results from the DoEs and comparison between the
OpenWAM mode! and the estimators As shown in Fig 5
(and detailed in Appendix D, see Table 6 and Table 7), the
mean error between the OpenWAM model and the simple
IGR estimator is around 4 % in absolute value, with a peak
at more than 6 % for some conditions.

The calibration of the detailed estimator was performed
by adjusting the polytropic coefficients for each operating
point, thus obtaining: ke,p1 = 1.4 and keppe = 1.2. As a
first approach, the polytropic coefficient for the trapped mass
is fixed at k;,,; = 1.35. As shown in Fig 5, the mean error is
drastically reduced to around 1.4 % for DoE 1, and 0.5 % for
DoE 2.

Adjustments of the polytropic coefficients
[Figure 5 about here.]

The estimate of the residuals fraction is noticeably
improved by the use of the detailed IGR estimator with
respect to the simple one, as shown in Fig. 5, where the
first version of the detailed estimator is represented by the
orange plot. It can be observed that the trend from the WAM
model is followed very closely, which was not the case with
the simple estimator (for instance, between the third and
fourth points of DoE 1, the IGR rate should decrease, but
increases with the simple estimator). However, the precision
can still be improved with some fine-tuning of the polytropic
coefficient for the trapped mass (initially set to k;,; = 1.35).

Indeed, the IGR rate is still underestimated due to a too
high polytropic coefficient (hence a too low heat transfer)
for the fresh intake air. A new value of k;,; = 1.30 was
selected to increase the heat transfer to the intake air, but
ensuring that it should still be lower than that of the residuals
(since the temperature difference between the residuals and
the cylinder wall should be higher than that between the
intake ducts and the fresh air). Then, the DoEs were repeated
using k;,: = 1.30, and the results are represented by the blue
plot in Fig. 5.

[Figure 6 about here.]

The previous study was then repeated for all the points
of the two DoEs with a polytropic coefficient for the
trapped mass of k;,; =1.3. In both operating points
a slight improvement can be observed, with a mean
difference of around 0.2 % (even 0.02 % for DoE 1) and a
maximum difference below 1 %. The detailed results (data
corresponding to Fig. 5) are given in Appendix D.

Another factor that needs to be considered in the validation
is the sensitivity of the estimator to the engine parameters, as
represented in Fig. 6 where the IGR rate is expressed as a
function of the various parameters from the DoEs (each one
being successively taken as a variable whereas the other ones
are kept constant). Aside from the quantitative error already
demonstrated in Fig. 5, it can be observed here that at low
load (DoE 1), the response of the simple model is consistent
with the WAM reference for the intake pressure variations,
but loses sensitivity when changing the pressure drop or
the valve overlap. At higher load (DoE 2), the sensitivity
is also lost when the intake valve timing is modified. On
the contrary, the detailed model keeps a good sensitivity
compared to the WAM reference, regardless of the parameter
studied.

[Figure 7 about here.]

As a final check, the detailed version of the residuals
estimator was compared to the simple one used previously
on the engine, and implemented into CALMEC to calculate
the heat release for various operating points. As the heat
release calculation is more affected by the residual mass
fraction when low loads are considered, the validation was
focused on points with IMEP ranging from 3 to 5 bar. As
shown in Fig. 7, the residuals mass is not overestimated
anymore, and thus a larger part of the energy released
by combustion is transformed into indicated energy. This
results in an apparent combustion efficiency (calculated as
the ratio between the maximum cumulative heat release and
the fuel chemical energy) more similar to the real combustion
efficiency calculated from HC and CO measurements.
Moreover, the detailed model is free from the unphysical
phenomena observed with the simple estimator before the
start of combustion (a negative heat release mathematically

compensating for the over-estimated mass).
[Figure 8 about here.]

The other parameters relevant for the validation are the in-
cylinder temperature, which affects directly the heat transfer,

and the global composition inside the cylinder. As it can
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be seen in Fig. 8, the variation of the IGR rate has a
deep impact on the in-cylinder temperature thus affecting
importantly the heat rejection to the chamber walls. As the
heat transfer plays a key role in the energy balance of the
engine [56, 57, 58], the behavior seen in Fig. 7 (that is, the
negative heat release before the start of combustion) can also
be justified mainly by the uncertainty in this term. According
to these comments, it can be concluded that improving the
residuals estimation has a global impact on the combustion
diagnostic.

Finally, both the temperature and the cylinder composition
are very important to better understand the link between
combustion and pollutant emissions, as they determine the
combustion conditions and the resulting adiabatic flame

temperature.

Conclusion

In response to the necessity of evaluating the mass of the
residual burnt gases inside the cylinder, several versions of
an IGR estimator have been developed, from a simple and
easily manageable tool for direct application in the engine
test bench, to a more detailed and accurate, but also more
time-consuming, thermodynamic model. It was prescribed
that the only inputs required by the estimator should be the
basic magnitudes usually measured in an engine (pressures,
temperatures, EGR rate, TR, etc.), in order to avoid specific
equipment or engine adaptation. The methodology used to
develop the model consisted simply of the application of
thermodynamics to the different phases of the engine cycle.
Once the model was developed, a validation methodology
was mandatory in order to assure its consistency. The
scavenging process was analyzed by means of 3D CFD
simulations, whose results were subsequently used to
calibrate an OpenWAM 1D model of the engine, which
would then be used as a reference engine. Two 25-points
DoEs were designed at two operating points and the IGR
rates obtained with the different versions of the estimator
were compared to the results from the reference Open WAM
engine. A significant improvement was achieved when
changing for the simple estimator to the detailed version, in
terms of the accuracy of the estimates of the residual mass
and the total mass at IVC, with a reduction in the relative
error as well as exhibiting more consistent trends. Finally,
the detailed version was incorporated into the combustion
diagnosis tool CALMEC to re-evaluate experimental tests
and compare the results with those obtained with the simple
estimator. More realistic results concerning the combustion

process and the heat transfer were achieved, presenting more

physically sensible heat release profiles regardless of the
operating conditions considered.

Eventually, the two versions of the IGR estimator have
complementary applications. The simple model, even if not
as accurate, allows fast calculations and real-time estimates
directly at the test bench. The detailed version is not as
easily manageable for such an application, but provides very
accurate evaluations of the mass of residual burnt gases
inside the cylinder for off-line analyses, in particular for
combustion diagnosis, as this requires good precision and
high levels of physical background to provide consistent
results in terms of heat release or heat transfer calculations,
and also for the proper estimation of pollutant emissions with

chemical models.
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Nomenclature

Ner Trapping efficiency (Trapping Ratio)
AFR,;  Stoichiometric Air/Fuel Ratio

CAD Crank Angle Degree

Cp Thermal coefficient of the mixture

Cpa Thermal coefficient of the fresh air

Cpy, Thermal coefficient of the burnt gases
Cprve Thermal coefficient of the mixture at IVC
Cpres Thermal coefficient of the residuals

Cpy Thermal coefficient of the trapped mass

EGR Exhaust Gas Recirculation

EVO Exhaust Valve Opening (angle)
hrve Enthalpy of the mixture at IVC
Ryes Enthalpy of the residuals

hr Enthalpy of the trapped mass
IGR Internal Gas Recirculation

IMFEP Indicated Mean Effective Pressure

wvc Intake Valve Closing (angle)

kexh1 Polytropic coefficient during the expansion
kezho Polytropic coefficient during scavenging
kint Polytropic coefficient at the intake

Mg b Burnt air mass

Mg Fresh air mass at the intake

mMpp Blow-by mass

meyy, Methane mass at the exhaust
m¢;,  Methane mass at the intake
mé, Methane trapped mass

mgepar  EGR mass

mgeyvo  Total mass at EVO

mg Fuel mass

mypy Burnt fuel mass

mrve Total mass at IVC
Myes Residual mass

Me Short-circuited mass
mint Total mass at the intake
My Total trapped mass

Prvo Cylinder pressure at EVO
Pryve Cylinder pressure at IVC
Prin Minimum cylinder pressure
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Trve
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T,

TR
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ngg,;
X, 6”124
XEg,
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yive
a
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int
Y,
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r
}/b h
ex
144
wnt
CHy

Intake pressure

Ideal gas constant for fresh air

Ideal gas constant for burnt gases

Ideal gas constant for mixture at EVO

Ideal gas constant for mixture at IVC

EGR rate

Exhaust temperature

Standard temperature

Intake temperature

Cylinder temperature at [VC

Temperature of the residuals

Temperature of the residuals at EVO
Temperature of the residuals at min. cyl. pres.
Temperature of the trapped mass
Temperature of specie x

Trapping Ratio

Cylinder volume at EVO

Cylinder volume at IVC

Variable Valve Timing

Intake Variable Valve Timing

Exhaust Variable Valve Timing

Methane molar fraction at the exhaust
Methane molar fraction at the intake
Carbon dioxide molar fraction at the exhaust
Carbon dioxide molar fraction at the intake
Mass fraction of fresh air at IVC

Mass fraction of fresh air in the residuals
Mass fraction of fresh air in trapped mass
Mass fraction of burnt gases in blow-by
Mass fraction of burnt gases in the cylinder
Mass fraction of burnt gases at EVO

Mass fraction of burnt gases at the exhaust
Mass fraction of burnt gases at the intake
Mass fraction of burnt gases at IVC

Mass fraction of burnt gases in the residuals
Mass fraction of burnt gases in trapped mass
Methane mass fraction at the exhaust
Methane mass fraction at the intake
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Appendices

Appendix A. Tracer method for Trapping Ratio calculation

tr
My MCom,

Mr = :
Mg m}?}h

int tr exh
mcp, = Mcn, + McH,

int exh exh exh X
er = Mch, —McHy, _ _ MCH _ YR, - (ma +my)
tr — int - int
mch, mch,

exh .~ yexh
XCH4 ~ L1 CH,y
Xint ~ Vint
CHy ~ Y*CH,

_ Mg +my Xé"}ﬁ
e ma ) X8,

XE'II-}IZ _ (1 - "7257‘) Mg

int
XCH4 Mg + My

Mg + My

e =1 (XCH Xis
ma_ 4 + 2

exh exh
X&H, X&0,

XE?I’?AL _ (1 B 77“‘) * Mg

Xg, mat+mp—mper- (1 - )

(Eq.

(Eq.

(Eq.

(Eq.

(Eq.

(Eq.

(Eq.

(Eq.

30)

31)

32)

33)

34)

35)

36)

37)
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Appendix B. Calculation of the burnt gas mass fraction at EVO

cxh EVO int bb
EVO _ Ma,b + mgp + MEGR - Ybel ! + Myes - va — Mg - YVbMI — Mpyp * }/b

Y, (Eq. 38)
my + Mq + MEGR + Mres — Msc — Mpp
YIVC + YEV()
A (Eq. 39)
yEVO _ Mab +Mpp + YE,eQIh : (mEGR — Mse - TEGR) - % : YLIVC (Eq. 40)
b mf+ma+mEGR_msc_% '
h Yierh —mae TEGR)+Mres ViEY ©
YbEVO _ Map+mpp + YR (mear — Mse - Tear) — % LY (mecr mmIVECGR) m -
mf+ma+mEGR_msc_ %
_ Mayp +mpp+ Y (mpar — mse - Tear) - ( — b . mllvc) — e e Y EVO
mysg + Mg +MEGR — Mse — %
Ma,b + myp + Y;)ezh . (mEGR — Mse » TEGR) : ( - % : mllvc)
= (Eq. 41)
— mpp | Mres
myg + Mg + MEGR Mge + p) ("HVC 1)
(Matms+mpeer—mse—mp) Y © ) ' my, 1
yEVO Ma,b + 1M pp + 7nf+ma+mEcR—mu,—msc-TEbcR (mpcr —mse - Togr) - (1 — "5 mive
b = 7
myg + Mg +MEGR — Mse + 52 - (777:1’;50 — 1)
_ Mgb +Myfb
Myes Ma+Ms+MEGR—Msc—Mbb
mysg+ Mg +MEGR — Mse + % ' (ﬂTIvc - ) T myptmetmecr—muy—mse- TEGR
) m
= Mad T Tpb (Eq. 42)
(meGr — Mse - TEGR) - (1 - zﬁffic)
mgp
Map =7 F’;% ; (Eq. 43)
1 AFRg +1
m Map=Mtp |1+ —— | =mtp - | ————— Eq. 44
f£,b T Mab f.b ( AFRst> f.b ( AFR. (Eq. 44)
([ AFR.+1
YEVO _ f.b < AR, )
f =

Mag+Ms+MEGR—Msc
Ma+my+mpepcr—msc TEGR

Mo +Myf +MEGR — Msc — ( ) -(mear —Mse - TEGR)

AFR 41
mgp - ( AF T, ) “(ma +mys +mpcr — Mse - TEGR)

(mq +my + mEGR)2 — (Mg +myg +mpGRr) - Mse — (Mo +Mf +MEGR) - MEGR + MEGR - Masc

AFR+1
mygp - < AFRt: ) (ma + mfg +MEGR — Msc* TeGr)

- (Eq. 45)
(Mg +my) - (Mg + My + mpgr — Msc) q
AFR 41
e (2252
VO — AF R, (Eq. 46)

Ma+Mf+MEGR—Msc
Mao+ms+mecrR—msc TEGR

Me + My + MEGR — Mo — ( ) -(megar — Mse - TEGR)
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Appendix C. DoE configurations

[Table 4 about here.]

[Table 5 about here.]
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Appendix D. Detailed results of the DoEs

[Table 6 about here.]

[Table 7 about here.]
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Table 1. Main engine specifications

Engine Type 2-stroke compression ignition
Displacement (Bore x Stroke) 365 cm® (76 x 80.5 mm, single cylinder)
Connecting Rod Length 133.75 mm

Compression Ratio 17.6:1

Fuel injection system Diesel common rail HSDI

Injector nozzle 10 holes, 80 um, 148" spray included angle
Number of Valves 4 (2 intake / 2 exhaust)

Type of scavenge Poppet valves with scavenge loop
Valvetrain DOHC with VVA

Nominal intake valve timing TVO=161.9 CAD aTDC

(set at VVT,,,;=0) IVC=251.6 CAD aTDC

Nominal exhaust valve timing EVO=122.6 CAD aTDC

(setat VVT .1, =0) EVC=226.9 CAD aTDC
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Table 2. Wave model validation

| OpenWAM Experimental %Error

Admitted mass (kg/h) 120.01 117.89 1.77 %
Retained mass (g) 0.61455 0.61528 0.12 %
IGR rate (-) 21.21 % 30.26 % 42.64 %
Mass at IVC (g) 0.78002 0.88225 13.11 %
Trapping Ratio (-) 76.81 % 78.29 % 1.92 %
T intake (K) 307.5 309.6 0.69 %
T exhaust (K) 807.8 797.0 1.33 %
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Table 3. DoEs reference points

Point 1 Point 2
(medium load / low speed) (high load / high speed)

Speed (rpm) 1500 2500
IMEP (bar) 10.5 15.0
Torque (N.m) 50.2 76.4
Power (kW) 7.9 20.0
P;,: (bar) 2.50 3.90
P..n (bar) 1.80 2.55
AP (bar) 0.70 1.35
VVT,;,; (cad) 256.7 246.7
VVT,.p (cad) 2374 231.4
Overlap (cad) 70 74
Trapping Ratio (%) 70.3 78.3
IGR Ratio (%) 30.2 30.3
In-Cyl Richness (-) 0.54 0.64
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Table 4. DoE 1 configuration

Pint Pea:h AP VVT,;nt VVTemh Olap
[bar] [bar] [bar] [cad] [cad] [cad]
I 2.5 1.8 0.7 10 15 70
2 2.4 1.8 0.6 7.5 7.5 65
3 2.4 1.8 0.6 7.5 17.5 75
4 2.4 1.6 0.8 7.5 7.5 65
5 2.4 1.6 0.8 7.5 17.5 75
6 2.4 1.8 0.6 12.5 12.5 65
7 2.4 1.8 0.6 12.5 22.5 75
8 2.4 1.6 0.8 12.5 12.5 65
9 2.4 1.6 0.8 12.5 22.5 75
10 2.6 2.0 0.6 7.5 7.5 65
11 2.6 2.0 0.6 7.5 17.5 75
12 2.6 1.8 0.8 7.5 7.5 65
13 2.6 1.8 0.8 7.5 17.5 75
14 2.6 2.0 0.6 12.5 12.5 65
15 2.6 2.0 0.6 12.5 22.5 75
16 2.6 1.8 0.8 12.5 12.5 65
17 2.6 1.8 0.8 12.5 22.5 75
18 2.7 2.0 0.7 10 15 70
19 2.3 1.6 0.7 10 15 70
20 2.5 1.8 0.7 15 20 70
21 2.5 1.8 0.7 5 10 70
22 2.5 1.6 0.9 10 15 70
23 2.5 2.0 0.5 10 15 70
24 2.5 1.8 0.7 10 25 80
25 2.5 1.8 0.7 10 5 60
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Table 5. DoE 2 configuration

Pint Pea:h AP VVT,;nt VVTemh Olap
[bar] [bar] [bar] [cad] [cad] [cad]
1 3.9 2350 1.55 10 15 70
2 3.8 2350 145 7.5 7.5 65
3 3.8 2350 145 7.5 17.5 75
4 3.8 2.150 1.65 7.5 7.5 65
5 3.8 2.150 1.65 7.5 17.5 75
6 3.8 2350 145 12.5 12.5 65
7 3.8 2350 145 12.5 22.5 75
8 3.8 2.150 1.65 12.5 12.5 65
9 3.8 2.150 1.65 12.5 22.5 75
10 4 2.550 145 7.5 7.5 65
11 4 2.550 145 7.5 17.5 75
12 4 2350 1.65 7.5 7.5 65
13 4 2350 1.65 7.5 17.5 75
14 4 2.550 145 12.5 12.5 65
15 4 2.550 145 12.5 22.5 75
16 4 2350 1.65 12.5 12.5 65
17 4 2350 1.65 12.5 22.5 75
18 4.1 2.550 1.55 10 15 70
19 3.7 2.150 1.55 10 15 70
20 3.9 2350 1.55 15 20 70
21 3.9 2350 1.55 5 10 70
22 3.9 2.150 1.75 10 15 70
23 3.9 2.550 1.35 10 15 70
24 3.9 2350 1.55 10 25 80
25 3.9 2350 1.55 10 5 60
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Table 6. Results of DoE 1 - IGR rates

. . 2k Est. . 2k Est. .

WAM | Simple Est.  Diff. kinp — 1.35 Diff. kiny — 1.30 Diff.
I 2208% 26.12 % 4.04 20.56 % -1.52 22.02% -0.06
2 2550 % 27.44 % 1.94 24.22 % -1.28 25.62 % 0.12
3 21.72% 25.46 % 3.74 20.05 % -1.67 21.32 % -0.40
4 2093 % 25.82 % 4.89 19.44 % -1.49 21.07 % 0.14
5 1839 % 23.86 % 547 16.78 % -1.61 18.15 % -0.24
6 2491 % 27.95 % 3.04 23.99 % -0.92 2541 % 0.50
7 2129% 25.66 % 4.37 19.81 % -1.48 21.10 % -0.19
8  20.66 % 25.96 % 5.30 19.24 % -1.42 2091 % 0.25
9 17.96 % 2393 % 597 16.41 % -1.55 17.83 % -0.13
10 27.20 % 28.48 % 1.28 26.26 % -0.94 27.63 % 0.43
11 2027 % 24.95 % 4.68 18.64 % -1.63 19.99 % -0.28
12 23.13 % 26.85 % 3.72 21.67 % -1.46 23.28 % 0.15
13 20.11 % 24.94 % 4.83 18.57 % -1.54 19.93 % -0.18
14 28.10 % 29.06 % 0.96 27.18 % -0.92 28.50 % 0.40
15 23.59 % 26.78 % 3.19 22.28 % -1.31 2351 % -0.08
16 22.81 % 26.67 % 3.86 21.13 % -1.68 22.64 % -0.17
17 19.96 % 25.14 % 5.18 18.63 % -1.33 20.02 % 0.06
18 23.86 % 27.20 % 3.34 22.71 % -1.15 24.13 % 0.27
19 20.29 % 25.24 % 4.95 18.67 % -1.62 20.15 % -0.14
20 21.96 % 26.52 % 4.56 20.69 % -1.27 22.18 % 0.22
21 2223 % 26.00 % 3.77 20.67 % -1.56 22.11 % -0.12
22 18.44 % 24.76 % 6.32 16.97 % -1.47 18.61 % 0.17
23 2730 % 28.16 % 0.86 26.01 % -1.29 27.20 % -0.10
24 20.24 % 24.39 % 4.15 18.58 % -1.66 19.73 % -0.51
25  26.80 % 28.42 % 1.62 25.64 % -1.16 27.19 % 0.39
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Table 7. Results of DoE 2 - IGR rates

2Kk Est.

2k Est.

WAM | Simple Est.  Diff. ki = 1.35 Diff. kiny — 1.30 Diff.
I 20.10% 2420 % 4.10 20.69 % 0.58 20.39 % 0.29
2 2077 % 24.59 % 3.82 21.40 % 0.63 21.29 % 0.52
3 1994 % 23.60 % 3.65 20.05 % 0.10 19.59 % -0.36
4 19.63 % 24.06 % 4.44 20.76 % 1.13 20.28 % 0.65
5 1895% 22.97 % 4.03 19.45 % 0.50 18.70 % -0.24
6 2042 % 24.85 % 4.42 20.92 % 0.50 21.08 % 0.65
7 1937 % 23.75 % 4.38 19.42 % 0.05 19.17 % -0.20
8 1931 % 2431 % 5.00 20.32 % 1.00 20.10 % 0.79
9 1851% 23.15 % 4.65 18.93 % 042 18.41 % -0.10
10 21.73 % 25.20 % 3.48 22.28 % 0.55 22.30 % 0.57
11 20.86 % 24.20 % 3.34 20.90 % 0.04 20.53 % -0.33
12 20.56 % 24.65 % 4.09 21.62 % 1.06 21.25 % 0.70
13 19.80 % 23.59 % 3.79 20.28 % 0.48 19.60 % -0.20
14 21.46 % 25.49 % 4.03 21.86 % 0.40 22.15 % 0.69
15 2034 % 24.35 % 4.01 20.31 % -0.03 20.15 % -0.20
16 20.22 % 24.90 % 4.69 21.16 % 0.95 21.06 % 0.85
17 1936 % 23.75 % 4.39 19.74 % 0.38 19.29 % -0.07
18 2093 % 24.78 % 3.85 21.47 % 0.54 21.26 % 0.34
19 1955 % 23.64 % 4.09 19.90 % 0.35 19.55 % 0.01
20 19.61 % 24.29 % 4.67 20.07 % 0.46 19.99 % 0.38
21 2040 % 24.01 % 3.61 21.13 % 0.73 20.59 % 0.19
22 1917 % 23.70 % 4.53 20.14 % 0.97 19.55 % 0.38
23 21.15% 24.80 % 3.65 21.28 % 0.13 2131 % 0.16
24 19.24 % 22.90 % 3.66 19.09 % -0.15 18.40 % -0.84
25 21.06 % 25.12 % 4.06 21.92 % 0.86 21.97 % 0.91



