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Abstract 
Understanding human behaviour in risk situations, how individual and external factors 

influence our decisions and to what extent it is possible to influence and modify our 

behaviours, constitutes a challenge both for scientists and for society in general. From 

the perspective of Occupational Safety and Health (OSH), as well as in numerous fields 

such as sociology of finance, this topic has important implications since risk situations 

are a common aspect in various domains of our lives. 

Risk taking (RT) is part of the decision-making process in uncertain situations, in which 

the probability of each positive or negative consequence is known in advance. Although 

the concept of RT is well defined in the literature, it has been approached from different 

perspectives, so that the factors that have been proposed to explain or moderate RT are 

also very diverse. Focusing on the individual factors – cognitive and emotional processes 

– that influence RT, these may affect how hazardous situations are addressed in two 

different ways. First, they can skew the perception of a situation, so that an adequate 

evaluation is not carried out and therefore this leads to biased behaviors. Second, these 

factors shape a certain general propensity towards risk in humans, so that they may or 

may not be attracted to potentially dangerous situations. 

In the same way that the definition of RT has been approached from different 

perspectives, the evaluation of RT has also been treated from different points of view 

and nowadays constitutes a challenge for researchers and practitioners, so that a clear 

consensus has not been found regarding the existence of a validated measure for RT. RT 

evaluation has traditionally been carried out using questionnaires; however, it has been 

demonstrated that these measures present various limitations that can lead to altered 

results. Behavioural tasks emerge as an alternative solution capable of overcoming some 

of these boundaries. Instead, their ability to transference to real life situations appears to 

be limited. 

Virtual reality (VR) enables recreating real-simulated situations to carry out 

performance-based assessments. VR presents numerous advantages that can provide 

benefits for the evaluation of human behaviours, since it provides greater immersion, 

fidelity and a higher level of involvement than traditional evaluation methods, and 

numerous works in the field of applied psychology and organizational neuroscience 

have endorsed its use for human assessment. 

In this investigation, we propose VR as technology capable of facilitating the study of 

RT processes, taking advantage of its numerous possibilities, which can be resumed as: 

simulation of realistic risk situations, natural interactions with the virtual environment, 

inclusion of implicit measures for stealth assessment and physiological real-time 

measurement. 
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Starting from these premises, we present the results of a study in which participants 

permormed a series of tasks in a gamified VR environment: the Spheres & Shield Maze 

Task (SSMT). By recording implicit behavioural measures, we found relationships 

between participants´ behaviours in the SSMT and their answers to self-reported risk-

related constructs. After conducting this study, we conclude that gamified virtual 

environments are an appropriate tool for evaluating RT, and in particular, the approach 

used to design the SSMT is a good starting point that evokes behaviors and reactions 

capable of representing the risk propensity of the participants.  

As a continuation of this first study, an investigation was carried out in order to identify 

in more detail which risk-related constructs constitute RT, in order to develop a VR 

Serious Game that evaluates RT in an accurate way. In this investigation, we took the 

approach that risk perception and risk proneness affect RT behaviours. The study 

hypothesised that locus of control, emotion regulation, and executive control act as 

perceptual biases in RT, and that personality, sensation seeking, and impulsivity traits 

act as proneness biases in RT. The results suggest that the dimensions identified as 

perceptual biases influence specific domains of RT, while the dimensions identified as 

proneness biases are involved in all domains of RT, representing a given degree of 

general risk proneness. 

Finally, once the bases for the design of a virtual environment capable of measuring RT 

have been defined and the factors that make up this concept have been identified, we 

present the Assessment on dEcision Making in rIsk eNvironments (AEMIN) tool, as an 

extension of the SSMT. The main aim of this study was to analyze whether it is possible 

is to classify participants with high versus low risk proneness, through their behaviours 

and physiological responses during playing AEMIN. Applying machine learning 

methods to the dataset we studied: (a) if through these measures it is possible to 

discriminate between the two populations in each risk proneness variable (personality, 

sensation seeking and impulsivity); and (b) which parameters better discriminate 

between the two populations in each variable. The results suggest that AEMIN 

constitutes a valid tool for the evaluation of RT, especially because of its ability to evoke 

responses capable of classifying users in terms of their propensity towards risk in a 

transversal manner, regardless of the type of risk. 

This thesis provides novel contributions to the definition of RT, particularly in the 

identification of which factors constitute this complex process. Moreover, it investigates 

the use of immersive VR in human behaviour research, specifically for RT assessment, 

providing design premises of virtual environments for the evaluation of the 

psychological constructs identified as determinants to define RT. Finally, it analyses the 

validity of VR in combination with physiological measures for the evaluation of RT in 

an implicit way. We believe that VR provides innumerable advantages applicable to the 

field of human behaviour research. Its ability to evoke behaviours and reactions similar 

to those in real life, the possibilities of integration with implicit measures as well as its 
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potential when applying machine learning techniques make this technology a tool that 

can completely transform the perspectives in the field of RT evaluation.   
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Resumen 
Comprender el comportamiento humano en situaciones de riesgo, cómo los factores 

individuales y externos influyen en nuestras decisiones y en qué medida es posible 

influir y modificar nuestros comportamientos, constituye un desafío tanto para los 

científicos como para la sociedad en general. Desde la perspectiva de la Seguridad y 

Salud en el Trabajo (SST), así como en numerosos campos como la sociología y las 

finanzas, este tema tiene importantes implicaciones ya que las situaciones de riesgo son 

un aspecto común en diversos ámbitos de nuestra vida. 

La toma de riesgos (TR) es parte del proceso de toma de decisiones en situaciones de 

incertidumbre, en las que se conoce de antemano la probabilidad de cada consecuencia 

positiva o negativa. Si bien el concepto de la TR está bien definido en la literatura, se ha 

abordado desde diferentes perspectivas, por lo que los factores que se han propuesto 

para explicar o moderar la TR también son muy diversos. Centrándonos en los factores 

individuales (procesos cognitivos y emocionales) que influyen en la TR, estos pueden 

afectar la forma en que se abordan las situaciones peligrosas de dos maneras diferentes. 

En primer lugar, pueden sesgar la percepción de una situación, de modo que no se lleve 

a cabo una evaluación adecuada y por tanto esto lleve a conductas sesgadas. En segundo 

lugar, estos factores configuran una cierta propensión general al riesgo en los seres 

humanos, de modo que pueden o no sentirse atraídos por situaciones potencialmente 

peligrosas. 

De la misma manera que la definición de la TR se ha abordado desde diferentes 

perspectivas, su evaluación también se ha tratado desde diferentes puntos de vista y 

constituye hoy en día un desafío para investigadores y profesionales, por lo que no se 

ha encontrado un consenso claro en cuanto a la existencia de una medida validada para 

la TR. La evaluación de la TR se ha realizado tradicionalmente mediante cuestionarios; 

sin embargo, se ha demostrado que estas medidas presentan diversas limitaciones que 

pueden conducir a resultados alterados. Las tareas comportamentales surgen como una 

solución alternativa capaz de superar algunas de estas barreras. En cambio, su capacidad 

de transferencia a situaciones de la vida real parece ser limitada. 

La realidad virtual (RV) permite recrear situaciones reales simuladas para realizar 

evaluaciones basadas en el desempeño. La RV presenta numerosas ventajas que pueden 

aportar beneficios para la evaluación de los comportamientos humanos, ya que aporta 

una mayor inmersión, fidelidad y un mayor nivel de implicación que los métodos de 

evaluación tradicionales, y numerosos trabajos en el campo de la psicología aplicada y 

la neurociencia organizacional han avalado su uso para evaluación humana. 

En esta investigación, proponemos la RV como tecnología capaz de facilitar el estudio 

de los procesos de la TR, aprovechando sus numerosas posibilidades, que se pueden 

resumir como: simulación de situaciones de riesgo realistas, interacciones naturales con 
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el entorno virtual, inclusión de medidas implícitas para evaluación oculta y medición 

fisiológica en tiempo real. 

Partiendo de estas premisas, presentamos los resultados de un estudio en el que los 

participantes realizaron una serie de tareas en un entorno de realidad virtual gamificado: 

el Spheres & Shield Maze Task (SSMT). Al registrar medidas de comportamiento 

implícitas, encontramos relaciones entre los comportamientos de los participantes en el 

SSMT y sus respuestas a los constructos autoinformados relacionados con el riesgo. Tras 

realizar este estudio, concluimos que los entornos virtuales gamificados son una 

herramienta adecuada para evaluar la TR, y en particular, el enfoque utilizado para 

diseñar el SSMT es un buen punto de partida que evoca comportamientos y reacciones 

capaces de representar la propensión al riesgo de los participantes. 

Como continuación de este primer estudio, se llevó a cabo una investigación con el fin 

de identificar con más detalle qué constructos relacionados con el riesgo constituyen la 

TR, con el fin de desarrollar un juego serio en RV que evalúe la TR de forma precisa. En 

esta investigación, adoptamos el enfoque de que la percepción de riesgo y la propensión 

al riesgo afectan los comportamientos de la TR. El estudio planteó la hipótesis de que el 

locus de control, la regulación emocional y el control ejecutivo actúan como sesgos de 

percepción en la TR, y que los rasgos de personalidad, búsqueda de sensaciones e 

impulsividad actúan como sesgos de propensión en la TR. Los resultados sugieren que 

las dimensiones identificadas como sesgos de percepción influyen en dominios 

específicos de la TR, mientras que las dimensiones identificadas como sesgos de 

propensión están involucradas en todos los dominios de la TR, lo que representa un 

grado dado de propensión general al riesgo. 

Finalmente, una vez definidas las bases para el diseño de un entorno virtual capaz de 

medir la TR y se han identificado los factores que componen este concepto, presentamos 

la herramienta Assessment on dEcision Making in rIsk eNvironments (AEMIN), como 

extensión de el SSMT. El objetivo principal de este estudio fue analizar si es posible 

clasificar a los participantes con una propensión hacia el riesgo alta frente a los de baja, 

a través de sus comportamientos y respuestas fisiológicas durante la reproducción de 

AEMIN. Aplicando métodos de aprendizaje automático al conjunto de datos 

estudiamos: (a) si a través de estas medidas es posible discriminar entre las dos 

poblaciones en cada variable de propensión al riesgo (personalidad, búsqueda de 

sensaciones e impulsividad); y (b) qué parámetros discriminan mejor entre las dos 

poblaciones en cada variable. Los resultados sugieren que AEMIN constituye una 

herramienta válida para la evaluación de la RT, especialmente por su capacidad de 

evocar respuestas capaces de clasificar a los usuarios en función de su propensión al 

riesgo de forma transversal, independientemente del tipo de riesgo. 

Esta tesis proporciona aportaciones a la definición de la TR, particularmente en la 

identificación de qué factores constituyen este complejo proceso. Además, investiga el 

uso de la RV inmersiva en la investigación del comportamiento humano, 
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específicamente para la evaluación de la TR, proporcionando premisas de diseño de 

entornos virtuales para la evaluación de los constructos psicológicos identificados como 

determinantes para definir la TR. Finalmente, analiza la validez de la RV en combinación 

con medidas fisiológicas para la evaluación de la TR de forma implícita. Creemos que la 

RV ofrece innumerables ventajas aplicables al campo de la investigación del 

comportamiento humano. Su capacidad para evocar comportamientos y reacciones 

similares a las de la vida real, las posibilidades de integración con medidas implícitas, 

así como su potencial a la hora de aplicar técnicas de aprendizaje máquina hacen de esta 

tecnología una herramienta que puede transformar completamente las perspectivas en 

el campo de la evaluación de la TR. 
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Resum 
Comprendre el comportament humà en situacions de risc, com els factors individuals i 

externs influeixen en les nostres decisions i en quina mesura és possible influir i 

modificar els nostres comportaments, constitueix un desafiament tant per als científics 

com per a la societat en general. Des de la perspectiva de la Seguretat i Salut en el Treball 

(SST), així com en nombrosos camps com la sociologia i les finances, aquest tema té 

importants implicacions ja que les situacions de risc són un aspecte comú en diversos 

àmbits de la nostra vida. 

La presa de riscos (PR) és part del procés de presa de decisions en situacions d'incertesa, 

en les quals es coneix per endavant la probabilitat de cada conseqüència positiva o 

negativa. Si bé el concepte de la PR està ben definit en la literatura, s'ha abordat des de 

diferents perspectives, per la qual cosa els factors que s'han proposat per a explicar o 

moderar la PR també són molt diversos. Centrant-nos en els factors individuals 

(processos cognitius i emocionals) que influeixen en la PR, aquests poden afectar la 

forma en què s'aborden les situacions perilloses de dues maneres diferents. En primer 

lloc, poden esbiaixar la percepció d'una situació, de manera que no es duga a terme una 

avaluació adequada i per tant això porte a conductes esbiaixades. En segon lloc, aquests 

factors configuren una certa propensió general al risc en els éssers humans, de manera 

que poden o no sentir-se atrets per situacions potencialment perilloses. 

De la mateixa manera que la definició de la PR s'ha abordat des de diferents perspectives, 

la seua avaluació també s'ha tractat des de diferents punts de vista i constitueix hui dia 

un desafiament per a investigadors i professionals, per la qual cosa no s'ha trobat un 

consens clar quant a l'existència d'una mesura validada per a la PR. L'avaluació de la PR 

s'ha realitzat tradicionalment mitjançant qüestionaris; no obstant això, s'ha demostrat 

que aquestes mesures presenten diverses limitacions que poden conduir a resultats 

alterats. Les tasques comportamentals sorgeixen com una solució alternativa capaç de 

superar algunes d'aquestes barreres. En canvi, la seua capacitat de transferència a 

situacions de la vida real sembla ser limitada. 

La realitat virtual (RV) permet recrear situacions reals simulades per a realitzar 

avaluacions basades en l'acompliment. La RV presenta nombrosos avantatges que poden 

aportar beneficis per a l'avaluació dels comportaments humans, ja que aporta una major 

immersió, fidelitat i un major nivell d'implicació que els mètodes d'avaluació 

tradicionals, i nombrosos treballs en el camp de la psicologia aplicada i la neurociència 

organitzacional han avalat el seu ús per a avaluació humana. 

En aquesta investigació, proposem la RV com a tecnologia capaç de facilitar l'estudi dels 

processos de la PR, aprofitant les seues nombroses possibilitats, que es poden resumir 

com: simulació de situacions de risc realistes, interaccions naturals amb l'entorn virtual, 

inclusió de mesures implícites per a avaluació oculta i mesurament fisiològic en temps 

real. 
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Partint d'aquestes premisses, presentem els resultats d'un estudi en el qual els 

participants van realitzar una sèrie de tasques en un entorn de realitat virtual ludificat: 

l'Spheres & Shield Maze Task (SSMT). En registrar mesures de comportament implícites, 

trobem relacions entre els comportaments dels participants en el SSMT i les seues 

respostes als constructes autoinformats relacionats amb el risc. Després de realitzar 

aquest estudi, concloem que els entorns virtuals ludificats són una eina adequada per a 

avaluar la PR, i en particular, l'enfocament utilitzat per a dissenyar el SSMT és un bon 

punt de partida que evoca comportaments i reaccions capaces de representar la 

propensió al risc dels participants. 

Com a continuació d'aquest primer estudi, es va dur a terme una investigació amb la 

finalitat d'identificar amb més detall quins constructes relacionats amb el risc 

constitueixen la PR, amb la finalitat de desenvolupar un joc seriós en RV que avalue la 

PR de manera precisa. En aquesta investigació, adoptem l'enfocament que la percepció 

de risc i la propensió al risc afecten els comportaments de la PR. L'estudi va plantejar la 

hipòtesi que el locus de control, la regulació emocional i el control executiu actuen com 

a biaixos de percepció en la PR, i que els trets de personalitat, cerca de sensacions i 

impulsivitat actuen com a biaixos de propensió en la PR. Els resultats suggereixen que 

les dimensions identificades com a biaixos de percepció influeixen en dominis específics 

de la PR, mentre que les dimensions identificades com a biaixos de propensió estan 

involucrades en tots els dominis de la PR, la qual cosa representa un grau donat de 

propensió general al risc. 

Finalment, una vegada definides les bases per al disseny d'un entorn virtual capaç de 

mesurar la PR i s'han identificat els factors que componen aquest concepte, presentem 

l'eina Assessment on dEcision Making in rIsk eNvironments (AEMIN), com a extensió 

del SSMT. L'objectiu principal d'aquest estudi va ser analitzar si és possible classificar 

als participants amb una propensió cap al risc alta enfront dels de baixa, a través dels 

seus comportaments i respostes fisiològiques durant la reproducció d'AEMIN. Aplicant 

mètodes d'aprenentatge automàtic al conjunt de dades estudiem: (a) si a través 

d'aquestes mesures és possible discriminar entre les dues poblacions en cada variable de 

propensió al risc (personalitat, cerca de sensacions i impulsivitat); i (b) quins paràmetres 

discriminen millor entre les dues poblacions en cada variable. Els resultats suggereixen 

que AEMIN constitueix una eina vàlida per a l'avaluació de la PR, especialment per la 

seua capacitat d'evocar respostes capaces de classificar als usuaris en funció de la seua 

propensió al risc de manera transversal, independentment de la mena de risc. 

Aquesta tesi proporciona aportacions a la definició de la PR, particularment en la 

identificació de quins factors constitueixen aquest complex procés. A més, investiga l'ús 

de la RV immersiva en la investigació del comportament humà, específicament per a 

l'avaluació de la PR, proporcionant premisses de disseny d'entorns virtuals per a 

l'avaluació dels constructes psicològics identificats com a determinants per a definir la 

PR. Finalment, analitza la validesa de la RV en combinació amb mesures fisiològiques 

per a l'avaluació de la PR de manera implícita. Creiem que la RV ofereix innombrables 
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avantatges aplicables al camp de la investigació del comportament humà. La seua 

capacitat per a evocar comportaments i reaccions similars a les de la vida real, les 

possibilitats d'integració amb mesures implícites, així com el seu potencial a l'hora 

d'aplicar tècniques d'aprenentatge màquina fan d'aquesta tecnologia una eina que pot 

transformar completament les perspectives en el camp de l'avaluació de la PR. 
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Chapter 1. Introduction 

Motivation 

Throughout our lives, people find ourselves in countless situations in which there is a 

certain level of uncertainty. Our decision-making process in these types of situations can 

result in positive or negative consequences both for ourselves and for others, which 

makes these situations of special importance. That is why the study of decision-making 

processes in risk situations is of great interest. First, examining which are the main 

psychological factors that are involved in these processes; second, studying how these 

factors work and are processed on an explicit and implicit level; third, developing an 

ecological tool to evaluate individuals regarding these factors, in order to predict their 

behaviours in the face of risk in different contexts. 

The definition of risk taking (RT) is currently a challenge for researchers, since there is 

still no clear consensus in the literature as to which are the psychological factors that 

compose it. In this sense, it is considered essential to analyse which psychological factors 

have been previously studied in terms of their relation with RT, carry out a study that 

shed light on this issue and provide conclusions to this still unanswered question for 

researchers. 

Another key point to highlight is how these factors are measured so far, how they are 

evaluated. In the literature, we can find various explicit assessment tools, in 

questionnaire format - which have been identified as presenting biased results - as well 

as some implicit measures designed to assess RT – which show weak correlations with 

those behaviours in real life -.  

Regarding the evaluation of RT processes, it has been identified that, in the same way 

that there is a lack of consensus when defining the psychological factors that are 

involved in RT, a tool capable of measuring this process of RT in a reliable way is also 

needed. Recently, Virtual Reality (VR) has emerged as a useful tool when creating 

situations and generating realistic sensations in users that bring to light natural 

behaviours and responses similar to those in real life. Thanks to this tool, it is possible to 

study in an objective and quantifiable way natural behaviours and physiological 

reactions to various risk situations. 

Definition of risk taking 

A great variety of definitions for RT can be found in literature, as well as different 

nomenclatures for concepts that may seem similar. Therefore, it is essential to define the 

concept of RT as it is interpreted in this research, since this concept acts as a common 

thread in the following chapters. 
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In this document, RT is understood as that risky behaviour in a situation in which there 

is uncertainty, but in which there is no ambiguity, so that the individual knows the 

probability of each possible consequence (Bechara et al., 2005; Krain et al., 2006). The 

concept of “risk” usually has a negative connotation, although this is not always the case. 

There are situations or domains in which a risk can be interpreted as something positive 

(Pellegrino, 2019; Duell and Steinberg, 2019). This differentiation between 

positive/negative RT among domains is of great interest for this research, since it aims 

to study whether the relationship between psychological constructs and RT depends in 

part on the positive or negative connotation of each situation. 

It should be noted that there are other concepts in the literature that seem similar to RT, 

and that, although they do not refer exactly to RT, they are strongly related to this 

concept. Among these concepts, it is worth highlighting the following: 

- Risk attitude: It is defined as the predisposition of an individual to assess a risk 

in a positive (risk proneness) or negative way (risk aversion), consistently over 

time (Rohrmann, 2008). 

- Risk perception: refers to the evaluations that an individual makes in the face of 

dangers. Such perceptions guide the decision making and are a fundamental 

influence on behaviours (Weber, 2010). 

Given that the definition of RT has been approached in the literature from different 

perspectives, the factors that have been proposed to explain or moderate RT are also 

very diverse. Considering RT as a decision-making component, we can understand that 

the subject goes through various states in the pre-decision phase (Byrnes, 2002; Hastie 

and Dawes, 2001): setting a goal (e.g., getting home as soon as possible), identifying 

alternatives (e.g., going over the speed limits or not, taking a road in a forbidden 

direction or not, ...), analysing the potential results and their consequences and rank-

ordering them (e.g., crossing speed limits is better than taking a road in a forbidden 

direction), and finally selecting the alternative that has been highest in this ranking. After 

the implementation of the action, feelings arise from the consequences of this action, and 

can be positive, such as satisfaction (Houston et al., 1991), or negative, such as 

disappointment or regret (Zeelenberg et al., 1998). 

RT is influenced by three types of factors based on the approach of Einhorn (1970) and 

Hunt et al. (1989) in the field of decision making: decision features, situational factors 

and individual differences. Decision features are the characteristics of the decision, such 

as the ordering of the choice options, the framing of choice options, or the requirement 

of choice justification (Appelt et al., 2011). Situational factors refer to the background of 

the decision, for example, time pressure (Dror et al., 1999) or social context (Nadler et al., 

2001). Finally, individual differences refer to the characteristics of the decision-maker, 

and have been identified as the perception of risks, the expected benefits and risk 

attitude in the field of RT (Figner and Weber, 2011). According to the authors, the trade-

off between the perceived risk and the expected benefits may lead to assessing an 



Chapter 1 

3 
 

alternative as more attractive when the expected benefit is greater than the lost risk, 

while this will be interpreted as less attractive if the perceived risk is greater than the 

expected benefit. Regarding the risk attitude, it has been defined above as the tendency 

to assess a risky situation in a favourable or unfavourable way. 

Individual differences in risk taking 

Although the role of individual differences in RT has been clearly accepted in the 

literature, it is observed that there is no clear consensus about which are the dimensions 

that influence the perception of risks/benefits and the attitude towards risk, and 

therefore, RT. To shed light on this topic, Table 1 lists those variables identified as the 

most influential in RT based on the scientific evidence. 

Table 1. Individual factors influencing RT 

Personality: Big Five factorial model of personality, composed of neuroticism, 

extraversion, openness, agreeableness and conscientiousness factors (McCrae and 

Costa, 1997) 

Relation with RT Articles 

Neuroticism is connected to sensitivity to punishment 

and negative affect. Although it has been related to risk 

aversion, as a way of evading anxiety or guilt about 

negative outcomes, the relation between neuroticism 

and RT seems to be inverse in the health domain, in 

which some studies identified a trend to risk seeking to 

allevite negative emotions in subjects with high 

neuroticism. 

 

Extraversion is defined as a need for stimulating 

experiences, is manifested in positive affect and 

sensitivity to reward and has been related to risk 

seeking. Individuals with high extraversion show 

interest for shinny colours and noisy environments. 

 

Openness to experience, which relates to cognitive risk 

seeking, is relevant to an understanding of social 

behaviours, and participants with high scores in 

openness to experience present greater protection 

against social anxiety. 

 

Agreeableness is characterized by trust and obedience, 

and has been related to risk aversion. 

 

 

 

Elliot and Trash, 2010 

Nicholson et al., 2005 

Vollrath and Torgersen, 

2002 

 

 

 

 

 

Costa and McCrae, 1992 

Eysenck, 1973 

Lauriola and Levin, 2001 

 

 

 

Costa and McCrae, 1992 

Josef et al., 2016 

Kaplan et al., 2015 

 

 

 

Gullone and Moore, 2000 

Hoyle et al., 2000 

McCrae and Costa, 1997 

Nicholson et al., 2005 

Soane et al., 2010 
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Conscientiousness is understood as a need for 

compliance under conditions of conformity and control, 

and has been related to risk aversion. 

McCrae and Costa, 1997 

Nicholson et al., 2005 

Schwebel et al., 2006 

Sensation seeking: It is the concern to live new experiences and is accompanied by 

the desire to take risks of various natures. Is composed of the thrill and adventure 

seeking, experience seeking, disinhibition and boredom susceptibility subtraits. 

Individuals with different degrees of sensation seeking tend to present differences 

in their levels of activation and attention, which generates differences in their 

information processing. The relation between sensation seeking and RT is well 

supported by the literature, which has related this construct to the approach to risk 

in various fields (Zuckerman 1994; Zuckerman, 1979; Zuckerman and Como, 1983, 

Wagner, 2001; Donohew et al., 2000). 

Relation with RT Articles 

Thrill and adventure seeking reflects the intention to 

live new physical experiences and interest for shinny 

colours and noisy environments. It is positively related 

to RT in driving and sports. 

 

Experience seeking has been related to lower sensitivity 

to aversive stimulation and appears as significant 

predictor of RT and risky habits. The experience seeking 

and disinhibition dimensions represent the less socially 

acceptable sensation seeking subtraits. 

 

 

Disinhibition refers to the tendency toward pleasure-

seeking preferences and has been related to imprudent 

behaviours in several domains, as in rule-breaking 

behaviours and violations of societal norms. It also 

appears as significant predictor of RT in academically 

dishonest behaviours, gambling and health RT.  

 

 

 

 

 

 

 

 

 

Costa and McCrae, 1992 

Wishart et al., 2017 

Zuckerman, 1994 

 

 

Netter et al., 1996 

Pedersen et al., 1989 

Popham et al., 2011 

Roberti, 2004 

Zuckerman, 1978 

Zuckerman, 1984 

 

Bancroft, et al., 2003 

Bonnaire and Barrault, 2018 

De Vries et al., 2009 

Donohew et al., 2000 

Etter et al., 2006 

Hittner and Swickert, 2006 

Kopstein et al., 2001 

Lozano et al., 2017 

Orlebeke  1990 

Popham et al., 2011 

Roberti, 2004 

Weber et al., 2002 

Wolfgang, 1988 

Zuckerman, 2008 
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Boredom susceptibility is related to low tolerance 

towards repetitive and routine tasks, which has been 

related to an approach towards risk in sports contexts. 

Guszkowska et al., 2010 

Zuckerman, 2006 

 

Impulsivity: Is the tendency to make quick and unplanned responses to internal or 

external stimuli, regardless of the negative effects of these responses. Impulsivity 

is comprised of a set of five impulse-related traits: negative urgency, lack of 

premeditation, lack of perseverance, sensation seeking, and positive urgency. 

Impulsivity has become one of the strongest predictors of RT in various fields 

(Moeller et al., 2001; Whiteside and Lynam, 2001; Moreno et al., 2012; Donohew et 

al., 2000; Blanco et al., 2009; Coskunpinar et al., 2013).  

Relation with RT Articles 

Negative urgency is related to the tendency to behave 

impulsively in negative situations. 

 

Lack of premeditation is related to thoughtless 

behaviors and a tendency to choose alternatives with 

short-term rewards rather than options that can lead to 

more valuable but delayed rewards. 

 

Lack of perseverance reflects an absence of focus on a 

boring or difficult activity. 

 

Sensation seeking is an attraction for exciting, new and 

potentially dangerous experiences. It has been related to 

recreational RT in activities such as high-risk sports.  

 

 

 

Positive urgency is related to the tendency behave 

impulsively when facing positive situations. 

Whiteside and Lynam, 2001 

Whiteside et al., 2005 

 

Whiteside and Lynam, 2001 

Whiteside et al., 2005 

 

 

 

Whiteside and Lynam, 2001 

Whiteside et al., 2005 

 

Gomà-i-Freixanet et al., 

2012 

Whiteside and Lynam, 2001 

Whiteside et al., 2005 

Woodman et al., 2013 

 

Whiteside and Lynam, 2001 

Whiteside et al., 2005 

Locus of control: Indicates the extent to which a person perceives that events are 

under their control (internal control) or under the control of external forces, such as 

fate or other people (external control) (Rotter, 1966). 

Relation with RT Articles 

When the "hot" emotional process is prominent, internal 

locus of control plays an important role in the "cooling 

process". It has been shown that subjects with internal 

locus of control present riskyer behaviours in certain 

areas than externals in which “hot” emotional processes 

are highly involved, while the relation seems to be 

opposite other kind of situations.  

Ahmed, 1985 

Crisp and Barber, 1995 

Gore and Rotter, 1963 

Higbee, 1972 

Salminen and Klen, 1994 

Terry et al., 1993 

You et al., 2013 
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Executive control: Is the ability to control thoughts to inhibit or adjust behaviours 

according to the situation (Diamond, 2013). 

Relation with RT Articles 

Research has shown that people with poor executive 

control are less likely to assess the situation and gather 

information before making a decision, which can lead to 

risky behaviours. People with high levels of executive 

control show a high degree of consistency in their 

responses. Failures in inhibition capabilities and 

maladaptive behaviour patterns can encourage the 

development of RT in certain areas, such as drug 

addiction, leading to dangerous behaviors in daily life. 

Blair et al., 2018 

Kalivas and Volkow 2005 

Magar et al., 2008 

Moore, Clark and Kane, 

2008 

Pharo et al., 2011 

Emotion regulation: Is the control of emotions, and can be applied through two 

strategies: cognitive reappraisal, an antecedent-focused strategy that involves 

changing the meaning of a situation by reformulating the way it is understood to 

minimize or modify its emotional impact; and expressive suppression, the 

inhibition of the emotional response associated with a specific emotion (Gross, 

2002; Gross and John, 2003).  

Relation with RT Articles 

It can affect three components of RT, which involve 

different deliberative-versus-automatic strategies: 

interrupting a risk behaviour, thinking before acting, 

and choosing between two alternatives. The relation 

between the habitual use of either emotion-regulation 

strategy – cognitive reappraisal or emotional 

suppression - and RT does not seem to be entirely 

established in the literature. Some studies suggest that 

individuals under the cognitive reappraisal strategy 

tend to take greater risks, as this strategy mitigates the 

influence of negative emotions, which leads them to be 

less sensitive to both the probability and the magnitude 

of potential losses. Conversely, some authors have 

suggest that reappraisal strategy is related to positive 

affect and lower RT, in domains such as smoking, risky 

drinking and emotional eating. On the other hand, 

individuals under emotional suppression put things 

into perspective less frequently and are more 

susceptible to negative emotions. 

Evers et al., 2010 

Fucito et al., 2010 

Gross and John, 2003 

Heilman et al., 2010 

Magar et al., 2008 

Panno et al., 2013 

Pellegrino, 2019 

Steinberg, 2004 

 

 

As seen in Table 1, some of these dimensions tend to influence RT in a generalized way, 

regardless of the domain or type of decision, while others show a different influence on 

RT, depending on the scope and context of the decision. In the literature, there is talk of 
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a general disposition towards RT, known as risk proneness, and understood as the trend 

towards favorable assessment of risk situations, regardless of the domain (Raffaelli and 

Crockett, 2003). This cross-situational trait has been connected to temperamental aspects 

(Zuckerman and Kuhlman, 2000), so that it generates an initial predisposition towards 

risk in the decision making process. This approach is consistent with the aforementioned 

scheme, in which there is an attitude towards risk (risk proneness/aversion) and a 

perception of risks/benefits, which influence RT.  

Thus, although an individual shows a certain attitude (be it proneness or avoidance) 

towards risk, there are other perceptual biases that will influence the final decision. 

These perceptual biases are context-dependent, since each of them can influence the 

perception of a situation to a greater or lesser extent, depending on the characteristics of 

the decision. For example, in a situation of financial risk, it is probable that an individual 

with high executive control makes a more accurate evaluation of the situation and the 

potential outcomes than an individual with poorer executive control. It should be also 

probable that, in a highly emotionally charged situation, an individual with high 

capacities to self-regulate emotionally, can analyse the situation in a more rational way 

than an individual with less self-regulation capacities. 

Current measures of risk taking 

The measurement of RT is currently a challenge for researchers, and has been 

approached from different perspectives over the years. Questionnaires or self-report 

scales are the most traditionally used technique for RT measurement, in some cases used 

as a single measure, and in others used in combination with other questionnaires. Table 

2 lists the main questionnaires employed for RT measurement found in the literature. 

Table 2. Self-report scales used for RT assessment 

Questionnaire/ 

Self-report scale 

Dimensions Nº 

items 

Cronbach´s 

alpha 

Articles that 

include this 

measures for 

RT 

assessment 

Compliance with 

safety practices in 

the workplace 

Attitudes and 

perceptions regarding 

critical issues 

25 0.70-0.79 Mohamed et 

al., 2009 

Perceived risks and 

intentional behaviours 

27 

Cultural trends in the 

context of safety 

25 

Safe working - 3 0.56 Parker et al., 

2001 

Safety behaviours Personal characteristics 25 >0.70 Seo et al., 2015 
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Job stress 16 

Self-perceived fatigue 19 

Safety culture 9 

Safety climate 25 

Safety behaviours 10 

Risk perception 

towards nuclear 

power 

Attitudes towards 

nuclear power 

4 0.72-0.85 Kivimäki and 

Kalimo, 1993 

Risks at work 4 

Features of work and 

organization 

14 

Well-being at work 14 

Organizational 

commitment 

8 

Risky decision-

making 

- 1 - Sitkin and 

Weingart, 

1995 

Multidimensional 

Personality 

Questionnaire 

(Tellegen, 1982) 

Behavioural Constraint 19-34 0.79-0.85 Lejuez et al., 

2002 

NEO-Five Factor 

Inventory (Costa 

& McCrae, 1992) 

Neuroticism 12 0.75-0.83 

(Spanish 

sample; 

Cordero et 

al., 1999) 

Parker et al., 

2001 

Skeel et al., 

2007 

Extraversion 12 

Openness 12 

Conscientiousness 12 

Agreeableness 12 

Barratt 

impulsiveness 

Scale (Barratt, 

1985) 

Motor impulsivity 10 0.89-0.92 Lejuez et al., 

2002 Cognitive impulsivity 8 

Future-planning 

impulsivity 

12 

Eysenck 

Impulsiveness 

Scale (Eysenck et 

al., 1985) 

Impulsivity 19 0.69-0.84 Lejuez et al., 

2002 

Lejuez et al., 

2003 

Venturesomeness 16 

Empathy 19 

UPPS-P 

Impulsivity scale 

(Cándido et al., 

2012) 

Negative urgency 5 0.66-0.81 

(Spanish 

sample; 

Cándido et 

al., 2012) 

Lozano et al., 

2017 Lack of premeditation 5 

Lack of perseverance 5 

Sensation seeking 5 

Positive urgency 5 

Sensation seeking 

Scale (Zuckerman 

et al., 1978) 

Thrill and adventure 

seeking 

10 0.67-0.81 

(Spanish 

sample; 

Horvath and 

Zuckerman, 

1993 Experience seeking 10 
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Disinhibition 10 Pérez and 

Torrubia, 

1986) 

Lejuez et al., 

2002 

Lejuez et al., 

2003 

Lozano et al., 

2017 

Boredom susceptibility 10 

Engagement in 

RT behaviours in 

daily life 

- 10 - Lejuez et al., 

2003 

Life experiences 

questionnaire 

(Zuckerman and 

Kuhlman, 2000) 

Drinking 2 0.65 Zuckerman 

and Kuhlman, 

2000 

Smoking 3 

Drugs 3 

Sexual behaviour 4 

Driving habits 5 

Gambling 13 

Domain-Specific 

Risk Taking Scale 

(Blais and Weber, 

2006) 

Ethic 6 0.64-0.85 

(Spanish 

sample; 

Lozano et al., 

2017) 

Lee and Jeong, 

2013 

Foster et al., 

2009 

Rolison et al., 

2013 

Weller an 

Tikir, 2011 

Zimerman et 

al., 2014 

Financial 6 

Health 6 

Recreational 6 

Social 6 

 

In contrast, questionnaires present some limitations at a methodological level, as well as 

in terms of their ability to evaluate implicit processes: 

i. They require comprehension skills and their interpretation may be different 

between subjects. In addition, they ask closed questions, which in many cases 

could constitute a loss of information. 

ii. They are answered in a laboratory setting. Contextual elements, such as 

characteristics of the physical space, time pressure or the feeling of being 

observed can result in response biases. 

iii. Questionnaires, and especially those that include questions related to taboos, 

illegal behaviours, extreme opinions and other sensitive content, present social 

desirability biases. In these cases, participants tend to underreport socially 

unacceptable behaviours, and to overreport socially acceptable behaviours 

(Krumpal, 2013). 

iv. Since questionnaires are usually answered before or after the experiences or 

behaviours that are intended to be evaluated, the emotional and cognitive states 



Introduction 

10 
 

of the subject are different during the evaluation and during the experience itself 

(Kivikangas et al., 2011). 

v. Questionnaires pose decontextualized situations, so the user must "imagine" 

what their feeling or behaviour would be in the proposed situation. It has been 

shown that most of the processes that regulate our emotions, attitudes and 

behaviours are implicit, and therefore cannot be verbalized (Barsade et al., 2009; 

George, 2009; Becker et al., 2011).  

vi. In questionnaires, responses to a set of questions provide the measure of a single 

dimension. Therefore, sometimes long and tedious tests are required to make a 

complete evaluation composed of various psychological dimensions. 

To overcome these limitations, an emerging line of research focuses on how to assess 

emotions, attitudes and behaviours in an unbiased way. The “stealth assessment” 

paradigm (Shute, 2011) emerged as a methodology focused on measuring a series of 

parameters while the subject performs a task or a game. Subsequently, conclusions are 

raised based on the results obtained. It is interesting that the subject does not know that 

(s)he is being evaluated, and therefore the results obtained are free from biases. Under 

this paradigm, we can find those measurement tools that use behavioural tasks for the 

evaluation of RT. In these tasks, the user is in a controlled laboratory environment and 

solves a task, generally in 2D format on a computer, although there are also original 

versions on paper-and-pencil format of some of them. Table 3 lists the main behavioural 

tasks employed for RT measurement found in the literature. 

Table 3. Behavioural tasks used for RT assessment 

Name of the measure and brief description Articles 

Bechara Gambling Task: participants are given four decks of cards, 

and they must select a card from one of them. By placing the card 

face up, the participant wins or loses an amount of money. This 

process is repeated a hundred times, so that the participant learns, 

based on these repetitions, what probability of gains or losses exists 

in each deck. 

Bechara et al., 

1994 

Balloon Analogue Risk Task: a balloon is presented accompanied 

by a button that allows it to be inflated. The more participants 

inflate the balloon without it exploding, the greater the financial 

reward they get. The moment in which the balloon explodes is 

different in each case and unknown for participants. 

Lejuez et al., 

2002 

Angling Risk Task: participant must catch red fishes from a pond 

that contains 127 red fishes and 1 blue fish. Each time the subject 

catches a red fish, (s)he increases his/her potential profit (5 cent) 

but if (s)he catches the blue fish, (s)he will lose all the money he has 

earned. The participant can decide when (s)he wants to stop fishing 

and collect the money earned up to that point. This is repeated in 

30 trials. Furthermore, the user can play under two weather 

Pleskac, 2008 
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conditions (clear or cloudy) and under two release conditions (the 

fishes are not returned to the pond after being caught or the fishes 

are returned to the pond after being caught). 

Bomb Risk Elicitation Task: the subject is in front of a grid of 10x10 

parcels, among which is a hidden bomb. At the beginning of the 

task, the participant must indicate how many plots (s)he wants to 

uncover, taking into account that (s)he will earn more money the 

more plots (s)he uncovers, as long as the pump is not found among 

them. If the bomb is found between the uncovered plots, the subject 

will lose all the money collected in this round. 

Crosetto and 

Filippin, 2013 

Cake Gambling Task: a cake with 6 pieces is presented, of which a 

random number are brown and the rest are pink. The task consists 

of betting which of the two colours the computer will choose, 

taking into account that the colour that has the most portions will 

have a greater probability of being chosen. If the subject is correct, 

(s)he takes the stake, while (s)he will not win anything if the 

opposite occurs. 

Van Leijenhorst 

et al., 2008 

 

At a general level, all these tasks have two important points in common: (1) in all of them 

a series of bets is raised, so that the consequences are related to a greater or lesser gain 

in money; and (2) are based on a series of trials, so that the subject learns and makes 

decisions influenced by the results of his/her previous decisions. On the one hand (1), 

the fact that these behavioural tasks focus the measurement of RT on decisions of a 

financial nature, calls into question its validity in terms of the possibility of extrapolating 

these results to other areas of RT. On the other hand (2), although the study of RT is 

interesting taking into account the results of previous decisions, this sequential task 

approach (Pleskac, 2008) supposes the existence of learning in decision making 

throughout the task. This decontextualized approach, in combination with a format that 

is easy to administer but is probably not capable of activating the implicit processes that 

are intended to measure, causes a low correspondence between the results in 

neuropsychological tasks and real-life behaviors (Manchester et al., 2004; Sbordone, 

2008; Bottari et al., 2009). In this sense, VR-based instruments have been raised as 

alternative tools to traditional instruments, such as questionnaires and 

neuropsychological tasks, which allows taking a further step in the evaluation of human 

behaviour, allowing to evaluate implicit processes in an ecological and unbiased way, 

thanks to the immersive capabilities of VR technology. 

Virtual reality for human assessment 

VR consists of a synthetic 3D environment capable of simulating situations in which 

situations are simulated with which users can interact in a natural and realistic way 

(Alcañiz et al., 2003). This technology has been applied in numerous fields of human 
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behaviour research (e.g. Alcañiz et al., 2003), providing better results than 2D solutions 

(Giglioli et al., 2019) thanks to its capacity to generate responses of great ecological 

validity (Parsey and Schmitter-Edgecombe, 2013). VR presents numerous advantages 

that can provide benefits for the evaluation of human behaviours, since it provides 

greater immersion and realism than traditional assessment methods, ensuring a higher 

level of user involvement (Hedberg and Alexander, 1994). 

VR allows to propose an approach focused on the study of behaviours in realistic 

situations or perceived as realistic by the user. The combination of the elements that 

make up a VR set-up - type of device used, graphic quality of the virtual environment, 

refresh rate, etc. - provide the system with a specific level of immersion. This level of 

immersion, in combination with the design of the virtual environment, its dynamics and 

navigation metaphors, generate the sense of presence, defined as the psychological state 

of "being there", and for which the user forgets for a while that (s)he is in a virtual context 

(Slater 2009). This “plausibility illusion”, by which the user perceives as real what (s)he 

is experiencing, implies that the neural mechanisms that the subject experiences while 

(s)he is in the virtual environment are similar to those when (s)he experiences this same 

situation in real life (Tarr and Warren, 2002; Alcañiz et al., 2009). 

Additionally, VR facilitates physical interactions with the virtual elements, generating 

an embodied experience (Kilteni et al., 2012). This coherence, by which the elements of 

a virtual environment behave in a realistic and natural way before the movements of the 

user, allows us to design virtual situations in which the user carries out the actions in the 

first person, without using metaphors, but rather their own movements. This nuance, 

which differentiates these actions from others posed in the third person, has been 

studied within the scope of the dual-process theory of moral judgment. It has been 

shown that when actions are posed in the first person and involve physical actions the 

subjects tend to make more emotional decisions (Greene et al., 2001; Amit et al., 2014). 

Implicit measures for human assessment 

Implicit measures are defined as those that aim to capture psychological attributes 

without requiring participants to make a subjective assessment of these attributes 

(Gawronski and De Houwer, 2014) and have been shown to be reliable predictors of 

behaviours (Perugini et al., 2010). They provide unbiased responses, since they reduce 

the ability of users to voluntarily modify their answers, and they do not require 

psychological introspection to provide answers (Gawronski and De Houwer, 2014). 

There are implicit measures of various natures, behavioural (such as eye tracking) and 

physiological (such as galvanic skin response (GSR)), and both have been widely used 

in the field of experimental psychology, in order to find implicit markers of specific 

psychological dimensions. 

Eye tracking is an experimental method that collects the eye movements of an individual 

for a certain time while carrying out a task (Carter and Luke, 2020). The main eye 
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movements that can be measured through eye tracking tools are fixations and saccades. 

A fixation is the period of time during which the eye remains viewing a target in a stable 

manner. Fixations usually last between 180-330 milliseconds (Rayner, 2009), so it is 

possible that several fixations on the same object are necessary to acquire information. 

Saccades are the eye movements that occur between one fixation and the next, so that 

during these movements the eye stops acquiring information (Rayner, 2009; Burr et al., 

1994). Saccades can last an average of 30 milliseconds and typically cover about 2-5 

degrees of rotation (Abrams et al., 1989; Rayner, 1978). Eye movements are a reliable 

indicator to assess visual attention (Just and Carpenter, 1980) and therefore those 

cognitive processes related to attention (Carter and Luke, 2020). Gaze movements have 

shown to be related to information processing in risky decisions (Glöckner and Herbold, 

2010) and problem solving (Knoblich et al., 2001). 

The GSR is a reflection of a psychological reaction that generates excitement, and that 

reveals changes in the sympathetic nervous system (Ayata et al., 2017). It is measured 

through the electrical conductance of the skin caused by a particularly prevalent sweat 

reaction on the surface of the hands and fingers, as well as on the soles of the feet (Ayata 

et al., 2017). The GSR has been used successfully as an indicator of emotional activation 

(Nourbakhsh et al., 2013). 

Virtual reality for risk taking evaluation 

In the field of RT, VR can provide great advantages in terms of immersion and sense of 

presence, thanks to which the user is able to perceive what is happening in the virtual 

environment in a very realistic way, as if this was happening in real life. This is very 

interesting when we find ourselves with the need to generate or simulate situations that 

are difficult or impossible to recreate in real life, such as risk situations. From this point 

of view, VR can be a very useful tool to "bring" the subject to risky situations, and 

evaluate his/her behaviours without danger. Additionally, VR allows us to carry out 

actions in the first person, physically interacting with the elements of the virtual 

environment, and not only using a computer mouse, but using the whole body, just as 

we do in real life (Kilteni et al., 2012). This is a great distinction compared to other types 

of measurement tools, since it allows a much more natural and intuitive interaction. 

Few VR-based tools for RT assessment have been found in the literature. The few that 

have been found focus on specific contexts such as roof fall hazard simulation (Isleyen 

and Duzgun, 2019) or gas engineering (Asghar et al., 2019). Conversely, there is a greater 

number of tools in the field of safety training that use VR as a means to teach and train 

users how to act in certain risk situations. As in the case of evaluation, these tools are 

also usually based on specific contexts, and their designs are based on the simulation of 

these situations, such as driving (Ojados González et al., 2017), construction (Hasanzaeh 

et al., 2020; Sacks et al., 2013; Shi et al., 2019) or gas engineering (Asghar et al., 2019). 

Seen that the simulation is the majority approach when finding VR tools for RT 
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evaluation and training, RT evaluation tools designed under a decontextualized 

approach have not been found that allow RT to be evaluated from a psychological point 

of view, which could be extrapolated to some extent to different contexts. 

Regarding the possibilities offered by VR from the point of view of behavioural and 

physiological measurement, VR allows the evaluation of behaviours under the stealth 

assessment paradigm (Shute, 2011), incorporating implicit measures to evaluate implicit 

processes. It allows the collection of behavioural responses from the subjects while they 

are interacting with the virtual environment (Parsons, 2015), and the inclusion of 

additional measures such as eye tracking and GSR.  

Currently there are commercial solutions that integrate eye tracking systems in head-

mounted display devices (HTC VIVE ProEye, 

https://www.vive.com/uk/product/vive-pro-eye/overview/; Pico Neo 2 Eye, 

https://www.pico-interactive.com/us/neo2.html), which guarantees an adequate data 

collection. Thus, fixations and saccades can be collected during a VR experience. Both 

technologies – eye tracking and VR - have been used together to study the influence of 

contextual elements in human behaviours, such as in street robbery (Yand et al., 2020), 

identifying if the presence of particular components of a physical space can influence in 

decision-making. Furthermore, ET has been employed to study whether if exists a 

relationship among gaze patterns and human behaviour (Pettersson et al., 2018; Porras-

García et al., 2019), or even if these gaze patterns could contribute to predict humans’ 

decisions (Rojas et al., 2020). 

In addition to these behavioural measures, VR can also be combined with physiological 

measures, which have been proposed as implicit measures (Kivikangas et al., 2011), in 

order to record in real time the physiological response of the subject while (s)he is in a 

virtual environment. Specifically, GSR has been used in combination with VR to evaluate 

the stress generated by changes in contextual aspects, such as architectural stimuli 

(Ergan et al., 2019), as predictor of anxiety level (Šalkevicius et al., 2019) and as a measure 

to discriminate between Autism Spectrum Disorder and typical development 

populations (Alcañiz et al., 2020), among others. 

In the field of RT, there is previous evidence in the application of ET and GSR 

measurement tools. ET has been used as a reliable indicator of information processing 

patterns in risky decisions (Kwak et al., 2015; Su et al., 2013; Payne and Braunstein, 1978; 

Velichkovsky et al., 2002; Habibnezhad et al., 2016); and GSR has emerged as an 

indicator of physiological activation, which acts as a “warning signal” in risky situations 

and tends to lead to safe decisions (Bechara et al., 2005). Despite these measures having 

been widely adopted in VR-based experiments, to our knowledge, ET and GSR have not 

been employed in combination with VR to evaluate RT. 

In conclusion, the lack of consensus in the literature when defining the concept of RT 

and the need for a tool to its measurement, in combination with the advantages provided 

https://www.vive.com/uk/product/vive-pro-eye/overview/
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by VR in the field of human behaviours study, constitute the main motivation to perform 

the present research. 

Objectives 

The general objective of this thesis is to study the use of immersive VR environments as 

a tool of high ecological validity for the evaluation of decision-making processes in the 

face of risk. For this, the concept of RT has been studied in depth and two virtual reality 

environments have been developed to study its capacity to predict risk behaviours. The 

specific objectives are: 

SO1. To study the context regarding the definition of RT based on the literature, to study 

the existing measures of RT as well as their limitations, and to propose VR as an 

interesting alternative for the evaluation of RT. 

SO2. To establish a clear definition of RT, to analyse the psychological dimensions that 

compose it, and to study the existence of generalized features that influence RT 

regardless of the type of risk. 

SO3. To develop a first virtual environment that allows to evaluate the subjects in terms 

of RT, and to establish the first bases for the design of virtual environments for the 

evaluation of RT. 

SO4. To develop a virtual environment for evaluating RT, following the design premises 

established above, and to study its predictive capacity in combination with physiological 

measures using machine learning techniques. 

Thesis structure 

The thesis document is structured as follows:  

Chapter 1 introduces and describes the motivation behind the thesis. In addition, it 

includes the objectives and thesis structure.  

Chapter 2 presents the paper “Virtual Reality as a New Approach for Risk Taking 

Assessment”, published in Frontiers in Psychology (Q2, 2.607 JCR 2019) as a Perspective 

article. The article suggests that a new RT measure is needed to contribute to the existing 

instruments, based on VR technology and under the stealth assessment paradigm.  

Chapter 3 presents the paper “The Spheres & Shield Maze Task: A Virtual Reality Serious 

Game for the Assessment of Risk Taking in Decision Making”, published in 

Cyberpsychology, Behaviour, and Social Networking (Q2, 2.347 JCR 2019) as a Research 

article. The article presents a new VR tool for RT assessment called Spheres & Shield 

Maze Task. 
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Chapter 4 presents the paper “Why do we take risks? Perception of the situation and risk 

proneness predict domain-specific risk taking”, published in Frontiers in Psychology 

(Q2, 2.607 JCR 2019) as a Research article. The article investigates whether if RT 

behaviours can be explained largely by both perceptual and proneness biases. 

Chapter 5 presents the paper “An Immersive Virtual Reality Game for Predicting Risk 

Taking through the Use of Implicit Measures”, published in Applied Sciences (Q2, 2.474 

JCR 2019) as a Research article. The article presents a new VR tool for RT assessment 

called AEMIN, as an enhanced version of the Spheres & Shield Maze Task presented in 

Chapter 3. 

Chapter 6 discusses the results and the major contributions of the thesis.  

Chapter 7 provides an overall conclusion and future research directions.  

Finally, the manuscript enumerates the publications and research stages derived from 

this thesis and provides a list of references. 
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Chapter 2. Virtual Reality as a New Approach for 

Risk Taking Assessment 

de-Juan-Ripoll, C., Soler-Domínguez, J. L., Guixeres, J., Contero, M., Álvarez Gutiérrez, N., 

& Alcañiz, M. (2018). Virtual reality as a new approach for risk taking assessment. 

Frontiers in psychology, 9, 2532. 

Abstract 

Understanding how people behave when facing hazardous situations, how intrinsic and 

extrinsic factors influence the risk taking (RT) decision making process and to what 

extent it is possible to modify their reactions externally, are questions that have long 

interested academics and society in general. In the spheres, among others, of 

Occupational Safety and Health (OSH), the military, finance and sociology, this topic has 

multidisciplinary implications because we all constantly face RT situations. Researchers 

have hitherto assessed RT profiles by conducting questionnaires prior to and after the 

presentation of stimuli; however, this can lead to the production of biased, non-realistic, 

RT profiles. This is due to the reflexive nature of choosing an answer in a questionnaire, 

which is remote from the reactive, emotional and impulsive decision making processes 

inherent to real, risky situations. One way to address this question is to exploit VR 

capabilities to generate immersive environments that recreate realistic seeming but 

simulated hazardous situations. We propose VR as the next-generation tool to study RT 

processes, taking advantage of the big four families of metrics which can provide 

objective assessment methods with high ecological validity: the real-world risks 

approach (high presence VR environments triggering real-world reactions), embodied 

interactions (more natural interactions eliciting more natural behaviours), stealth 

assessment (unnoticed real-time assessments offering efficient behavioural metrics) and 

physiological real-time measurement (physiological signals avoiding subjective bias). 

Additionally, VR can provide an invaluable tool, after the assessment phase, to train in 

skills related to RT due to its transferability to real-world situations. 

Introduction 

Each year, deficient Occupational Safety and Health (OSH) practices cause a global cost 

of approximately 2680 billion euros (Elsler et al., 2017). Although OSH training has 

shown positive impacts in the workplace, its effectiveness is below expectations (Robson 

et al., 2012). It has been demonstrated that the natural differences between individuals 

can appreciably influence this low effectiveness at several levels, cognitive, motivational 

and functional, among others (Motowildo et al., 1997). Risk propensity, defined as the 

“willingness to take risks” (MacCrimmon and Wehrung, 1990) and risk perception, 
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defined as the individual’s assessment of how risky a situation is (Baird and Thomas, 

1985), have been shown to have strong influence on risky decision making behaviours 

(Sitkin and Weingart, 1995). The measurement of risk taking (RT) attitudes is a 

recognized challenge for researchers and practitioners. Researchers have mostly 

employed self-report instruments to assess individual constructs based on theoretical 

psychological models (Brockhaus Sr, 1980; Ford et al., 1990; Gullone et al., 2000; Portell 

and Solé, 2001; Steinberg, 2004; Gardner and Steinberg, 2005; Sneddon et al., 2013; 

Rodríguez-Garzón et al., 2015). We have not found any one model that defines RT, thus 

its measurement requires further investigation. Lejuez et al. (2002) developed and 

validated a laboratory-based behavioural measure of RT (Balloon Analog Risk Task – 

BART). While this is a validated tool that has been used in several studies, we believe 

that it is desirable to develop a more ecological system to measure RT. VR provides the 

capability of creating interactive environments in which users can perform while their 

behavioural responses are recorded (Parsons, 2015). Accordingly, we propose that 

virtual environment based assessments are tools that can enhance the ecological validity 

of the evaluation of the responses evoked (Parsey and Schmitter-Edgecombe, 2013). 

In this article we focus on the measurement of RT using physiological and behavioural 

metrics, with VR being employed as a tool to create immersive situations. We propose 

to use VR to assess RT attitudes under the paradigm of stealth assessment. VR can 

provide engaging virtual worlds which will allow real time measurement of RT 

behaviours. 

This paper is comprised of four sections. In the first we review the theoretical framework 

of RT in the previous literature. In the second we summarize the extant instruments for 

the measurement of RT behaviours and discuss the current issues that make us believe 

that there is a need to establish a new approach. In the third we propose VR as a step 

forward in the assessment of RT. The fourth section briefly discusses the substantial 

implications raised by the article and our proposals for future research in this field. 

Research Into Risk Taking 

RT research can be said to have started with the nuclear debate of the sixties. It was 

focused on risk acceptance and dealt with factors such as benefits and voluntariness. 

Since then, several more factors have been proposed for the explanation of RT: trust, 

trustworthiness and trust propensity (Colquitt et al., 2007); supportive supervision, job 

autonomy and communication quality (Parker et al., 2001); problem framing and 

outcome history (Sitkin and Weingart, 1995); expected utility (Kahneman and Tversky, 

1986); genre (Byrnes et al., 1999) and boredom (Schroeter et al., 2014). 

While these factors have been demonstrated to influence RT, individual differences 

constitute a key element in decision making processes (see Figure 1). According to 

Rundmo, 1996, a biased perception of risk – understood as the subjective evaluation of 

a risk - can lead to misjudgements of potentially hazardous risk sources. Therefore, if the 
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subjective evaluation of a risk differs from the objective risk, this should be corrected 

(Risk Research Committee, 1980). Personality traits influence attitude toward risk, 

prompting risk seeking or risk aversion behaviours. This set of personal, innate, basic 

characteristics associated with risk were named Intrinsic Risk Attitude (IRA) by 

Schoemaker (1993) and have been shown to be consistent in various situations and 

contexts (Dohmen et al., 2011). Additionally, cognitive and affective states are also 

considered to be key influencers in the decision making process. We highlight mood and 

cognitive load as two main representative factors in this category. Mood has a strong 

influence on RT. People in a positive mood tend to focus on the benefits of a risky 

situation, much more so than those in neutral mood, making them more susceptible to 

undertake risky behaviours (Forgas, 1982, 1995; Forgas and Bower, 1987; Yuen and Lee, 

2003). On the other hand, people in a negative mood overestimate risks and try to avoid 

potential loss and, therefore, think and act more carefully (Jorgensen, 1996). Cognitive 

load, the amount of mental activity involved in working memory, might also play a role 

in risk perception, since some kind of decisions, based on utilitarian judgments, require 

additional cognitive resources (Greene et al., 2008). 

 

Figure 1. Individual differences that influence risk taking 

Risk Taking Measures: Current Issues 

RT measurement is a non-deterministic and non-standardized process based on 

different perspectives. Traditionally, most theories of human behaviour are based on a 

model of the human mind that assumes that humans can think and verbalize accurately 

about their attitudes, emotions and behaviours (Simon, 1976; Brief, 1998). To date, most 

of the theoretical constructs used in RT assessment are based on explicit measures such 

as self-reports. However, recent advances in neuroscience have demonstrated that most 

of the brain processes that regulate our emotions, attitudes and behaviours are not 

conscious. That is, they are implicit processes that, in contrast to explicit processes, 

humans cannot verbalize (Barsade et al., 2009; George, 2009; Becker et al., 2011). 

Several explicit measures of RT, oriented to evaluate attitude to risk, deferred risk 

perception or expected risk behaviour, have been proposed in the last fifty years. Some 

authors have employed self-report measures based on questionnaires on compliance 

with safety practices in the workplace (Parker et al., 2001; Mohamed et al., 2009; Seo et 
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al., 2015), attitude toward risk and organizational commitment (Kivimäki and Kalimo, 

1993) and in studies into decision making (Sitkin and Weingart, 1995). On the other hand, 

some works have drawn on theoretical multidimensional models based on 

psychological constructs, such as personality (Lejuez et al., 2002; Skeel et al., 2007), 

impulsivity (Lejuez et al., 2002), sensation seeking (Horvath and Zuckerman, 1993; 

Lejuez et al., 2002) and situational awareness (Lejuez et al., 2002). 

However, as in many other disciplines, pre- and post-experiment questionnaires have 

an important intrinsic bias since individuals’ cognitive and psychological states will be 

different when they answer the questionnaires to when they actually underwent the 

experiences that the researchers wish to analyse (Kivikangas et al., 2011). As stated in 

(Wang et al., 2015), this tendency is primarily due to “social desirability effects,” which 

can lead to untrue accounts of behaviour, attitudes and beliefs (Paulhus, 1991). In 

addition, there may be different interpretations of specific self-report items, resulting in 

unreliability and poorer validity (Lanyon and Goodstein, 1997). Lastly, some self-

reporting questions need people to possess overt knowledge of their dispositions 

(Schmitt, 1994) and this does not always run true. 

To our knowledge, the BART (Lejuez et al., 2002) constitutes, to date, the only tool for 

RT measurement using implicit measures. The authors developed and validated a 

laboratory-based behavioural measure of risky behaviours. In this task, a balloon was 

presented in the middle of the screen. Subjects were asked to pump it as much as 

possible, knowing that it could exploit at any time. Participants were told that they 

would obtain a financial reward the more they could inflate the balloon without 

breaking it. Although the reliability of this tool has been retested (White et al., 2008), 

extensive investigations have demonstrated that the correspondence between 

performance in neuropsychological tests and real-life behaviours is very weak 

(Manchester et al., 2004; Sbordone, 2008; Bottari et al., 2009). 

In the BART validation study, researchers employed measures of impulsivity, sensation 

seeking and behavioural constraint. We consider this a good basis to build on, since each 

of these constructs has been investigated independently and associated with RT. Firstly, 

impulsivity has been associated with RT in terms of drug use, drink driving and seatbelt 

use (de Wit, 2009; Stanford et al., 1996). Some authors have also demonstrated its 

connection with emotional self-control, inhibition and, especially, the management of 

frustrating situations (Cooper et al., 2000; Boyer, 2006). In addition, researchers have 

studied the relationship between the sensation seeking trait and RT in several domains, 

such as recreation, health, career, finance, safety and social life (Nicholson et al., 2005). 

Donohew et al. (1999) concluded that sensation seeking is an important factor in sexual 

RT. According to Tellegen’s (1985), model behavioural constraint is one of the 

dimensions that composes personality. The behavioural constraint factor encompasses 

control, harm avoidance and traditionalism facets. In the same way, there is empirical 

evidence of the influence of personality traits on RT attitudes, in particular punishment 
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avoidance (Paulus et al., 2003). We can find an interesting study from Wills et al. (2006) 

supporting this idea in the substance abuse field. 

Limitations of Current Risk Taking Measures 

As mentioned previously, to date the majority of RT assessment tools has been based on 

explicit measures and the use of questionnaires. 

BART, with its multi-dimensional set of psycho-cognitive influences, represents the only 

alternative to explicit measures of RT behaviour, but its design has some intrinsic 

limitations that current technologies could help to overcome. 

In this regard, we believe that the existing measurement instruments do not reflect real 

situations, in which the subjects can perform as in real life, which leads to skewed results. 

In the laboratory the controlled stimuli given to subjects often do not include variables 

that are present in real life situations. Thus, the ecological validity of these 

methodologies, such as BART, is quite limited. Furthermore, these measurement tools 

do not involve any strong physical interaction, but require only simple actions, such as 

clicking a mouse, ignoring the influence of the reactions of the rest of the body. In 

addition, when an individual is submitted to the currently available tests, (s)he is aware 

that (s)he is being assessed and can alter the outcomes; so we propose stealth assessment 

as a means of obtaining reliable results about real behaviours unnoticed by the subject. 

Lastly, we suggest that physiological processes must be considered as important 

measures of RT, as these measurements are uncontaminated by the participant’s 

answering style, social desirability, interpretations of questionnaire item wording, the 

limits of his or her memory or by observer bias (Kivikangas et al., 2011). Thus, we 

propose an alternative measurement method which aims to advance in four specific 

aspects: 

(1) Real-world risks: As stated in Bornovalova et al. (2009), p.261. “[BART] …… 

did not collect information on “real-world” risk-taking. It would be of both 

theoretical interest and clinical relevance to examine whether the current results 

“hold” when considering actual risk-taking behaviour”. We want to expose 

individuals to (almost) real risks in order to obtain (almost) real reactions. Amit 

et al. (2014) found that humans demonstrate two kinds of thought processes in 

any given situation, verbal and visual. A person who tends to verbal thinking 

builds meanings using words. This generates an abstract interpretation of a 

concept. It is usual, in this circumstance, to exhibit controlled cognitive processes, 

experience high psychological distance and to make utilitarian judgements. In 

contrast, visual thinking is associated with the use of images to represent 

concepts, generating a sense of proximity and the making of deontological 

judgements. People who tend toward visual thinking are willing to be guided by 

emotional automatic processes and are strongly influenced by secondary 

emotions. Using the real-world risks approach, we suggest that we can evoke the 
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sensation of physical risk and initiate visual thinking that would arise in a real 

life, risky situation. 

(2) Embodied cognition: How the actions of our bodies influence our perception, 

communication and learning processes is a field of study known as Embodied 

Cognition (EC). EC can be defined by stating that cognition is solidly based on 

corporal interactions with the physical environment (Wilson, 2002; Gallagher, 

2005). Going into more detail, systems for sensing, acting and thinking are 

intrinsically interdependent and human cognition is made up of complex, 

specific representations combining all three systems (Soler et al., 2017). During 

recent years, instructional methods based on bodily interactions have been 

developed to create meaningful connections between physical activity and 

different knowledge domains, mainly in the STEM (Science, Technology, 

Engineering and Maths) area, strongly linked to the new Mixed Reality media 

(Lindgren and Johnson-Glenberg, 2013). To a certain extent, embodied learning 

could represent an important foundation on which to build a whole set of 

interactive, immersive learning environments. This concept is supported by 

previous research (Kontra et al., 2012) that argues that taking a meaningful action 

enhances learning in comparison to passively perceiving that action. This idea 

has been strongly supported for decades by classical learning theorists such as 

Piaget and Cook (1952) and Vygotsky (1978). We propose to take advantage of 

the ideas underlying embodied learning theory and use high level cognitive 

experiences, involving sensing, acting and thinking, to measure and change 

attitudes in a deeper, more effective way. 

(3) Stealth assessment: “When embedded assessments are seamlessly woven into 

the fabric of the learning environment so that they are virtually invisible or 

unnoticed by the learner, this is stealth assessment” (Shute and Spector, 2008, 

unpublished, p.2). More specifically, this method offers the possibility of 

assessing different behaviours related to concrete capabilities, providing indirect 

evaluations in real time (Mislevy et al., 2003) and reducing test anxiety, while 

maintaining validity and reliability (Shute et al., 2008). Stealth assessment fits 

into the framework of evidence-centered design (ECD), which considers three 

conceptual models that must be present in stimuli design: the competency model, 

which aims to define the skills that the researcher wishes to assess; the evidence 

model, that aims to define specific behaviours and their relationships with 

particular skills and capabilities; and the task model, which is designed to 

develop specific scenarios and tasks to prompt skills-related behaviours (Shute, 

2011). Thus, stealth assessment allows the setting of tasks and creation of 

situations that can elicit particular behaviours connected with the skills and 

capabilities to be evaluated. 

(4) Physiological real-time measurement: Several physiological measures have 

recently been proposed as implicit measures of human behaviour (Kivikangas et 
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al., 2011). Skin conductance level has been successfully used as a measure of 

implicit processes such as stress, affective arousal and cognitive processing 

(Sequeira et al., 2009). Heart variability (HV) has been used for the implicit 

measurement of complex phenomena, for example cognitive load (Durantin et 

al., 2014). Eye tracking (ET) is a very interesting measure of subconscious brain 

processes, showing correlations with information processing in risky decisions 

(Glöckner and Herbold, 2011) and problem solving (Knoblich et al., 2001). Recent 

studies, using Functional Near-Infrared Spectroscopy (fNIRS), into decision 

making under pressure (Tsujii and Watanabe, 2010) and decision making 

processes in approach-avoidance theories (Ernst et al., 2013), are highly relevant 

for RT measures. 

Virtual Reality and Risk Taking Assessment 

Virtual Reality is a 3D synthetic environment able to simulate real experiences in which 

subjects can interact as if they were in the real world (Alcañiz et al., 2003). VR provides 

greater immersion, fidelity and higher level of active user involvement than traditional 

methods of assessment and training (Hedberg and Alexander, 1994). In our view, VR 

constitutes a suitable tool for behavioural measurement, since it complies with the 

requirements (see Table 4) of the four specific aspects discussed in the previous section: 

(1) the real-world risks approach, (2) embodied learning, (3) stealth assessment and (4) 

physiological real-time measurement. 

Table 4. VR features and benefits of risk taking measurement 

Domain VR features Benefits of measurement 

Real-world risks Evokes the sensation of 

physical risk 

Neural mechanisms similar to 

real life 

Embodied 

interactions 

Actions raised in the first 

person 

More emotional decisions 

Stealth assessment Indirect evaluation in real 

time 

Reduction of test anxiety 

More validity and reliability 

Physiological real-

time measurement 

Physiological measurement 

during performance 

Involuntary, uncontaminated 

by participant answering bias 

 

(1) According to Slater (2009), the result of immersion through technology is the 

psychological state of “being there,” where the subject essentially forgets that (s)he is in 

a virtual reality setting. This produces a sense of presence and a “plausibility illusion” 

which evoke the perception that what is happening in the VR is actual and allows 

subjects to interact and behave as they might in real life. VR is being used increasingly 

for natural phenomena and social interactions simulation, since it has been 

demonstrated that neural mechanisms in humans when they are immersed in a virtual 

environment are similar to those in real life (Alcañiz et al., 2009). When we talk about 
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training and learning, failure is a necessary ingredient. There is evidence that people 

who have faced real hazards have a more cautious attitude toward OSH (Cavalcanti and 

Soares, 2012). Hazards in real life can involve serious danger. This is why VR emerges 

as a potential medium for RT assessment and training, allowing users to operate, 

without risks, in a quasi-real environment (Amokrane et al., 2008). VR allows the 

exposure of a person to a risky situation and the activation of high fidelity cognitive 

processes and behaviours due to the plausibility of the immersion. (2) VR environments 

allow users to take part in an embodied learning experience, mainly through physical 

interactions (Kilteni et al., 2012). Going further with this concept (Dourish, 1999, 

unpublished), we consider a virtual interaction to be fully embodied when it is 

believable, in the sense of using our body coherently as we do in the real world. The 

dual-process theory of moral judgment, when it refers to moral dilemmas, makes a 

distinction between personal and impersonal dilemmas (Greene et al., 2001; Greene, 

2009): personal dilemmas are conflicts in which the subject experiences the situation in 

the first person and actions are carried out physically – e.g., pushing. Conversely, 

impersonal dilemmas are seen from the outside, and the subjects do not take overt 

physical actions, but make only minor responses, such as pressing switches or levers. 

Based on this distinction, it has been demonstrated that when actions are based on the 

first person perspective and involve physical acts, the subjects tend to make more 

emotional decisions (Greene et al., 2001; Amit et al., 2014). (3) Stealth assessment can be 

also defined as a performance-based method, in which what is evaluated is latent (Rupp 

et al., 2010). Under this paradigm, embedding assessments in immersive virtual worlds 

is an innovative approach (Shute and Spector, 2008) that, in our view, is an improvement 

from the standpoint of ecological validity. (4) Regarding physiological real-time 

measurement, VR provides interactive and multimodal sensorial stimuli that provide 

unique advantages over other methodologies in neuroscientific investigation (Bohil et 

al., 2011). Thus, due to technological advances, researchers can now use accurate, 

affordable devices to obtain physiological measures which have been found to be more 

effective than self-reported measures as they (a) are not intrusive, (b) do no rely on 

participants’ self-assessment of their emotional or cognitive experience, and (c) can 

detect changes in participants in real time. We have previous experience in combining 

VR technology with brain activity measures, and these results have shown that 

interactive virtual environments allow the measurement of emotional responses (Marín-

Morales et al., 2018). 

For these reasons, customizable, domain independent VR environments, in which 

individuals can, to a certain extent, act freely and react naturally to different risks or 

hazards, open to researchers an uncharted field of information about RT attitudes and 

behaviours. The set of these requirements may result in an application that includes a 

virtual environment, with a specific narrative that face the users with risky situations. 

This should be designed following stealth assessment methodology, and would allow 

physiological and behavioural measurement to provide information about individual 

decision making in the field of RT. We will show an example of how this tool might 
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perform: the user could be in a virtual environment that consists in a path which (s)he 

must cover from start to finish, within the shortest possible time. Suddenly, (s)he meets 

a bifurcation, where (s)he has to choose whether a safe but log way – less risk, less 

potential benefit -, or a dangerous but short path – higher risk, higher potential benefit -

. During this decision making process, we could take measures of galvanic skin response 

to assess emotional activation, and behavioural measures such as reaction time and the 

decision made by the user. As a result, we could obtain information about specific 

weight of emotional processes in RT, and its influence on behaviour. 

Our future research aims to study to what extent a VR tool is able to measure the 

cognitive and affective processes that influence RT. Furthermore, we would focus on 

how virtual interactions and narratives weight on the decision making process. 

Conclusion 

RT measurement is a major challenge for companies and researchers. Investigations into 

behavioural measurement are at a turning point as, due to the potential of technological 

advances, we can generate virtual worlds to evaluate and, going further, train people in 

certain skills and competences. We suggest that virtual reality is the most appropriate 

medium for assessing attitudes to risk and risk perception, conditioning factors in the 

RT process, due to their immersive capabilities. We propose to undertake future 

investigations into real-world risks, embodied interactions, stealth assessment and 

physiological real-time measurement as differentiating elements in RT assessment. If we 

can study and measure the real, unbiased reactions of people facing risky or hazardous 

situations, it will be possible to create customized training programs to fit their 

individual characteristics. This can be expected to contribute to the improvement of OSH 

training programs, reducing work-related incidents and, consequently, costs for 

companies. 
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Chapter 3. The Spheres & Shield Maze Task: A 

Virtual Reality Serious Game for the Assessment of 

Risk Taking in Decision Making 

de-Juan-Ripoll, C., Soler-Domínguez, J. L., Chicchi Giglioli, I. A., Contero, M., & Alcañiz, M. 

(2020). The spheres & shield maze task: a virtual reality serious game for the assessment 

of risk taking in decision making. Cyberpsychology, Behaviour, and Social Networking, 

23(11), 773-781. 

Abstract 

Risk taking (RT) is an essential component in decision-making process that depicts the 

propensity to make risky decisions. RT assessment has traditionally focused on self-

report questionnaires. These classical tools have shown clear distance from real-life 

responses. Behavioural tasks assess human behaviour with more fidelity, but still show 

some limitations related to transferability. A way to overcome these constraints is to take 

advantage from virtual reality (VR), to recreate real-simulated situations that might arise 

from performance-based assessments, supporting RT research. This article presents 

results of a pilot study in which 41 individuals explored a gamified VR environment: the 

Spheres & Shield Maze Task (SSMT). By eliciting implicit behavioural measures, we 

found relationships between scores obtained in the SSMT and self-reported risk-related 

constructs, as engagement in risky behaviours and marijuana consumption. We 

conclude that decontextualized Virtual Reality Serious Games are appropriate to assess 

RT, since they could be used as a cross-disciplinary tool to assess individuals' capabilities 

under the stealth assessment paradigm. 

Introduction 

Risk taking (RT) is a component of the decision-making process in a particular situation 

that involves uncertainty, in which the subject rationally knows the probability of each 

outcome for each option (Bechara et al., 2005; Krain et al., 2006). Decision making is 

influenced by three main factors: decision features, situational factors, and individual 

differences (Einhorn, 1970; Hunt et al., 1989). Within this framework, the role of RT as a 

component of decision-making process makes this tendency to take risks dependent on 

decision features, situation factors, and individual differences as well. Several decisional 

and situational factors have been proposed as RT determinants. Risk and return trade-

off, “hot” versus “cold” involvement, and uncertainty seem to be the most well-accepted 

contextual determinants of RT (Figner and Weber, 2011). 
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Meanwhile, these three contextual elements depend largely on the individual perception 

and interpretation of the situation. In this context, situation awareness is a stage in the 

decision-making process, which can influence the final decision (Endsley, 2000). It is 

described as the perception of the elements that compose the environment, the 

interpretation of this information, and the projection of possible changes in the near 

future (Endsley, 1988), and has been seen as a contributory factor in accidents and 

incidents in different areas (Tremblay, 2017). 

To the extent of our knowledge, individual differences in the RT field, specifically the 

role of personality traits, have received less scientific attention than the decisional and 

situational factors. Personality may lead to cognitive and emotional biases in risky 

decision making (Lauriola and Levin, 2001), affecting expected benefits, the perception 

of the risks, and the risk attitude when facing a situation. A biased perception of risk—

understood as the subjective evaluation of a risk—can lead to misjudgments of 

potentially hazardous risk sources (Rundmo, 1996), and should be corrected (Risk 

Research Committee, 1980). 

RT process starts with a deliberation and weighing-up phase. During this stage, the 

subject thinks about the possible positive/negative outcomes of his/her actions before 

acting (Zuckerman and Kuhlman, 2000). During this process, personality traits influence 

the individual's approach to RT, prompting risk-seeking or risk-aversion behaviours. In 

particular, sensation seeking and impulsivity have been shown to be related to RT as 

they predetermine the individual's perspective of the reward/risk conflict (Zuckerman 

and Kuhlman, 2000). This pursuit of intense sensations and experiences, combined with 

nonreflexive behaviours, may result in daring decisions. Both impulsivity and sensation 

seeking have been related to RT behaviours in several domains, such as driving (Dahlen 

et al., 2005), risky sex (Donohew et al., 2000), substance use (Leeman et al., 2014), and 

marijuana consumption (Moreno et al.,2012). For example, in marijuana consumption, 

individuals with high impulsivity and sensation seeking have shown to be more likely 

to consume marijuana, since they present poor inhibitory control and susceptibility to 

the expected reward (Dvorak and Day, 2014; Trocki et al., 2009; Ames et al., 2002). 

Although these studies analyze RT behaviours in relation to conducts and habits in 

specific domains, they provide overall interesting results because they demonstrate that 

there is a general personal disposition toward RT, which can be generalized to several 

situations (Highhouse et al., 2017; Jackson et al., 1972). In fact, this cross-situation risk 

factor and its relation to sensation seeking and impulsivity are consistent with 

personality theories, which argue that personality traits remain fairly stable during 

different situations (Jackson et al., 1972). We underline the contribution of this important 

issue to the final goal of our work, which is to foster the creation of domain-independent 

RT evaluation tools. 

RT assessment is a nonstandardized practice that has been addressed from varying 

perspectives. Self-report measurement is the method most used for evaluating RT 

behaviours, although, to our knowledge, no single scale can measure RT from just one 
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point of view. On the one hand, some authors employ self-reported measures based on 

risk-related psychological constructs, such as personality (Lejuez et al., 2002; Skeel et al., 

2007), impulsivity (Lejuez et al., 2002), sensation seeking (Lejuez et al., 2002; Horvath 

and Zuckerman, 1993), and situational awareness (Lejuez et al., 2002). On the other hand, 

some authors used self-reported daily habits as a measure of RT (Zuckerman and 

Kuhlman, 2000; Lejuez et al., 2003). In addition, diverse issues in the use of survey 

measures have been identified (Verhulst et al., 2019), as well as matching self-report 

measures with real-world actions may lead to low-validity conclusions (de-Juan-Ripoll 

et al., 2018). 

To overcome these issues, an emerging research field is focusing on how 

psychocognitive states can be assessed in an ecological, nonintrusive, nonbiased way. 

The approach is termed “stealth assessment” (Shute, 2011); and is a process where 

subjects' performance data are continuously recorded during a game/serious game and, 

at its end, conclusions are drawn about individual competencies based on the data. In 

this framework, behavioural tasks can be an alternative method to self-reports that might 

provide a more ecological and nonbiased response. In RT domain, the most used 

behavioural tasks are the Bechara Gambling Task (Bechara et al., 1994) and the Balloon 

Analogue Risk Task (Lejuez et al., 2002). Behavioural tasks, undertaken at the laboratory 

level, enable close monitoring of all the potentially influential variables affecting 

subjects' responses. 

However, subjects are normally confronted with controlled stimuli that do not include 

variables present in real-life situations. This compromises the ecological validity of 

measurements. Previous results indicate that these tasks have weak correspondence 

with real-life behaviours (Manchester et al., 2004; Sbordone 2008; Bottari et al., 2009), 

mainly because of the absence of consequences (Verschoor et al., 2016). 

In contrast, there is empirical evidence demonstrating similarities between neural 

mechanisms that subjects experience when immersed in a virtual reality (VR) 

environment and in real life (Tarr and Warren, 2002; Alcañiz et al., 2009). In support of 

this idea, and due to recent advances in hardware and software costs and performance, 

Virtual Reality Serious Games (VRSGs) have become an innovative, effective, active, 

engaging, and adaptive medium capable of overcoming the limitations of most 

traditional methodologies (Chittaro and Ranon, 2009; Lovreglio et al., 2017). There is a 

sound research basis supporting the proposition that VRs immersive capabilities make 

VRSG a better choice than 2D and nonstereoscopic 3D displays (Rizzo et al., 2006; 

Chicchi Giglioli et al., 2019; Alcañiz et al., 2003; Huang et al., 2010; Dalgarno and Lee, 

2010; Mora, 2013; Fowler, 2015). Starting from these premises, we propose VR as a 

powerful, reliable, ecological tool to study, under laboratory conditions, the cognitive 

and affective aspects of human behaviour related to RT processes. 

We present the Spheres & Shield Maze Task (SSMT) as a VR behavioural task for RT 

measurement. The aim of this study is to understand the relationship between the SSMT 
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outcomes and sensation seeking and impulsivity (risk-related factors), work situational 

awareness (WSA), engagement in risky behaviours and marijuana consumption. The 

study hypotheses are as follows: 

Sensation seekers and impulsive individuals will show differences with nonsensation 

seekers and nonimpulsive participants in the SSMT (H1). 

Participants with a high level of work situation awareness (WSA) will present 

differences in the SSMT with those with low WSA (H2). 

Participants that feel drawn to engage in risky behaviours will show higher levels of 

impulsivity and sensation seeking (H3) and different results in the SSMT (H4) than those 

who feel less drawn to engage in risky behaviours. 

Participants that reported marijuana consumption during the previous 12 months will 

show higher levels of impulsivity and sensation seeking (H5) and different results in the 

SSMT (H6) than those who did not report marijuana consumption. 

Methods 

Participants 

Forty-one individuals participated in the study (29 men and 12 women, mean 

age = 24.22, SD = 7.80). They are students at the degree in the Design and Development 

of Videogames and Interactive Experiences. Before their participation, they received 

written information on the study and gave their written consent for their involvement. 

The study obtained the ethical approval of the Ethical Committee of the authors' 

institution (Approval Number: P1_06_06_18). 

Questionnaires 

- Spanish version of the 40-item Sensation Seeking Scale-V (SSS-V; Pérez and 

Torrubia, 1986; Zuckerman et al., 1964). 

- Spanish version of the 30-item Barratt Impulsiveness Scale (BIS-11; Barratt, 1985; 

Oquendo et al., 2001; Patton et al., 1995). 

- WSA scale (Sneddon et al., 2013). 

- As a measure of RT propensity, participants responded “yes” or “no” to 

engaging in the following during the previous year: (1) smoking, (2) drug use, 

(3) alcohol consumption, (4) risky sex, (5) stealing, and (6) not using a seat belt 

while driving. These measures have been used previously to assess RT and as an 

index of engagement in risky behaviours in daily life (Lejuez et al., 2003). We 

produced a total index by summing the reported risk behaviours (min. 0; max. 

6). 

- As a measure of marijuana consumption, participants responded “yes” or “no” 

to the question of whether they had taken marijuana during the previous 12 

months (even once). 
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The SSMT 

The SSMT is an interactive virtual environment that mimics an out-of-context maze, 

through which participants have to pass without (virtually) hurting themselves, from 

start to finish before the allocated time expires. The subjects have 3 minutes to negotiate 

the maze (primary mission), and they are instructed to accumulate as much “karma” as 

possible (secondary mission). There are spheres distributed throughout the maze, which 

earn participants “karma” if they collect them. Furthermore, participants can lose 

“karma” if they are attacked by a risk. These risks are also distributed throughout the 

maze and are of three types: fires, precipices, and slippery puddles. Some spheres are 

close to hazards, and others are located in no-risk zones. 

Participants have the option of activating a shield, which protects them from the risks. 

When the shield is active, the user's speed is reduced and (s)he cannot collect any 

spheres. The shield is a finite resource that subjects need to optimize. While passing 

through the maze, the participants have information about the remaining battery life of 

the shield and how much of their allocated time remains. The navigation metaphor is 

natural walking combined with indirect walking, in which pushing down on the 

controller's integrated touchpad moves the user's avatar in the direction (s)he is facing 

at 2 m/s (speeds >3 m/s can increase cybersickness symptoms) (Figs. 2 and 3) (So et al., 

2001). 

 

Figure 2. Screenshots of the SSMT with fire and precipice (left) and slippery puddle (right). SSMT, Spheres & Shield 
Maze Task 
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Figure 3. Top view of the maze and risk distribution 

Before undertaking the SSMT, the participants underwent a practice session. As seen in 

Figure 4, the subjects had to travel to three spotlights on the floor to practice the 

locomotion technique. They were also asked to collect some spheres and to activate the 

shield while they traveled through the training area. To assess if the time dedicated to 

the practice session was appropriate, the participants passed through the maze twice 

after they received the SSMT instructions. 

 

Figure 4. Screenshot of the practice SSMT session 

Participants performed the SSMT using the HTC Vive head mounted display, with 

2,160 × 1,200 pixels (1,080 × 1,200 per eye), a field of view of 110°, working at 90 Hz 

refresh rate. We analyzed the metrics of solving time, distance covered, “karma” 

collected, and shield use. The solving time refers to the time elapsed since the subject 

began the maze until (s)he reached the exit and was calculated in seconds. The distance 

covered is the total distance traveled by the subject from the beginning of the maze until 
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(s)he reached the exit, measured in meters. The “karma” is a score derived from the 

difference between the number of spheres collected and the seconds elapsed while the 

subject was attacked by a risk. Finally, the shield use is a score calculated by multiplying 

the seconds with the shield active and the intensity with which the shield was used. The 

intensity is a value between 0 and 100 that reflects the intensity with which the trigger 

of the controller was pressed. 

Data analysis 

Statistical analyses were carried out using SPSS version 22.0 (Statistical Package for the 

Social Sciences for Windows, Chicago, IL) for PCs. First, a multivariate outlier detection 

test was performed. The Mahalanobis distances between the subjects were calculated, 

and thereafter a chi-square (χ2) test was performed. The subjects who belonged to the 

most extreme one percent of the data distribution were defined as outliers. In total, three 

outliers were found. We assessed the normality of the variables and the internal 

consistency of the self-report scales. T-test analyses were carried out to identify if there 

were significant differences between the first and second trial of the SSMT. The Pearson 

correlations between each pair of numerical variables were computed to examine the 

linear dependency between the measures of the risk-related constructs, the WSA and the 

SSMT variables. 

We carried out Spearman's correlations to verify if there were significant associations 

between risk behaviours, risk-related constructs, and the SSMT variables. A Poisson 

regression was performed to predict the number of risky behaviours that subjects would 

engage in based on the risk-related constructs and the SSMT scores. To explore the 

importance of each variable, a first Poisson regression was performed accounting for the 

risk-related and the SSMT variables. The subscale with the highest P value was removed 

from the initial inputs, which resulted in a new set of inputs for the following regression. 

The computation of the P value of the inputs was based on the null hypothesis that all 

the linear coefficients of the regression were zero. This process continued iteratively until 

the model included a set of inputs with every P value <0.05. 

Regarding marijuana consumption, we carried out t-test analyses to verify if there were 

significant differences between groups (consumers and nonconsumers) in risk-related 

constructs, WSA and SSMT outcomes, and finally we performed a logistic regression to 

analyze the effects of self-report variables and SSMT metrics on the subjects' marijuana 

use. In the same way as in the Poisson regression mentioned above, an iterative process 

of removing the variable with the highest P value was performed until the model 

included a set of inputs with every P value <0.05. 

Results 

The final dataset included 38 subjects (26 men and 12 women; mean age = 23.87, 

SD = 7.46). The assumption of normality was confirmed in all variables (Kolmogorov–

Smirnov p > 0.05), except in the SSMT Time variable and in the risky behaviours score 
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(p < 0.05), and the internal consistency of the self-report scales was confirmed 

(Cronbach's αBIS = 0.616, αSSS-V = 0.877, αWSA = 0.713, bootstrap; 95%). Table 5 

presents the descriptive statistics for the self-report and SSMT variables. 

Table 5. Descriptive Statistics of Self-Report and Spheres & Shield Maze Task Variables 

Variable Mean SD Range 

1. BIS_CO 14,89 3,94 6 – 22 
2. BIS_MO 16,53 6,09 5 – 29 

3. BIS_NP 16,11 5,43 7 – 27 

4. BIS 46,16 10,24 28 – 69 

5. SSS_AS 5,95 2,88 0 – 10 

6. SSS_ES 6,95 1,79 4 – 10 

7. SSS_DI 3,71 2,56 0 – 9 

8. SSS_BS 3,42 2,13 0 – 9 

9. SSS-V 20,03 7,38 8 – 35 

10. WSA_CON 21,71 5,41 9 – 32 

11. WSA_ANT 7,89 3,09 2 – 14 

12. WSA_ATT 7,97 1,81  3 – 11 

13. WSA_DIS 6,47 2,15  1 – 10 

14. WSA 44,05 7,75 26 – 58 

15. SSMT_T_FT 166,34 23,19 96.89 – 180 

16. SSMT_D_FT 258,86 42,46 181.74 - 346.36 

17. SSMT_K_FT 15,42 6,25 3 – 32 

18. SSMT_S_FT 1358,04 165,50 982.26 - 1621.42 

19. SSMT_T_ST 155,81 29,18 81.97 – 180 

20. SSMT_D_ST 249,00 42,15 148.66 - 344.07 

21. SSMT_K_ST 14,29 8,82 -8 – 35 

22. SSMT_S_ST 1356,55 120,59 987.40 - 1558.94 

23. RB 1,37 1,50 0 - 5 

1. Barratt Impulsiveness Scale (BIS), cognitive impulsiveness; 2. BIS, motor 
impulsiveness; 3. BIS, nonplanning impulsiveness; 4. BIS; 5. Sensation Seeking Scale-V 
(SSS-V), adventure seeking; 6. SSS-V, experience seeking; 7. SSS-V, disinhibition; 8. SSS-
V, Boredom susceptibility; 9. SSS-V; 10. Work Situation Awareness (WSA), 
concentration; 11. WSA, anticipation; 12. WSA, attention; 13. WSA, distraction; 14. WSA; 
15. Solving Time in SSMT-First Trial (SSMT_T_FT); 16. Distance in SSMT-First Trial 
(SSMT_D_FT); 17. Karma in SSMT-First Trial (SSMT_K_FT); 18. Shield in SSMT-First 
Trial (SSMT_S_FT); 19. Solving Time in SSMT-Second Trial (SSMT_T_ST); 20. Distance 
in SSMT-Second Trial (SSMT_D_ST); 21. Karma in SSMT-Second Trial (SSMT_K_ST); 22. 
Shield in SSMT-Second Trial (SSMT_S_ST); 23. Risk behaviours score. SD, standard 
deviation; SSMT, Spheres & Shield Maze Task; WSA, work situational awareness. 

T-test analyses were carried out to identify if there were significant differences between 

the first and second trial performance. Although we did not find significant differences 

(p > 0.05), we observed an adaptation period that distorted the data in first trial. 

Although participants seemed to be prepared to enter the maze after the practice session, 

they showed disorientation during the first trial. Furthermore, some subjects expressed 

doubts about the interaction and mechanics of the task, which remained unclear after 

the practice session. In addition, some of the subjects verbalized after the experiment 
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that in the second trial they felt more secure and had not doubts about interactions and 

mechanics of the task. For this reason, we assumed that there was a lack of practice and 

expertise in the first trial, which will be discussed in later sections; and the following 

analyses were performed with the results of the second trial. 

Table 6 shows the correlations between the self-report measures and the variables 

SSMT_Distance, SSMT_ Karma, SSMT_Shield, and SSMT_Time. 

Table 6. Pearson´s correlations between Self-Report and Spheres & Shield Maze Task Variables 
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1. Barratt Impulsiveness Scale (BIS), Cognitive impulsiveness; 2. BIS, Motor 
impulsiveness; 3. BIS, Non-planning impulsivity; 4. BIS; 5. Sensation Seeking Scale-V 
(SSS-V), Adventure seeking; 6. SSS-V, Experience seeking; 7. SSS-V, Disinhibition; 8. SSS-
V, Boredom susceptibility; 9. SSS-V; 10. Work Situation Awareness (WSA), 
Concentration; 11. WSA, Anticipation; 12. WSA, Attention; 13. WSA, Distraction; 14. 
WSA; 15. Distance in SSMT-Second Trial (SSMT_D_ST); 16. Karma in SSMT-Second Trial 
(SSMT_K_ST); 17. Shield in SSMT-Second Trial (SSMT_S_ST); 18. Time in SSMT-Second 
Trial (SSMT_T_ST).* p < .05; ** p < .01. 

We carried out Spearman's correlations to verify if there were significant associations 

between risk behaviours, risk-related constructs, and SSMT outcomes (Table 7). 

Table 7. Spearman's Correlations Between Risk Behaviours, Risk-Related Constructs, and Spheres & Shield Maze Task 
Variables 

  Risk 

Behaviours BIS_CO .103  

BIS_MO .146  

BIS_NP -.119  

BIS .054  

SSS_AS -.009  

SSS_ES .485 ** 

SSS_DI .355 * 

SSS_BS .176  
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SSS .277  

SSMT_D_ST .143  

SSMT_K_ST .041  

SSMT_S_ST -.501 ** 

SSMT_T_ST .022  

BIS_CO: Barratt Impulsiveness Scale (BIS), Cognitive impulsiveness; BIS_MO: BIS, 
Motor impulsiveness; BIS_NP: BIS, Non-planning impulsiveness; SSS_AS: Sensation 
Seeking Scale-V (SSS-V), Adventure seeking; SSS_ES: SSS-V, Experience seeking; SSS_DI 
SSS-V, Disinhibition; SSS_BS: SSS-V, Boredom susceptibility; SSMT_D_ST: Distance in 
SSMT-Second Trial; SSMT_K_ST: Karma in SSMT-Second Trial; SSMT_S_ST: Shield in 
SSMT-Second Trial; SSMT_T_ST: Time in SSMT-Second Trial.* p < .05; ** p < .01. 

A Poisson regression was performed to predict the number of risky behaviours that 

subjects would engage in based on the risk-related constructs and the SSMT scores. 

According to the results, for each point scored in experience seeking, 1.340 (95% CI 

1.102–1.630) times riskier behaviours will be engaged in by the participants (P = 0.003). 

For each point of the shield use scored in the SSMT, 0.998 (95% CI 0.996–1) times riskier 

behaviours will be engaged in by the participants (p = 0.038). 

As an additional analysis, we compared the results of participants who reported 

marijuana consumption (N = 15) and those who did not (N = 23). We carried out t-test 

analyses to verify if there were significant differences between groups in risk-related 

constructs, WSA and SSMT outcomes (Fig. 5). 

 

Figure 5. T-test results of self-report and SSMT variables between marijuana consumers and nonconsumers. Bars 
represent the average and lines represent the standard deviation. *p < 0.05, **p < 0.01 

We performed a logistic regression to analyze the effects of self-report variables and 

SSMT metrics on the subjects' marijuana use. The logistic regression model was 

statistically significant (χ2 12.424, P < 0.01) and explained 37.8 percent (Nagelkerke R2) 

of the variance in marijuana use. The model correctly classified 76.3 percent of cases. The 

model shows that marijuana consumers have higher scores in experience seeking and 

reduced use of the shield in the SSMT (see Table 8 for further details on the regression 

analysis). 

Table 8. Summary of the Logistic Regression Analysis Predicting Marijuana Consumption 

Variable Coefficient s.e. p-

value 

95% C.I. 
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Sensation seeking: 

Experience seeking 

.490 .252 .052 .995 - 2.676 
SSMT Shield -.008 .004 .040 .984 - 1.000 

Nagelkerke R2 = 37.8%; p < 0.01 

  

      
s.e.: standard error; C.I.: confidence interval 

Discussion 

The main goals of this article were to evaluate a VRSG designed to assess RT and to 

prove that virtual environments can provide effective metrics under the stealth 

assessment paradigm. 

We found significant associations between the SSMT results and the risk-related 

constructs measured—impulsivity and sensation seeking. Sensation seekers covered 

more distance in the maze and were not satisfied only with finding the exit. Collecting 

spheres located next to hazards involves a risk of coming to harm. In this case, impulsive 

individuals would be less reflective about the potential risk and decided to collect 

spheres although they are next to hazards. Participants with high nonplanning 

impulsivity and disinhibition preferred not to use the shield in most cases, even though 

this carried danger. Nonplanning impulsivity involves lack of anticipation (Barratt, 

1985), which is consistent with limited shield use. Nonimpulsive participants may take 

the shield into account and use it more than impulsive participants. Disinhibition refers 

to the tendency toward hedonistic preferences (Zuckerman, 2008) and has been related 

to imprudent behaviours (Orlebeke  1990). Disinhibited participants might see the shield 

as unnecessary overprotection, so they did not use it as much as nondisinhibited 

subjects. These results support hypothesis 1, since sensation seeking and impulsivity 

were expected to be related to the SSMT results. 

Regarding hypothesis 2, the WSA showed negative significant correlations with 

“karma” and positive significant correlations with shield use. WSA also showed 

negative significant correlations with impulsivity and sensation seeking. This could 

represent a thoughtless individual who gets bored easily, is looking always for new 

experiences, and has less risk awareness. These results suggest that participants with 

high WSA anticipated and planned for what was going to occur, inhibited impulses, and 

did not underestimate the risks in the SSMT, accepting hypothesis 2. 

The associations among impulsivity, sensation seeking, and engaging in risky 

behaviours were calculated. The results showed that there is a positive relationship 

between the experience seeking and disinhibition dimensions and engaging in risky 

behaviours. These results are consistent with other investigations that found significant 

associations between engaging in risky behaviours and sensation seeking (Lejuez et al., 

2003). Furthermore, the dimensions of experience seeking and disinhibition are shown 

to be significant predictors of RT (Popham et al., 2011), and have been related to risk 

habits (Roberti, 2004). The experience seeking and disinhibition dimensions represent 

less socially acceptable forms of sensation seeking (Zuckerman, 1978). In particular 
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social circles, this nonacceptance is diluted, since individuals with similar levels of 

sensation seeking tend to join together (Roberti, 2004). These results partially support 

hypothesis 3, which pointed out that both impulsivity and sensation seeking are related 

to engaging in risky behaviours. 

Regarding hypothesis 4, participants with higher scores for engaging in risky behaviours 

used the shield less than those with low scores for engaging in risky behaviours. The 

results of the regression analysis showed that experience seeking and shield use are 

significant predictors of engaging in risky behaviours. Consequently, hypothesis 4 is 

accepted. 

Regarding hypotheses 5 and 6, differences between marijuana consumers and 

nonconsumers in risk-related constructs and in the SSMT were calculated. The results 

showed that marijuana users have higher levels of experience seeking and disinhibition 

than nonusers, partially supporting hypothesis 5, which pointed out that both 

impulsivity and sensation seeking are related to marijuana consumption. The relation 

between marijuana consumption and sensation seeking has previously been established 

(Palmgreen et al., 2001). Other studies have found that sensation seekers show high 

levels of intention to use marijuana in the future (Hoyle et al., 2002). Nonconsumers also 

showed higher WSA. This outcome is consistent with the above results, since risk 

underestimation seems to be common among marijuana consumers and those who score 

low in the WSA. Regarding SSMT metrics, consumers protected themselves with the 

shield less than nonconsumers. The logistic regression analyses showed that experience 

seeking and shield use are both predictors of marijuana consumption. This is in line with 

hypothesis 6, which also posited that distance covered and “karma” would be related to 

marijuana consumption. As previously mentioned, shield use seems to be related to 

planned and prudent behaviours. These results are consistent with the results of BT that 

aim to measure RT. The degree of inflation of the balloons in the Balloon Analogue Risk 

Task was correlated with drug use, and this metric was a predictor of substance use and 

risky sexual behaviours (Lejuez et al., 2002). Poor performance in the Bechara Gambling 

Task was related to participants with substance use disorders (Barry and Petry, 2008). 

The Bechara Gambling Task is shown to be an appropriate measure for substance use 

disorders only for men, since the results for this task varied significantly between males 

and females (Businelle et al., 2008). 

Limitations 

We acknowledge that this study has some methodological limitations. First, the sample 

size is not large, and the participants were recruited in a university environment, so it is 

not a sample that faces occupational risks in daily life. For future investigations, we will 

recruit a larger sample of participants who face risks in the workplace. Second, the 

practice session and adaptation period needed for the SSMT were unknowns, so the 

participants performed the SSMT twice to guarantee they fully understood the task. We 
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will take this in account in future research, and will allow the participants a longer 

practice session. In addition, we will include mechanisms to make sure participants have 

fully understood mechanics and interactions of the game, to avoid potential external 

biases. Third, we assessed only the behavioural metrics of time, “karma,” distance, and 

shield use, ignoring real-time behavioural and psychophysiological measures, such as 

trajectories, eye movements, and galvanic skin response. Last, the risks in the SSMT had 

no consequences in the virtual world, besides a reduced “karma” score. For future 

investigations, we intend to improve the SSMT by enriching its appearance and giving 

the risk consequences to make them more realistic. In addition, we will include eye 

tracking and galvanic skin response measures to supplement and better interpret the 

SSMT scores. 

Conclusions 

RT is essential in the decision-making process, and is a field of interest both for 

psychologists and for safety authorities. In this article, we present the SSMT as a first 

step in the development of a new VR behavioural tool to measure implicit processes 

involved in RT. The results of this study suggest that decontextualized VRSGs are 

appropriate to assess RT, since they could be used as a crossdisciplinary tool to assess 

individuals' capabilities.  
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Abstract 

Risk taking (RT) is a component of the decision-making process in situations that involve 

uncertainty and in which the probability of each outcome – rewards and/or negative 

consequences – is already known. The influence of cognitive and emotional processes in 

decision making may affect how risky situations are addressed. First, inaccurate 

assessments of situations may constitute a perceptual bias in decision making, which 

might influence RT. Second, there seems to be consensus that a proneness bias exists, 

known as risk proneness, which can be defined as the propensity to be attracted to 

potentially risky activities. In the present study, we take the approach that risk 

perception and risk proneness affect RT behaviours. The study hypothesises that locus 

of control, emotion regulation, and executive control act as perceptual biases in RT, and 

that personality, sensation seeking, and impulsivity traits act as proneness biases in RT. 

The results suggest that locus of control, emotion regulation and executive control 

influence certain domains of RT, while personality influences in all domains except the 

recreational, and sensation seeking and impulsivity are involved in all domains of RT. 

The results of the study constitute a foundation upon which to build in this research area 

and can contribute to the increased understanding of human behaviour in risky 

situations. 

Introduction 

Risk taking (RT) is a component of the decision-making process in situations that involve 

uncertainty and in which the probability of all outcomes – rewards and/or negative 

consequences (Brand et al., 2007) – is already known (Bechara et al., 2005; Krain et al., 

2006). Risk takers tend to make decisions with both high potential benefits and high 

potential adverse outcomes, rather than choosing more cautious alternatives (Slovic, 

1987; Mellers et al., 1997). The decision-making process is influenced by three main 

elements: decision features, situational factors, and individual differences (Einhorn, 

1970; Hunt et al., 1989). Decision features are the characteristics of the decision itself, 

such as the ordering of the choice options (Appelt et al., 2011) and situation framing 
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(Levin et al., 2002). Situational factors refer to the context of the decision, for example, 

time pressure (Dror et al., 1999). Individual differences are the third main factor in the 

decision-making process. Appelt et al. (2011) argued that, although the influence of 

individual differences in decision making has been widely studied, there is no consensus 

as to how to interpret these relations. 

Some authors have identified the perception of benefits, the perception of risks, and risk 

attitude – “how much risk they [the subjects] are willing to accept in exchange for a 

specific return” (Figner and Weber, 2011; p. 212) – as the individual factors that may 

drive RT. Within this framework, the influence of the cognitive and emotional processes 

in decision making may affect the way in which a risky situation is perceived; they have 

also been identified as key elements of individual differences that may affect RT. First, 

an inaccurate assessment of a situation may constitute a perceptual bias in decision 

making, which might influence RT. In situations in which “hot” affective processes are 

prominent (e.g., condom use; Figner and Weber, 2011), emotion regulation skills – the 

control of emotions (Gross, 2002) – and internal locus of control – the perception that 

events are under one’s own control (Rotter, 1966) – have been highlighted as influential 

factors in the “cooling process” (Crisp and Barber, 1995; Miu and Crişan, 2011). In 

addition, executive control is the ability to control thoughts to inhibit or adapt 

behaviours according to the situation (Diamond, 2013). It involves top-down mental 

processes that require the individual to make an effort, meaning that the process is not 

automatic. Individuals with low executive control have been shown to more poorly 

evaluate situations and search for less information before making decisions, which can 

lead to risky behaviours (Magar et al., 2008). Finally, there seems to be consensus across 

different domains that risk proneness influences RT. This trait has been defined as the 

propensity to be attracted to potentially risky activities (Raffaelli and Crockett, 2003), 

and could be considered a cross-situational trait in RT as it has been related to 

temperamental aspects, such as sensation seeking and impulsivity (Zuckerman and 

Kuhlman, 2000). Indeed, while some individuals are characterised by strong directional 

risk proneness, others are situation-sensitive (Weber and Milliman, 1997; Nicholson et 

al., 2002; Weber et al., 2002). In the latter cases, the decision-making process may be 

highly dependent on decision features and situational factors. In light of these results, 

we consider it necessary to study these findings in an aggregated way, and provide clear 

conclusions regarding the influence of perceptual and cognitive biases in RT. In the 

following sections, the psychological dimensions that influence RT both in perceptual 

processes and risk proneness are discussed and the aim of our study is presented. 

Individual Differences in the Perception of Benefits and Risks 

Locus of Control 

Rotter (1966) found that locus of control indicates the degree to which an individual 

perceives events to be under his/her control (internal control) or under the control of 

outside forces, such as fate or other people (external control). Marsh and Richards (1986) 

identified five factors for the Rotter’s locus of control scale: general luck, which is related 
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to attributing one’s life course to luck or chance; political control, which refers to low 

expectations of influencing political institutions and world affairs; personal initiative, 

which attributes to the influence of external elements in their work and personal 

situation rather than to the effort of oneself; interpersonal control, which refers to the 

little control of one’s influence over other people; and academic situation, which is 

related to the attribution to the influence of external elements in their academic results. 

The relation between locus of control and RT has been widely examined, although it 

seems that previous studies have reached opposite conclusions, based on the nature of 

the situations examined. Individuals with an internal locus of control have been shown 

to take more risks in some areas, such as the civil rights struggle (Gore and Rotter, 1963), 

the military (Higbee, 1972) and in entrepreneurship (Ahmed, 1985). Conversely, other 

studies have found that individuals with an internal locus of control take less risks in the 

domains of forestry and construction (Salminen and Klen, 1994), sexual practices (Terry 

et al., 1993) and piloting (You et al., 2013). Crisp and Barber (1995) suggested that 

individuals with an internal locus of control more accurately assess situations. Thus, 

locus of control may influence how situations are perceived, but not necessarily RT. 

Instead, it might be expected that internals, who perceive greater risk, would make safer 

decisions. In contrast, externals may perceive situations as if they are under other 

people’s control. 

Emotion Regulation 

Emotion regulation is the control of emotions (Gross, 2002). It can influence three 

components of RT, which involve different deliberative-versus-automatic strategies: 

interrupting a risk behaviour, thinking before acting, and choosing between two 

alternatives (Steinberg, 2004). Emotion regulation can be applied through two strategies, 

cognitive reappraisal and expressive suppression. Cognitive reappraisal is an 

antecedent-focused strategy that involves changing the meaning of a situation by 

reformulating the way it is understood to minimize or modify its emotional impact 

(Gross and John, 2003). It allows individuals to psychologically distance themselves 

from situations (Mischel and Ayduk, 2004). In contrast, the response-focused strategy of 

expressive suppression is the inhibition of the emotional response associated with a 

particular emotion (Gross and John, 2003). Generally, suppression is understood to be a 

maladaptive strategy, which involves an active effort sustained over time, while 

reappraisal is considered to be an adaptive strategy that modifies the emotion at an early 

stage (Gross, 2002; Evers et al., 2010). The relation between the habitual use of either 

emotion-regulation strategy and RT does not appear to be entirely established. Some 

studies have suggested that individuals who use cognitive reappraisal tend to take 

greater risks, as this strategy mitigates the influence of negative emotions, which leads 

them to be less sensitive to both the probability and the magnitude of potential losses 

(Heilman et al., 2010; Panno et al., 2013). On the other hand, some authors have 

suggested that reappraisal is related to positive affect and lower RT, in domains such as 

smoking, risky drinking (Magar et al., 2008; Fucito et al., 2010) and emotional eating 

(Evers et al., 2010). These results suggest that the relation between emotion regulation 
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strategies and RT relies heavily upon the decision-making context. Hence, we may find 

positive relations between reappraisal strategy and RT in the contexts in which the 

positive outcomes are perceived as more salient than the negative consequences, or in 

which RT is not necessarily considered to be a maladaptive behaviour (Duell and 

Steinberg, 2019; Pellegrino, 2019), such as in entrepreneurship or social situations. In 

contrast, emotional suppression strategies may be positively related to RT in contexts in 

which the negative outcomes are perceived as more salient than the positive outcomes, 

or in which RT is clearly a maladaptive behaviour, such as health and ethical RT (Duell 

and Steinberg, 2019; Pellegrino, 2019). 

Executive Control 

Executive control has an important role in decision making (Eslinger and Damasio, 1985; 

Manes et al., 2002; Del Missier et al., 2010) as it operates in perception, conflict resolution, 

and retention processes (Pessoa, 2009). The relation between executive control and RT 

has been widely examined in adolescents and young adults, as these groups tend to 

show less cognitive control, particularly when facing situations with desirable or 

immediately accessible rewards (Falk and Rickardsson, unpublished). These studies 

suggested that executive control, as a fundamental mediator in the inhibition of 

pleasurable stimuli, and in the development of adaptive behaviour patterns, might 

contribute to RT in some domains when it is weak, such as drug addiction (Kalivas and 

Volkow, 2005), prompting riskier behaviours in daily life (Pharo et al., 2011). Executive 

control is comprised of inhibition, working memory and cognitive flexibility (Diamond, 

2013). Cognitive flexibility is the ability to adjust perspectives to adapt to the changing 

demands of a situation. It is related to the other two executive functions, since it requires 

inhibition to deactivate the previous perspective and working memory to activate a new 

perspective (Diamond, 2013). Deficits in cognitive flexibility have been shown to 

influence RT, leading to violent and offending behaviours (Vilà-Balló et al., 2015) as well 

as eating disorders (Perpiñá et al., 2017). 

Individual Differences in Risk Proneness 

Personality: The Big Five-Factor Model 

Personality has been found to have a strong influence on RT behaviours (e.g., 

Zuckerman and Kuhlman, 2000; De Vries et al., 2009). Individual personality trait 

differences influence risk proneness, as they involve motivational forces that promote 

risky decisions, insulation against concerns about negative consequences, and they act 

as cognitive barriers (Nicholson et al., 2002). Among the numerous personality models 

developed in psychology research, the Big Five-factor model of personality – composed 

of neuroticism, extraversion, openness, agreeableness and conscientiousness factors 

(McCrae and Costa, 1997) – seems to be the most generally recognized in the study of 

the relation between personality and risk behaviour. Neuroticism has been related to 

negative affect and sensitivity to punishment (Elliot and Thrash, 2010). High levels of 

neuroticism may lead to risk aversion in most domains, as a way of avoiding guilt or 

anxiety regarding negative outcomes. In contrast, there seems to be an inverse relation 
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between neuroticism and RT in the health domain (Nicholson et al., 2005). In these cases, 

some studies identified a tendency to take risks to alleviate anxiety and other emotions 

(Vollrath and Torgersen, 2002). Nicholson et al. (2005) suggested that health-related RT 

is most strongly influenced by environmental factors, and least under the control of 

individual psychological disposition. Conversely, extraversion, as a generalized need for 

stimulation, is manifested in positive affect and sensitivity to reward (Eysenck, 1973), 

prompting RT behaviours (Lauriola and Levin, 2001). Openness to experience relates to 

cognitive risk seeking, acceptance of experimentation, and tolerance of uncertainty, 

change, and innovation (McCrae and Costa, 1997). Agreeableness, which is 

characterized by trust, straightforwardness, and compliance, has been related to risk 

aversion (Gullone and Moore, 2000; Hoyle et al., 2000). Conscientiousness, which is a 

need for compliance under conditions of conformity and control, has been related to risk 

avoidance (Nicholson et al., 2005; Schwebel et al., 2006). 

Personality: Sensation Seeking 

Sensation seeking has been defined as “the seeking of varied, novel, complex and intense 

sensations and experiences, and the willingness to take physical, social, legal, and 

financial risks for the sake of such experience” (Zuckerman, 1994; p. 27). Individuals 

with varying levels of sensation seeking may exhibit differences in arousal and attention, 

which leads to differential information processing (Zuckerman, 1979; Zuckerman and 

Como, 1983). Several studies have shown a positive relation between sensation seeking 

and RT in different domains, such as substance abuse, risky sexual behaviour, reckless 

driving, and vandalism (e.g., Donohew et al., 2000; Wagner, 2001). Zuckerman (1994) 

identified four dimensions of the sensation-seeking trait: thrill and adventure seeking, 

experience seeking, disinhibition, and boredom susceptibility. The thrill and adventure 

seeking dimension reflects a desire to engage in physical activities and is positively 

related to risky behaviours in driving and sports (Zuckerman, 1994; Wishart et al., 2017). 

The experience-seeking subtrait has been shown to be a predictor of the openness 

personality trait, due to its relation to arousal seeking through the mind and senses 

(Zuckerman, 1984; Roberti, 2004). High experience-seeking individuals present lower 

sensitivity to aversive stimulation (Netter et al., 1996), and tend to display risky 

substance use behaviours (Pedersen et al., 1989). Disinhibition is a significant predictor 

of RT in several domains, including rule-breaking behaviours and violations of societal 

norms (Donohew et al., 2000; Roberti, 2004; De Vries et al., 2009). Boredom susceptibility, 

which is intolerance for routine and repetitive activities (Zuckerman, 2006), tends to be 

reflected in RT behaviours in domains such as sports (Guszkowska and Bołdak, 2010). 

Personality: Impulsivity 

Impulsivity is defined as the “predisposition toward rapid, unplanned reactions to 

internal or external stimuli without regard to the negative consequences of these 

reactions to the impulsive individual or to others” (Moeller et al., 2001; p. 1784). 

Whiteside and Lynam (2001) argued that impulsivity is comprised of a set of five 

impulse-related traits: negative urgency, lack of premeditation, lack of perseverance, 
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sensation seeking, and positive urgency. According to Whiteside and Lynam (2001) and 

Whiteside et al. (2005), negative and positive urgency traits relate to the tendency to 

exhibit impulsive behaviours when facing negative/positive situations. Lack of 

premeditation relates to thoughtless behaviours and to the tendency to favour 

alternatives with short-term rewards over options that might lead to more valuable but 

delayed rewards. Lack of perseverance reflects an absence of focus on a tedious or 

difficult activity. Sensation seeking is an attraction toward exciting, new, and potentially 

dangerous experiences. 

Impulsivity has emerged as one of the strongest predictors of RT in different domains. 

Moreno et al. (2012) found that recreational cannabis consumption was associated with 

high levels of impulsivity and sensation seeking, and with inhibitory control deficits. 

Donohew et al. (2000) showed that impulsivity and sensation seeking were strongly 

related to some sexual RT indicators: intention to have sex, number of lifetime sexual 

partners, being pregnant or having caused a pregnancy, having unwanted sex when 

drunk, having unwanted sex under pressure, and using alcohol or having a partner who 

used alcohol before sex. Furthermore, this relation has been demonstrated in other 

contexts, such as gambling (Blanco et al., 2009) and alcohol use (Coskunpinar et al., 2013). 

The Current Study 

The aim of the present study is to examine the relation between RT biases and risk 

behaviours, in order to identify the components of the cross-situational factors that 

influence RT and the variables that operate only in specific domains. This study aims to 

fill an existing gap in the literature, since there is no study, to our knowledge, that 

analyses the influence of psychological biases on RT from both, domain-dependent and 

cross-domain RT perspectives. The study hypotheses are the following (see Figure 6): 

 

Figure 6. Study hypotheses. Green lines represent positive relation and orange lines represent negative relation. 
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Hypothesis 1. Perceptual biases in RT: locus of control (h1a), emotion regulation (h1b), 

and executive control (h1c) are variables in the perception of benefits and risks in the 

decision-making process that each influence RT in those specific domains, requiring an 

accurate assessment of risks and benefits. On one hand, an internal locus of control and 

the use of the cognitive reappraisal strategy could lead to safe behaviours in the ethical 

and health domains. Additionally, financial decisions tend to involve complex 

situations, which require effortful processing – executive functions (Diamond, 2013) – to 

perceive and interpret each option. In this domain, high executive control would also be 

related to risk avoidance. On the other hand, recreational and social RT involve more 

salient potential positive outcomes, an internal locus of control, and the use of the 

cognitive reappraisal strategy which could lead to risky behaviours. 

Hypothesis 2. Proneness biases in RT: personality (h2a), sensation seeking (h2b), and 

impulsivity (h2c) will influence RT consistently in all domains, constituting a trend 

toward risk proneness or risk avoidance, regardless of the type of risk. Regarding 

personality, neuroticism is expected to show a positive relation with RT in all domains, 

except in the case of health, in which it is expected to show a negative relation. 

Extraversion and openness are expected to appear as facilitators of RT, while 

agreeableness and conscientiousness may be related to safe behaviours. Sensation 

seeking and impulsivity are expected to show a positive relation with RT in all domains. 

Materials and Methods 

Participants 

A total of 98 subjects balanced in terms of gender (50 men and 48 women) and age (35% 

under 30, 35% among 30–45, 30% above 45; mean age = 37.08, SD = 10.91) were recruited 

by a sampling company to participate in the experiment. The sample company contacted 

each participant and made an appointment for them to come to the laboratory. Before 

beginning the experiment, the participants gave their informed consent for their 

involvement. The responses were anonymised and randomised to ensure the privacy of 

the information. The study obtained prior ethical approval of the Ethical Committee of 

the Polytechnic University of Valencia. 

Measures 

The risk-related constructs were assessed by means of a battery of self-reported 

measures and neuropsychological tests, which included the following: 

Locus of control: Spanish version of the 23-item Rotter’s I-E scale (Rotter, 1966; Tous, 

1984; Ferrando et al., 2011). This includes subscales for general luck, political control, 

personal initiative, interpersonal control, academic situation, and a total external locus 

of control score. The internal consistency of the scale in the present study was 0.613. 

Emotion regulation: Spanish version of the 10-item Emotion Regulation Questionnaire 

(ERQ), which measures suppression and reappraisal strategies (Gross and John, 2003; 
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Cabello et al., 2013). The Cronbach’s alpha coefficients previously reported for a Spanish 

sample were 0.75 for suppression and 0.79 for reappraisal (Cabello et al., 2013). The 

internal consistency of the scales in the present study was 0.77 for suppression and 0.73 

for reappraisal. 

Executive control: Two neuropsychological tasks were performed: Wisconsin Card 

Sorting Test (WCST; Grant and Berg, 1993), a measure of cognitive flexibility; and the 

Trail Making Task (TMT), a paper-and-pencil-based measure of attention and set 

switching (Reitan, 1958). To measure cognitive flexibility, we calculated the 

perseverative errors in the WCST. To assess attention and set switching, we measured 

the resolution times of parts A and B, respectively. 

Personality: Spanish version of the NEO five-factor inventory (NEO-FFI). This comprises 

60 items and includes the following factors: neuroticism, extraversion, openness, 

conscientiousness, and agreeableness (Costa and McCrae, 1989; Cordero et al., 1999). The 

reliability coefficients’ Cronbach’s alpha values ranged from 0.75 to 0.83 in a Spanish 

sample (Cordero et al., 1999). The internal consistency of the scales in the present study 

was: neuroticism α = 0.77, extraversion α = 0.85, openness α = 0.79, agreeableness α = 

0.75, and conscientiousness α = 0.84. 

Sensation seeking: Spanish version of the 40-item Sensation Seeking Scale-V (SSS-V) 

(Zuckerman et al., 1964; Pérez and Torrubia, 1986). This includes subscales for thrill and 

adventure seeking, experience seeking, disinhibition and boredom susceptibility, and a 

total sensation seeking score. The reliability coefficients’ Cronbach’s alphas ranged 

between 0.67 and 0.81 in a Spanish sample (Pérez and Torrubia, 1986). The internal 

consistency of the scale in the present study was: thrill and adventure seeking α = 0.81, 

experience seeking α = 0.54, disinhibition α = 0.63; boredom susceptibility α = 0.53, total 

sensation seeking α = 0.78. 

Impulsivity: Short Spanish version of the UPPS-P impulsive behaviour scale (Whiteside 

and Lynam, 2001; Cándido et al., 2012). Composed of 20 items, this measures five 

impulsivity traits: negative urgency, lack of premeditation, lack of perseverance, 

sensation seeking, and positive urgency. The Cronbach’s alpha coefficients ranged from 

0.66 to 0.81 in a Spanish sample (Cándido et al., 2012). The internal consistency of the 

scales in the present study was: negative urgency α = 0.72, lack of premeditation α = 

0.77, lack of perseverance α = 0.78, sensation seeking α = 0.79, and positive urgency α = 

0.60. 

Risk taking: Spanish version of the Domain-Specific Risk-Taking (DOSPERT-30) scale 

(Blais and Weber, 2006; Lozano et al., 2017). This is a measure of the tendency to engage 

in real-life risk-taking behaviours in different domains, and includes the ethical, 

financial, health, recreation, and social subscales. Sample items include “Revealing a 

friend’s secret to someone else” (Ethical), “Betting a day’s income at a high-stake poker 

game” (Financial), “Riding a motorcycle without a helmet” (Health/Safety), “Moving to 

a city far away from your extended family” (Social), and “Going whitewater rafting at 
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high water in the spring” (Recreational). Higher scores indicate greater RT in the domain 

of the subscale. The Cronbach’s alpha coefficients ranged from.64 to.85 in a Spanish 

sample (Lozano et al., 2017). The internal consistency of the scales in the present study 

was: Ethical α = 0.65, Financial α = 0.81, Health α = 0.68, Recreation α = 0.82, and Social 

α = 0.67. 

Procedure 

The participants undertook the self-report questionnaires and completed the 

neuropsychological tasks on a personal computer. The process, which took place in an 

experimental room and was supervised by a research assistant, lasted approximately 45 

minutes. 

Data Analysis 

First, a multivariate outlier detection test was performed using all the features’ 

Mahalanobis distance between subjects, and thereafter a Chi-square test was performed 

on the Mahalanobis distance distribution. The subjects belonging to the far ends of the 

distribution, which was fixed for a p-value < 0.01, were defined as outliers; four outliers 

were found. Pearson correlations between each pair of numerical variables were 

computed to evaluate linear dependency. A prior power correlation analysis was 

performed, resulting in, for a population of 94 subjects, a Pearson coefficient of 0.285 

achieving a power above 80%. Therefore, we only considered as significant the 

correlations that had a p-value lower than 0.05 and a Pearson coefficient higher than 

0.285 in absolute value. Finally, multilinear regressions were computed to observe which 

input variables related to locus of control, emotion regulation, executive control, 

personality, sensation seeking, and impulsivity, explained the RT output variables. To 

explore the statistical importance of each variable in the multilinear regression model, a 

feature selection algorithm was implemented. In particular, a backward feature 

elimination (Guyon et al., 2008) was implemented based on the statistical analysis of the 

coefficient of each feature. This procedure of iterative feature selection would not miss 

any hidden relation between input variables; at the same time, it reduces the number of 

features used and increases the interpretability of the model. All input variables were 

normalised and an initial multilinear regression, including all inputs, was computed. 

The feature with the highest p-value was removed from the initial inputs, which resulted 

in a new set of inputs for the following regression. The computation of the p-value of the 

inputs was based on the null hypothesis that all the linear coefficients of the regression 

were zero. Due to the fact that a multilinear regression model considered different 

hypotheses simultaneously a Bonferroni correction was applied to the initial confidence 

interval chosen. The algorithm continued iteratively until the model included a set of 

inputs with every p-value under 0.05. Therefore, the coefficients of the features used in 

the multilinear regression are statistically different from zero, so all features contribute 

in the model. Once the backward elimination found a model in which all the variables 

are significant, it was preselected. In addition, three different checks were performed for 

the regression: the mean of the residuals had to be equal or close to zero, as well as the 
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linear correlation between the input variable, and the residuals and the distribution of 

the residuals had to follow a normal distribution. If the multilinear regression model 

overcame these checks, it was considered as the final model; if it did not, the backward 

elimination continued. We obtained the p-value, the error, and the adjusted coefficient 

of determination of the regression model. A model was obtained for each RT subscale. 

Results 

Descriptive Analysis 

The final dataset included 94 subjects between 20 and 51 years (49 males, 45 females; 

mean age = 35.77, SD = 10.65). Table 9 shows the statistical values of the subscales. This 

table includes a column indicating if the distribution of the subscales is normal or not 

according to a t-test fixing the p-value sensitivity to 0.05. Not normal distributions would 

achieve lower values than this threshold. According to the normality of each subscale, 

the mean and the standard deviation for normal distributions is shown or, in the case of 

not normal subscales, the median and the IQR is reported. 

Table 9. Descriptive analysis of all variables, organized by subscales. 

Scale Subscale Mean/Median Std./IQR Distribution Range 

P
e

rc
e

p
tu

a
l 

b
ia

se
s Locus of 

control 

General luck 3.00 2.00 Not normal [0-6] 

Political control 3.00 2.00 Not normal [0-5] 

Personal initiative 3.00 2.00 Not normal [0-5] 

Interpersonal control 3.00 1.00 Not normal [0-4] 

Academic situations 3.00 1.00 Not normal [0-3] 

Locus of control 

(overall score) 

3.00 4.00 Not normal [2-21] 

Emotion 

regulation 

Cognitive reappraisal 30.00 7 Not normal [12-40] 

Emotional 

suppression 

13.74 5.17 Normal [4-26] 

Executive 

control 

  

TMT Time Part A 

(ms) 

42147 16062.5 Not normal [22113-

113500] 

TMT Time Part B 

(ms) 

45668 16008.75 Not normal [23675-

80787] 

WCST Perseverative 

Errors 

35.00 33.39 Not normal [0-91] 

P
ro

n
e

n
e

ss
 b

ia
se

s Personality 

  

  

  

  

Neuroticism 20.63 6.99 Normal [2-37] 

Extraversion 32.95 7.31 Normal [11-48] 

Openness 31.97 6.55 Normal [14-48] 

Agreeableness 31.41 6.08 Normal [14-43] 

Conscientiousness 32.69 7.25 Normal [15-48] 

Sensation 

seeking 

  

  

Thrill and adventure 

seeking 

4.00 2.00 Not normal [0-9] 

Experience seeking 7.00 2.00 Not normal [3-10] 

Disinhibition 5.00 3.00 Not normal [0-10] 
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  Boredom 

susceptibility 

8.00 5.00 Not normal [0-10] 

Sensation seeking 

(overall score) 

23.09 5.71 Normal [9-36] 

Impulsivity 

  

  

  

  

Negative urgency 9.23 2.46 Normal [4-16] 

Lack of 

premeditation 

7.50 3.00 Not normal [4-12] 

Lack of perseverance 7.00 3.75 Not normal [4-14] 

Sensation seeking 10.26 2.51 Normal [4-16] 

Positive urgency 10.00 2.00 Not normal [5-14] 

R
is

k
 t

a
k

in
g

 

       

Ethical 14.00 8.00 Not normal [6-28] 

Financial 17.00 9.75 Not normal [6-42] 

Health 18.00 8.00 Not normal [7-38] 

Recreational 26.50 15.50 Not normal [7-42] 

Social 31.43 5.46 Normal [18-42] 

 

Relation Between RT and the Risk-Related Constructs 

Figure 7 shows the Pearson Correlation coefficient between the RT scale and the 

variables considered as risk-related constructs. 

 

Figure 7. Correlation matrix obtained by Pearson coefficients between every pair of variables and the range of statistical 
significance by correlation. ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001. Pearson coefficient of 0.285 achieves a power 
above 80%. 

After the statistical test, multilinear regressions were calculated to identify the most 

influential variables of the RT subscales. Table 10 lists the coefficient of each variable, 

including the weight and type of linear dependence (positive or negative). 

Table 10. Statistical table showing the multilinear regressions for all output variables. 

Predicted 

Variable 
Bias 

Input 

variable 

Risk taking 

Input 

variable 

Risk 

avoidance 

Coefficient 
Model 

error 

Adjusted 

R square 

E
th

ic
a

l 

Perceptual - 
Set switching 

(-TMT B) 
-.0001** 

4.63 .32*** 

Proneness - Agreeableness -.3598*** 
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Disinhibition - .7050** 

F
in

a
n

ci
a

l Perceptual - 
Set switching 

(-TMT B) 
-.0001** 

6.07 .31*** 

Proneness 
- Agreeableness -.3903*** 

Disinhibition - 1.0920*** 

H
e

a
lt

h
 

Proneness 

Disinhibition - 1.5342*** 

4.77 .45*** 

Lack of 

perseverance 
- .6193** 

Positive 

urgency 
- .6669* 

R
e

cr
e

a
ti

o
n

a
l 

Proneness 

Thrill and 

adv. seeking 
- 2.2083*** 

4.75 .72*** Sensation 

seeking 

(UPPS-P) 

- .8324*** 

S
o

ci
a

l  

Proneness 

 

Openness - .2608*** 

4.92 .19*** 
Disinhibition - .6631** 

 

The first model, composed of set switching, agreeableness, and disinhibition, predicted 

32% of the variance (p < 0.001, model error 4.63) of ethical RT. According to these results, 

ethical RT is predicted by both perceptual and proneness biases. The results showed that 

disinhibition promotes ethical RT, while set switching and agreeableness lead to ethical 

risk avoidance. 

The second model, also composed of set switching, agreeableness, and disinhibition, 

predicted 31% of the variance (p < 0.001, model error 6.07) of financial RT. Financial RT 

is predicted by both perceptual and proneness biases. The results showed that 

disinhibition promotes financial RT, while set switching and agreeableness lead to 

financial risk avoidance. 

The third model, composed of disinhibition, lack of perseverance, and positive urgency, 

predicted 45% of the variance (p < 0.001, model error 4.77) of health RT. Health RT is 

predicted only by proneness biases. The results showed that disinhibition, lack of 

perseverance, and positive urgency promote health RT. 

The fourth model, composed of thrill and adventure seeking and sensation seeking, 

predicted 72% of the variance (p < 0.001, model error 4.75) of recreational RT. 

Recreational RT is predicted only by proneness bias. The results showed that thrill and 

adventure seeking and sensation seeking (impulsivity subtrait) promote recreational RT. 

The fifth model, composed of openness and disinhibition, predicted 19% of the variance 

(p < 0.001, model error 4.92) of social RT. Social RT is predicted only by proneness biases. 

The results showed that openness and disinhibition promote social RT. 
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Discussion 

Risk taking is a component of the decision-making process in situations involving 

uncertainty and in which the probability of each outcome – rewards and/or negative 

consequences (Brand et al., 2007) – is previously known (Bechara et al., 2005; Krain et al., 

2006). Risk takers tend to make decisions with both high potential benefits and high 

potential adverse outcomes, which can depend on perceptual and proneness biases. The 

results of this study provide a clearer view of the factors that affect RT, considering that 

some of them have a cross-domain influence, while the influence of others varies 

depending on the area or type of decision. This study aimed to fill this gap in the 

literature and expand this line of research in order to better understand decision-making 

processes in the face of risk. This study hypothesised that locus of control, emotion 

regulation, and executive control factors act as perceptual biases in RT, and that 

personality, sensation seeking, and impulsivity traits act as proneness biases in RT. The 

results are discussed below regarding the relation between RT in the various domains 

and the variables considered, as well as study limitations. 

Relation Between RT in the Different Domains and the Variables Considered 

Perceptual Biases 

First, we found moderate positive, significant correlations between emotional 

suppression and financial RT. Second, we found weak/moderate positive, significant 

correlations between set switching and social RT. 

Regarding regression results, attentional control and set switching appeared as 

significant predictors of ethical and financial RT. Kim-Spoon et al. (2015) found that 

attentional control is a regulator of negative affect, which reduces the effects of anger 

and increases the effects of fear. These results suggest that, when subjects face situations 

in which they feel negative affect, high attentional control may lead to safe behaviours, 

for fear of the potential negative outcomes. Situations such as “Not returning a wallet 

you found that contains $200 – an item for ethical RT – or “Betting a day’s income on the 

outcome of a sporting event” – an item for financial RT – might generate the fear of 

damaging someone, being discovered, or even losing a large amount of money. 

Hypothesis 1 posited that individuals with an external locus of control (h1a) and low 

emotional (h1b) and executive abilities (h1c), would show risky behaviours in those 

specific domains which require an accurate assessment of risks and benefits. First, we 

did not find significant relations between locus of control and RT, rejecting hypothesis 

1a. 

Second, the results showed that a relation exists between emotional suppression and 

financial RT, and not with the cognitive reappraisal strategy, which partially supports 

hypothesis 1b. The emotional suppression strategy is response-focused, modifying the 

behavioural aspect of the emotional response, but not the experience of negative 

emotions (Gross and John, 2003). Individuals tending to emotional suppression put 

things into perspective less frequently (Pellegrino, 2019) and require a cognitive effort to 
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manage negative emotions (Gross and John, 2003). The use of the emotional suppression 

strategy might affect financial decision making, since it requires effortful processing to 

make decisions. The results for executive control suggested that attentional control and 

set switching lead to social RT and risk avoidance in the ethical and financial domains, 

partially supporting hypothesis 1c. RT can be classified as negative – illegal or dangerous 

– or positive – socially acceptable and constructive (Duell and Steinberg, 2019). The latter 

can be considered risky due to the variability and uncertainty of its potential 

consequences (Figueredo and Jacobs, 2010). Therefore, executive control seems to 

constitute a perceptual bias that drives positive RT, and to risk avoidance in domains in 

which taking risks involves potential negative outcomes. In the framework of social RT, 

Lahat et al. (2012) found that set switching ability in childhood allows knowing and 

considering both the positive and negative consequences of a situation, moderating the 

relationship between temperamental aspects and antisocial risk behaviours. In this 

domain, we could understand that executive control allows a more accurate analysis of 

the situation, perhaps avoiding social desirability biases that can modify the responses 

to situations presented as social RT on the DOSPERT scale, such as “Admitting that your 

tastes are different from those of a friend” or “Speaking your mind about an unpopular 

issue in a meeting at work.” Regarding the ethical and financial domains, executive 

control appears as a significant predictor of moral judgements and of gambling tasks, 

such that individuals with greater executive control show greater consistency in their 

responses (Moore et al., 2008; Blair et al., 2018). These results may suggest that greater 

consistency in the responses, mediated by executive control, indicates an adaptive RT 

derived from an accurate assessment of each situation. 

Proneness Biases 

First, the results showed moderate positive, significant correlations between openness 

and social RT. Agreeableness showed moderate/weak negative, significant correlations 

with RT in the ethical, financial, and health domains. Second, we found strong positive, 

significant correlations between thrill and adventure seeking and recreational RT. 

Furthermore, the results showed moderate positive, significant correlations between the 

experience seeking subtrait and health RT. In addition, disinhibition showed 

moderate/strong positive, significant correlations in all domains. Boredom 

susceptibility showed a weak/moderate positive, significant correlated with health RT. 

Third, the five impulsivity subtraits showed weak/moderate positive, significant 

correlations with health RT. Lack of premeditation also presented a weak positive, 

significant correlation with recreational RT, and sensation seeking presented a strong 

positive, significant correlation with recreational RT, and a weak positive, significant 

correlation with social RT. Finally, we found moderate positive, significant correlations 

between positive urgency and ethical RT. 

Regarding regression results, the openness personality subtrait appeared as a significant 

predictor of social RT. The openness subtrait is relevant to an understanding of social 

attitudes, career changes, and moral reasoning (McCrae and Costa, 1997). The positive 
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relation shown between social RT and openness is consistent with other studies (Josef et 

al., 2016) and this dimension of personality has been identified as a protector against 

social anxiety (Kaplan et al., 2015). Agreeableness, which is related to needs for 

compliance and control, was a significant predictor of ethical and financial risk 

avoidance, which is consistent with the results obtained by other authors (Nicholson et 

al., 2005; Soane et al., 2010). 

The thrill and adventure seeking subtrait, which relates to the desire to engage in risky 

physical activities (Zuckerman, 1994; Wishart et al., 2017), appeared as a significant 

predictor of recreational RT. The recreational domain involves risky physical activities 

and dangerous situations, such as “Bungee jumping off a tall bridge.” This relation is 

consistent with other studies that found positive relations between the thrill and 

adventure seeking subtrait and risky driving and sport behaviours (Zuckerman, 1994; 

Wishart et al., 2017). Disinhibition, defined as a rule-breaking tendency (Donohew et al., 

2000), appeared as a RT predictor in the ethical, financial, health, and social domains. 

Disinhibition could act as a RT facilitator in the ethical domain, inciting individuals to 

ignore previously established ethical norms. This result is consistent with other works 

that also found that the disinhibition subtrait is a significant predictor of ethical RT, 

specifically in academically dishonest behaviours (Weber et al., 2002; Etter et al., 2006). 

The influence of disinhibition on financial RT has been shown in different contexts, 

including gambling, in which it has a positive influence on frequency of expected future 

gambling (Wolfgang, 1988) and, recently, problem poker gambling, in which it is 

associated with the male gender and depression (Bonnaire and Barrault, 2018). The 

relation between disinhibition and health RT is well established, and has been 

demonstrated in different circumstances, such as substance abuse (Kopstein et al., 2001), 

alcohol consumption (Hittner and Swickert, 2006), and risky sex (Bancroft et al., 2003). 

Lastly, the influence of disinhibition on social RT has been confirmed by numerous 

studies, including those in which participants with high disinhibition scores showed 

high levels of violations of societal norms (De Vries et al., 2009) or social RT and expected 

benefits (Lozano et al., 2017). 

Regarding impulsivity subtraits, lack of perseverance, which reflects an absence of focus 

on a boring or difficult activity, and positive urgency, which arises when an individual 

displays impulsive behaviours in positive situations (Whiteside and Lynam, 2001; 

Whiteside et al., 2005), were significant predictors of health RT. These results are also 

consistent with those obtained in other works, in which health RT was related to high 

scores in these impulsivity subtraits (e.g., Coskunpinar et al., 2013; Lozano et al., 2017). 

Situations such as “Engaging in unprotected sex” or “Sunbathing without sunscreen,” 

which are DOSPERT-30 scale items for health RT, involve salient positive rewards, 

which could explain this result. Lastly, sensation seeking (impulsivity subtrait) appeared 

as a significant predictor of recreational RT. The sensation seeking subtrait is defined as 

the attraction to exciting new and potentially dangerous experiences (Whiteside and 

Lynam, 2001; Whiteside et al., 2005) and has been related to recreational RT by other 
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authors in activities such as high-risk sports (Gomà-i-Freixanet et al., 2012; Woodman et 

al., 2013). 

In hypothesis 2, personality traits (h2a), sensation seeking (h2b), and impulsivity (h2c) 

were expected to have an influence on all RT, constituting a trend toward risk proneness 

or risk avoidance, regardless of the type of risk. First, the hypothesised relation between 

RT and openness, agreeableness, and conscientiousness was supported, partially 

accepting hypothesis 2a. Personality had an influence in all domains, except recreational. 

The results suggested that personality traits, in isolation, do not have an effect in all RT 

domains; however, personality, as the conjunction of personality traits, affects RT 

behaviours in almost all the domains studied. Second, our results suggested that 

sensation seeking is a bias toward risk proneness in various domains. Specifically, 

disinhibition was found to be a cross-domain subtrait that influences RT regardless of 

context, which supports hypothesis 2b. Third, we found relations between impulsivity 

subtraits and all RT domains. These results seem to suggest that impulsivity, which is 

involved in all domains of RT, has a traversal influence on risky behaviours, generating 

a general trend towards risk (RT or risk avoidance) regardless of the domain, supporting 

hypothesis 2c. 

Limitations 

We acknowledge that the present study has some methodological limitations. First, to 

increase the statistical power of the analyses, the sample size could be larger. Second, the 

use of a single measure of RT may lead to biased results. As discussed previously, the 

scale might not encompass all the situations in which RT can be studied. In future 

studies, we intend to employ additional RT measures to complement the DOSPERT-30 

scale, such as the Balloon Analogue Risk Task (BART; Lejuez et al., 2002), or the Bechara 

Gambling Task (Bechara et al., 1994), which enable close examination of all the 

potentially influential variables that affect subjects’ responses. Self-reported indexes of 

engagement in risky behaviours in daily life over specific periods of time (e.g., marijuana 

consumption during the previous year) have been used in other studies (Lejuez et al., 

2003), and could be included. Third, self-reported measures might involve intrinsic 

biases (de-Juan-Ripoll et al., 2018), since individuals’ cognitive and psychological states 

may be different when answering the questionnaires as opposed to when they face real 

situations (Kivikangas et al., 2011). In addition, specific self-report items might be open 

to different interpretations (Lanyon and Goodstein, 1997), and some questions require 

people to possess overt knowledge of their dispositions (Schmitt, 1994), which is not 

always possible. In our future research, we will examine different RT metrics to identify 

ways of improving measurements, and investigate the application of virtual reality 

technologies in RT assessment. 
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Conclusion 

Examining why humans take risks in some situations, and avoid risks in others, is a 

complex research field. In the present study we proposed an approach in which risk 

proneness and risk perception affect RT behaviours. On one hand, risk proneness is 

considered as a general attitude to any type of risk, so that its influence is transversal to 

all domains. On the other hand, risk perception is understood as a perceptual bias, which 

may influence RT differently, depending on the domain. The results of this study 

constitute a foundation upon which to build in this research area and contribute to the 

increased understanding of human behaviour in risky situations.  
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Chapter 5. An Immersive Virtual Reality Game for 

Predicting Risk Taking through the Use of Implicit 

Measures 

de-Juan-Ripoll, C.; Llanes-Jurado, J.; Giglioli, I.A.C.; Marín-Morales, J.; Alcañiz, M. An 

Immersive Virtual Reality Game for Predicting Risk Taking through the Use of Implicit 

Measures. Appl. Sci. 2021, 11, 825. 

Abstract 

Risk taking (RT) measurement constitutes a challenge for researchers and practitioners 

and has been addressed from different perspectives. Personality traits and 

temperamental aspects such as sensation seeking and impulsivity influence the 

individual’s approach to RT, prompting risk-seeking or risk-aversion behaviours. 

Virtual reality has emerged as a suitable tool for RT measurement, since it enables the 

exposure of a person to realistic risks, allowing embodied interactions, the application 

of stealth assessment techniques and physiological real-time measurement. In this 

article, we present the assessment on decision making in risk environments (AEMIN) 

tool, as an enhanced version of the spheres and shield maze task, a previous tool 

developed by the authors. The main aim of this article is to study whether it is possible 

is to discriminate participants with high versus low scores in the measures of 

personality, sensation seeking and impulsivity, through their behaviours and 

physiological responses during playing AEMIN. Applying machine learning methods 

to the dataset we explored: (a) if through these data it is possible to discriminate between 

the two populations in each variable; and (b) which parameters better discriminate 

between the two populations in each variable. The results support the use of AEMIN as 

an ecological assessment tool to measure RT, since it brings to light behaviours that allow 

to classify the subjects into high/low risk-related psychological constructs. Regarding 

physiological measures, galvanic skin response seems to be less salient in prediction 

models. 

Introduction 

Risk taking (RT) is a component of the decision-making process in uncertain situations, 

in which the subject rationally knows the probability of each outcome (Bechara et al., 

2005; Krain et al., 2006). The decision-making process is influenced by three main 

elements (Einhorn, 1970; Hunt et al., 1989): decision features, which are the 

characteristics of the decision itself, such as the ordering of the choice options (Appelt et 

al., 2011); situational factors, which refer to the context of the decision, for example, time 
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pressure (Dror et al., 1999); and individual differences, which have been identified as the 

perception of benefits, the perception of risks and risk attitude in the field of RT (Figner 

and Weber, 2011). In the first stage of RT process, the subject thinks about the possible 

positive/negative outcomes of his/her actions before acting (Zuckerman and Kuhlman, 

2000). During this process, emotional states have an influence on the weighting of cost-

benefit assessment (Fesslet, 2001), and its relation with RT has been widely studied. On 

the first hand, it has been suggested that people experiencing positive emotions tend to 

maintain this positive state (Isen and Simmonds, 1978) and protect themselves from the 

potential negative outcomes of a decision (Arkes et al., 1988), which leads to risk 

avoidance. On the other hand, positive emotions can be associated with greater risk 

tolerance (Nguyen and Noussair, 2014), promoting RT. These results suggest that the 

relation between emotional states and RT relies upon the decision-making context. 

Considering this, in the present paper we are focusing on a cross-domain trait, risk 

proneness, understood as the propensity to be attracted to potentially risky activities 

(Raffaelli and Crockett, 2003), which is related to personality traits and temperamental 

aspects such as sensation seeking and impulsivity, which influence the individual’s 

approach to RT, prompting risk-seeking or risk-aversion behaviours (Zuckerman and 

Kuhlman, 2000). 

Personality, Sensation Seeking, Impulsivity and RT 

Among the numerous personality models developed in psychology research, the Big 

Five factorial model of personality—composed of neuroticism, extraversion, openness, 

agreeableness and conscientiousness factors (McCrae and Costa, 1997 )—seems to be the 

most generally recognized in terms of the study of the relation between personality and 

RT. On the first hand, neuroticism, which is connected to sensitivity to punishment and 

negative affect (Elliot and Trash, 2010); agreeableness, which is characterized by trust, 

straightforwardness and compliance; and conscientiousness, understood as a need for 

compliance under conditions of conformity and control; have been related to risk 

aversion in most domains (Gullone and Moore, 2000; Hoyle et al., 2000; Nicholson et al., 

2005; Schwebel et al., 2006). On the other hand, extraversion, as a generalized need for 

stimulation; and openness to experience, which relates to cognitive risk seeking, 

acceptance of experimentation, and tolerance of uncertainty, change and innovation; 

have been related to risk seeking (Lauriola and Levin, 2001). 

Sensation seeking has been defined as “the seeking of varied, novel, complex and intense 

sensations and experiences, and the willingness to take physical, social, legal, and 

financial risks for the sake of such experience” (Zuckerman, 1994; p. 27) and has been 

positively related to RT in several domains, such as recreation, health, career, finance, 

safety, social life and sex (Nicholson et al., 2005; Donohew et al., 2000). Zuckerman (1994) 

identified four dimensions of the sensation seeking trait: thrill and adventure seeking, 

which reflects a desire to engage in physical activities that provide unusual sensations 

(Zuckerman, 1994); experience seeking, which has been related to lower sensitivity to 

aversive stimulation (Netter et al., 1996); disinhibition, which appears as significant 
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predictor of RT in several domains, as in rule-breaking behaviours and violations of 

societal norms (Donohew et al., 2000; Roberti, 2004; De Vries et al., 2009) and boredom 

susceptibility, which is connected to intolerance for routine and repetitive activities 

(Zuckerman, 2006). 

Impulsivity has been defined as the “predisposition toward rapid, unplanned reactions 

to internal or external stimuli without regard to the negative consequences of these 

reactions to the impulsive individual or to others” (Moeller et al., 2001; p. 1784) and has 

been associated with RT in terms of drug use, drink driving and seatbelt use, among 

others (De Wit, 2008; Stanford et al., 1996). Some authors have also demonstrated its 

connection with emotional self-control, inhibition and, especially, the management of 

frustrating situations (Cooper et al., 2000; Boyer, 2006). Whiteside and Lynam (2001) 

argued that impulsivity is made up of a set of five impulse-related traits: negative 

urgency, lack of premeditation, lack of perseverance, sensation seeking and positive 

urgency. According to Whiteside and Lynam (2001) and Whiteside et al. (2005), negative 

and positive urgency traits relate to the tendency to exhibit impulsive behaviours when 

facing negative/positive situations. Lack of premeditation relates to thoughtless 

behaviours and to the tendency to choose alternatives with short-term rewards, rather 

than options that might lead to more valuable but delayed rewards. Lack of 

perseverance reflects an absence of focus on a boring or difficult activity. Sensation 

seeking is an attraction toward exciting, new and potentially dangerous experiences. 

Measurement of RT 

RT measurement constitutes a challenge for researchers and practitioners and has been 

addressed from different perspectives. To date, most of the theoretical constructs used 

in RT assessment are based on explicit measures such as self-reports, although these 

measures have been applied from different points of view. While some authors employ 

self-reported measures to assess risky-related psychological constructs, such as 

personality, impulsivity and sensation seeking (Lejuez et al., 2002; Skeel et al., 2007; 

Horvath and Zuckerman, 1993); other authors use self-reported daily habits as a measure 

of RT (Zuckerman and Kuhlman, 2000; Lejuez et al., 2003). Alternatively, Blais and 

Weber (2006) developed a measure of the tendency to engage in real-life RT behaviours 

in different domains: ethic, financial, health, recreational and social. 

However, self-reported measures present some limitations. On the first hand, with the 

use of these instruments it is assumed that humans are able to think and verbalize 

accurately about their attitudes, emotions and behaviours, while it has been 

demonstrated that most of the brain processes that regulate attitudes, emotions and 

behaviours are not conscious, and consequently, cannot be verbalized (Barsade et al., 

2009; Becker et al., 2011; George, 2009). On the other hand, questionnaires have an 

important intrinsic bias since individuals need to remind past situations or imagine 
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future experiences to answer, rather than actually undergoing the experiences that the 

researchers wish to analyze (Kivikangas et al., 2011). 

To overcome these limitations, the approach of “stealth assessment” (Shute, 2011) 

emerged focusing on the study of how psycho-cognitive states can be assessed in an 

ecological, non-intrusive, non-biased way. Studies under this paradigm record subjects’ 

performance during a serious game, and then conclusions are drawn about individual 

competencies based on the data (Shute et al., 2016; Mayer et al., 2014). In the field of RT, 

the Bechara gambling task (BGT; Bechara et al., 1994) and the balloon analogue risk task 

(BART; Lejuez et al., 2002) could be considered the most used measures that aim to assess 

RT under this methodology. In BGT, participants are given four decks of cards and are 

asked to choose a card from any one of the four decks. Once a card is chosen, it is turned 

over, and the amount of money won or lost for choosing that card is revealed. This is 

repeated for 100 times, and the player is never told the distribution of wins and losses 

associated with each deck, and instead the distributions are learned from experience. In 

BART, a balloon is presented in the middle of a screen, and subjects are asked to pump 

it as much as possible, knowing that it could exploit at any time. At the beginning of the 

task participants are told that they will obtain a financial reward the more they could 

inflate each balloon without breaking it. Although the reliability of these tools has been 

retested (Buelow and Suhr, 2009; White et al., 2008), it has been proved that the 

correspondence between performance in neuropsychological tests and real-life 

behaviours is very weak (Manchester et al., 2004; Sbordone, 2008; Bottari et al., 2009). 

Virtual Reality for RT Assessment 

Conversely, virtual reality (VR) provides the capacity of simulate real experiences in 

which subjects can interact as if they were in the real world (Alcañiz et al., 2003), and 

there is empirical evidence demonstrating similarities between the neural mechanisms 

that subjects experience when immersed in a virtual environment and in those real life 

(Tarr and Warren, 2002; Alcañiz et al., 2009). VR allows to record the behavioural 

responses of the users while they are interacting with a virtual environment (Parsons, 

2015), making VR an innovative, effective, active, engaging and adaptive tool that has 

been applied in numerous fields of human behaviour research (e.g. Alcañiz et al., 2003), 

providing better results than 2D solutions (Giglioli et al., 2019). 

VR has emerged as a suitable tool for RT measurement, since it enables the exposure of 

a person to realistic risks, allowing embodied interactions, the application of stealth 

assessment techniques and physiological real-time measurement (de-Juan-Ripoll et al., 

2018). On the basis of this, we developed the spheres and shield maze task (SSMT; de-

Juan-Ripoll et al., 2020), a virtual environment for RT measurement. It consisted in an 

out-of-context maze, through which participants had to pass from start to finish before 

three minutes, accumulating as much “karma” as possible by collecting spheres down 

the road. Participants could lose “karma” if they were attacked by a risk. Furthermore, 

participants had the option of activating a shield, which protected them from the risks. 

This virtual environment supposed a first approach for the measurement of the risk-
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related constructs sensation seeking and impulsivity, although it presented two main 

limitations. First, the practice session was too short and insufficient. Second, it measured 

only three variables: “karma”, distance covered and shield use, ignoring real-time 

behavioural and psychophysiological measures. In this article, we propose an enhanced 

version of the SSMT, by which the authors intend to overcome these issues. 

Implicit Measures in VR 

The interactions of the users with the virtual environment can be also studied by the 

analysis of their gaze movements, which have shown to be related to information 

processing in risky decisions (Glöckner and Herbold, 2010) and problem solving 

(Knoblich et al., 2001). The eye tracking (ET) measure can be integrated into a VR set-up, 

in order to record fixations and eye movements during an experience in a virtual 

environment. This technology has been applied in combination with VR for the study of 

the influence of contextual elements in human behaviour, such as in street robbery (Kim 

and Yung, 2020), identifying if the presence of particular components of a physical space 

can influence in decision-making. Furthermore, ET has been employed to study whether 

if exists a relationship among gaze patterns and human behaviour (Pettersson et al., 

2018; Porras-García et al., 2019), or even if these gaze patterns could contribute to predict 

humans’ decisions (Rojas et al., 2020). 

In the field of RT, ET has been employed as a reliable indicator of information processing 

patterns in risky decisions. On the first hand, greater number of fixations, longer 

fixations and larger quantity of available information fixed have been related to deeper 

pre-decision processes, which lead to risk aversion (Kwak et al., 2015; Su et al., 2013; 

Payne and Braunstein, 1978; Velichkovsky et al., 2002). On the other hand, in a study 

with construction workers, lower dwell time was connected with a higher risk 

perception (Habibnezhad et al., 2016). The authors interpreted this result as follows: 

participants with higher risk perception identified the hazards rapidly, so they could 

spend their time searching other possible hazards present in the situation. 

In addition to behavioural measures, physiological measures have been proposed as 

implicit measures of human behaviour (Kivikangas et al., 2011). Galvanic skin response 

(GSR) has been successfully used as a measure of implicit processes such emotional 

arousal (Nourbakhsh et al., 2013), which plays a decisive role in the decision-making 

process. GSR has been employed in combination with VR to evaluate the stress 

generated by changes in contextual aspects, such as architectural stimuli (Ergan et al., 

2019), as predictor of anxiety level (Šalkevicius et al., 2019) and as a measure to 

discriminate between Autism Spectrum Disorder and typical development populations 

(Alcañiz et al., 2020), among others. 

In the field of RT, high physiological arousal acts as a “warning signal” in risky situations 

and tends to lead to safe decisions (Bechara et al., 2005). This relationship has been 

demonstrated to be mediated by emotional intelligence, such a way that, low emotional 

intelligence may lead to maladaptive decision-making, due to an impaired interpretation 
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of physiological arousal (Yip et al., 2020). Additionally, situational factors, such as time 

pressure, have an influence on the relationship between GSR and RT. In an experiment 

with two kind of decisions (time pressure and time delay), the relationship between GSR 

and RT was positive in situations under time pressure, and negative in situations under 

time delay (Persson et al., 2018). 

Despite these measures having been widely adopted in VR-based experiments, to our 

knowledge, ET and GSR have not been employed in combination with VR to evaluate 

RT. 

The Current Study 

Starting from these premises, we present the assessment on decision making in risk 

environments (AEMIN) tool, as a new interactive virtual environment for RT 

measurement. Compared to the SSMT, AEMIN has longer duration, which allows a 

wider and enriched recording of information from the subjects, and contains more 

elements along the maze, such as spheres of different colors and a pause button. 

Furthermore, features in AEMIN were rated depending on whether the subject was in a 

risk zone or in a no risk zone, to provide further information about the subjects´ 

behaviour depending on the situation. Additionally, the appearance and characteristics 

of the risks have been improved, in order to provide a more natural experience and 

consequently, more natural behaviours. A detailed description of AEMIN is provided in 

the Materials and Methods section. 

The main aim of this study is to discriminate participants with high versus low scores in 

the measures of neuroticism, extraversion, openness to experience, agreeableness, 

conscientiousness, sensation seeking and impulsivity, through their behaviours and 

physiological responses during playing AEMIN. Applying machine learning (ML) 

methods to the dataset we explored: (a) if through these data it is possible to discriminate 

RT domains, sensation seeking and impulsivity, allowing to qualitatively determinate a 

general level of RT for each subject; and (b) which parameters better discriminate 

between the two populations in each variable. 

Materials and Methods 

Participants 

A group of 98 subjects was recruited to participate in the experiment. They were 

balanced in terms of gender (56 men and 55 women) and age (35% under 30, 35% among 

30–45, 30% above 45; mean age = 37.08, SD = 10.91). Prior to their participation, they 

received documentary information on the study and gave their written consent for their 

involvement. The responses were anonymized and randomized to ensure the privacy of 

the information. The study obtained the ethical approval of the Ethical Committee of the 

Polytechnic University of Valencia (P4_18_06_19). 
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Self-Reported Measures 

The risk-related constructs were measured by means of a battery of self-reported 

measures: 

Personality: Spanish version of the NEO five-factor inventory (NEO-FFI). This comprises 

60 items and is composed by the factors neuroticism, extraversion, openness, 

conscientiousness and agreeableness (Cordero et al., 1999; Costa and McCrae, 1989). The 

reliability coefficients’ Cronbach’s alphas ranged from 0.75 to 0.83. The internal 

consistency of the scales in the present study was: neuroticism α = 0.77; extraversion α = 

0.85; openness α = 0.79; agreeableness α = 0.75; conscientiousness α = 0.84. 

Sensation seeking: Spanish version of the 40-item Sensation Seeking Scale-V (SSS-V; 

Pérez and Torrubia, 1986; Zuckerman et al., 2006). This includes subscales for thrill and 

adventure seeking, experience seeking, disinhibition and boredom susceptibility, and a 

total sensation seeking score. The reliability coefficients’ Cronbach’s alphas ranged 

between 0.67 and 0.81, which suggests the subscales have acceptable internal 

consistency. The internal consistency of the scale in the present study was 0.77. 

Impulsivity: Short Spanish version of the UPPS-P impulsive behaviour scale (Whiteside 

and Lynam, 2001; Cándido et al., 2012). Composed of 20 items, this measures five 

impulsivity traits: negative urgency, lack of premeditation, lack of perseverance, 

sensation seeking and positive urgency. The Cronbach’s alphas coefficients ranged from 

0.66 to 0.81. The internal consistency of the scales in the present study was: negative 

urgency α = 0.72; lack of premeditation α = 0.77; lack of perseverance α = 0.78; sensation 

seeking α = 0.79; positive urgency α = 0.60. 

As a measure of the sense of presence in the virtual environment, participants responded 

the Sense of Presence Inventory, which is composed by the dimensions of spatial 

presence, engagement, ecological validity and negative effects (ITC-SOPI; Lessiter et al., 

2001). Cronbach´s alphas coefficients in ITC-SOPI ranged from 0.76 to 0.94. The internal 

consistency of the scales in the present study was: spatial presence α = 0.91; engagement 

α = 0.84; ecological validity α = 0.77; negative effects α = 0.86. 

The Virtual Environment 

We present the assessment on decision making in risk environments (AEMIN) tool, as a 

new interactive virtual environment for RT measurement. As an extension of the SSMT 

(De-Juan-Ripoll et al., 2020), AEMIN is an interactive virtual environment that is 

composed by two mazes that participants must pass through from start to finish before 

the allocated time expires without (virtually) hurting themselves (see Figure 8a). One of 

the mazes must be solved individually, while in the other one the subject is accompanied 

by four avatars. The avatars are represented by robots (see Figure 8b), which can express 

basic emotions through a screen located on their faces. 
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Figure 8. AEMIN maze (a; left)  and avatars (b;right) 

Participants have 10 min to negotiate each maze and they are instructed to accumulate 

as much energy as possible, since it is the source of life of their avatar. If a robot is poor 

of energy, it shows dying breathing and its movements are slower, which implies a waste 

of time to find the exit of the maze. There are green spheres distributed throughout the 

maze, which earn participants´ energy if they collect them. Furthermore, participants 

can lose energy if they are attacked by a risk. These risks are also distributed throughout 

the maze and are of four types: bridges, swarms of insects, storms and haunted rooms. 

Some spheres are close to hazards and others are located in no-risk zones. Participants 

have the option of activating a shield, which protects them from the risks. When the 

shield is active, the user’s speed is reduced and (s)he cannot collect any spheres. The 

shield is a finite resource that subjects need to optimize. While passing through the maze, 

the participants have information about the remaining time (orange circle in Figure 8), 

their level of energy (green circle in Figure 8), and the battery life of the shield (blue circle 

in Figure 8). Table 11 shows a brief description of each risk and the consequences of each 

one for the robots. In addition, there are some purple spheres hidden in some endless 

roads. Catching one of these purple elements can take uncertain effects, such as 

simplifying the route or subtracting 10 s to the participant. The game can be paused by 

the participant at any time, so that (s)he is moved to a virtual relaxing room, until (s)he 

is ready to return to the game. The reason why we included this virtual room is that the 

use of it by the participant can be considered as an inhibition strategy, and as an indicator 

of emotional self-control. The navigation metaphor is indirect walking, in which pushing 

down on the controller’s integrated touchpad moves the user´s avatar in the direction 

(s)he is facing at 2 m/s (speeds above 3 m/s. can increase cybersickness symptoms (So 

et al., 2001)). Before undertaking the AEMIN game, the participants underwent a guided 

practice session in which they learned how to travel through the virtual environment, 

how to collect spheres and how to activate the shield. 

Table 11. Description of the risks 

Risk Description Consequences 

Bridge 

Walkway that allows 
the robots to cross 
from one side to 

another to continue 
the path. Participants 
can cross it as many 

If a robot falls into the pit, 
it will lose part of the 
battery of its shield. 

Additionally, the robot 
reappears at the 

beginning of the bridge, 
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times as they like in 
both directions. 

and this supposes a little 
time to cross again. 

Swarm of insects 

 

Swarm of flying 
insects that flits over 
an area of the maze. 

In an insect bites a robot, 
it will suffer blurred 
vision a few seconds 

later, which supposes a 
little time to recover the 

normal vision. 
Furthermore, this makes 
the robot to lose energy. 

Storm 

 

In some areas of the 
maze the weather is 

stormy. 

If a lightning strucks a 
robot, it will suffer a large 

loss of energy. 

Haunted room 

 

Room that becomes 
increasingly smaller 

when someone 
enters it. The room 
has an enter and an 

exit door and 
participants can 

cross them as many 
times as they like, in 

both directions. 
Participants are 

asked to catch the 
key inside the room 
to open the doors.  

Opening the doors is an 
investment of time. 

 

The virtual environment was developed in Unity (version 2018.4.1f1) using c# as 

programming language. Participants performed the AEMIN game using the HTC Vive 

Pro-eye head mounted display1, with 2880 × 1600 pixels (1440 × 1600 per eye), a field of 

view of 110° degrees, working at 90 Hz refresh rate. The ET data were obtained from the 

Unity VR through the ET SDK (SRanipal), with a maximum frequency of 120 Hz and an 

accuracy of 0.5°−1.1°. 

Galvanic Skin Response (GSR) is also recorded in the experimentation. Data was 

collected with the Shimmer3 GSR sensor2, sampled at 128 Hz. We measured skin 

conductance between two reusable electrodes attached to human fingers. 

Descripción Consecuencias

Pasarela Pasarela que permite a los 

robots cruzar de un lado del 

camino al otro. Pueden cruzarla 

tantas veces como quieran, en 

ambas direcciones

Si un robot cae en el pozo, perderá 

parte de la batería de su escudo. 

Además, el robot reaparece al 

comienzo del puente, y esto supone 

un poco de tiempo para cruzar de 

nuevo. 

Enjambre de 

insectos

Enjambre de insectos voladores 

que vuela sobre un área del 

laberinto.

Si un insecto pica a un robot, sufrirá 

visión borrosa unos segundos 

después, lo que supone un poco de 

tiempo para recuperar la visión 

normal. Además, esto hace que el 

robot pierda energía.

Tormenta

En algunas áreas del laberinto 

el clima es tormentoso.

Si un rayo golpea a un robot, sufrirá 

una gran pérdida de energía. 

Habitación 

embrujada

Habitación que se vuelve cada 

vez más pequeña cuando 

alguien entra. La sala tiene una 

entrada y una puerta de salida y 

los participantes pueden 

cruzarla tantas veces como 

quieran. Se les pide a los 

participantes que atrapen la 

llave que se encuentra dentro de 

la habitación para abrir la 

puerta de salida. Si no alcanzan 

la puerta de salida cuando está 

abierta, tendrían que repetir la 

operación.

Abrir la puerta supone una inversión 

de tiempo.
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The computer used was an Intel Core i7-770 CPU 3.60 GHz with an NVIDIA GeForce 

GTX 1070. 

Experimental Procedure 

Each participant responded to the self-report questionnaires on a personal computer. 

The process took approximately 30 min, and was completed in an experimental room, 

supervised by a research assistant. The subject was thereafter conducted to a second 

experimental room where (s)he received a brief contextualization of the VR game. 

Consecutively, the research assistant equipped the participant with the GSR device and 

the HMD system in the correct position. After a calibration process of the eye tracking 

apparatus, the subject was asked to sit and relax during 90 s in order to record a GSR 

baseline. During this period, the subject listened to a relaxing audio to create a common 

state of calm. After that, the subject stood up and completed the practice session, which 

included a brief presentation of the avatars. Hereafter, the participant solved the two 

mazes (50% of the participants began by the individual scene, and the other 50% started 

by the group of avatars). Finally, the subjects responded to the presence questionnaires 

in a personal computer. 

Data Processing 

The virtual environment (VE) is divided in two areas: risk zone and no risk zone. The 

defined risk zone areas correspond to the situation where the subject is inside a risk such 

as bridge, swarm of insects, storm and haunted room. The no risk zone is defined for the 

situations where the subject is not inside of a risk zone. According with this division, we 

analyzed two groups of variables: (a) measures in risk zones; and (b) measures in no risk 

zones. The features were divided depending on the source of data where have been 

computed. Three different sources of data were established: VR, ET and GSR. Table 12 

summarizes the complete set of features that was used from each source. 

Table 12.  Description of the set of features obtained by data source 

Data source 
Risk zone No risk zone 

Features 1N Features 1N 

VR 

Navigation 

Time spent 

28 

Time spent 

20 

Visits to each risk - 

Distance covered Distance covered 

Time walking Time walking 

Velocity Velocity 

Acceleration Acceleration 

Interactions 

Green spheres caught Green spheres caught 

- Purple spheres caught 

Pause button use Pause button use 

Shield use Shield use 

Total interactions Total interactions 

ET 

Time to first fixation 

37 

Time to first fixation 

34 Number of fixations Number of fixations 

Fixation duration Fixation duration 
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Number of objects 
seen 

Number of objects 
seen 

Number of saccades Number of saccades 
Angular saccade 

distance 
Angular saccade 

distance 
Velocity of saccades Velocity of saccades 

Distance in saccades Distance in saccades 

GSR 

Mean, std and median 
signal 

18 

Mean, std and median 
signal 

18 

Phasic and tonic value Phasic and tonic value 

Number of phasic 
peaks 

Number of phasic 
peaks 

Skewness of phasic 
signal 

Skewness of phasic 
signal 

Kurtosis of phasic 
signal 

Kurtosis of phasic 
signal 

Entropy of phasic 
signal 

Entropy of phasic 
signal 

 

Features study from VR data are divided between navigation and interaction features. 

The navigation part obtains a set of features related with the trajectory of the subject in 

the maze whereas the interaction features counts the number of times that the subject 

uses or touch some element in the maze. 

ET data was processed in order to obtain a classification between fixations and saccades, 

using the dispersion threshold (DT) algorithm with 1° as a dispersion threshold and 0.25 

s as a time window threshold (Llanes-Jurado et al., 2020). A complete set of features was 

obtained from the classification between fixation and saccade. 

Before the obtainment of features from GSR, two previous steps were done. The first of 

them was the manual cleaning of the signal. Commonly, GSR signal could suffer from 

different types of noises that hide correlations between the signal of the subject and its 

level of stress (Shukla et al., 2018). The manual correction was done using Ledalab3 

software in MATLAB. The second step was the division of the signal into phasic and 

tonic components using continuous decomposition analysis (CDA; Benedek and 

Kaernbach, 2010). After this pre-processing, a set of features was obtained from the raw 

signal and the phasic and tonic components including time and non-linear domain 

analysis (Taylor et al., 2015). 

In order to approach a classification problem, the target variables were divided in two 

groups: high score and low score. The division was done according with the normality 

of the distribution of each target variable. If the distribution was normal, the target was 

segmented by the mean target value, whereas if the target distribution was not normal, 

the target was segmented by the median. The significance level between groups in each 

target variable was checked through a statistical t-test in features with normal 

distribution and Mann–Whitney for features without a normal distribution. 
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Statistical Analysis 

Firstly, a multivariate outlier detection was performed by group of variables (VR, ET 

and GSR). Mahalanobis distance between every subject and the probability that it 

belongs to a Chi-square distribution was calculated. Subjects that belonged to the most 

extreme 1% of the data distribution were defined as outliers. 

Some pre-processing steps were done before the modelling study. The variables with a 

Pearson-correlation higher than 0.95 in absolute value were removed. After that, no-

normal feature distributions were transformed using logarithms. The variables which 

after this transformation were normal distributed keep the transformation, the ones that 

were not normal were not transformed. 

A ML method was applied to find the best possible selection of features that classify 

whether the subject have a high or low score in the studied target variables. The used 

model was a support vector machine (SVM; Schoelkopf et al., 2000). The pipeline for the 

modeling of the data is equal for every target. 

The pipeline is designed to find the best possible features to explore the importance of 

each one in combination with the rest of features. To address this goal, the ML pipeline 

removes iteratively the feature which achieves the lowest accuracy for each model in the 

iteration. Iteration k, computes the mean accuracy in a cross-validation (CV) of 10 folds 

and 2 repetitions. After that, a backward feature selection (BFS; Doa, 1992) method 

removes one feature selecting the set of k-1 features with highest accuracy. This method 

also uses a CV with 10 folds and 2 repetitions. The process ended-up when only one 

feature remains. The set of features with highest accuracy are selected. After that, an 

hyperparameter tunning is performed to the SVM. Finally, the model is validated in a 

CV of 10 folds with 4 repetitions. The average and standard deviation of the metrics 

accuracy, kappa, true positive ratio (TPR) and true negative ratio (TNR) were reported. 

Moreover, the experiment explored the importance of each group of features using four 

different sets based on the source. Three datasets including VR, GSR and ET features 

respectively were created. Moreover, an additional dataset which is called ALL that joins 

all the features was included. 

To check the overfitting of the ML pipeline, the obtained results are compared against 

the ones obtained from a generated random target. The unique condition imposed to the 

generation of this random target is that it must have a coincidence in its labels lower 

than a 67.5%, compared with the rest of the real targets, in order to avoid a random target 

very similar to a real one. The objective is to compare, according with a one-way 

ANOVA test, the statistical distribution of the set of accuracies obtained from the last 

CV of the ML pipeline of the random target and each real target. Six random targets are 

generated to extend the number of accuracy samples from the random targets. Figure 9 

shows a scheme of the ML pipeline used and the overfitting check method exposed. If 

the comparison between both distributions shows a statistical difference (p-value < 0.05), 
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it supports that the ML pipeline is over the chance level. Finally, the dataset with highest 

accuracy is reported as the best classification model. 

 

Figure 9. Scheme of ML pipeline and its overfitting check using a set of generated random targets. M indicates the 
number of the CV repetitions set to 4, and N the number of random targets generated, equal to 6 

Regarding the presence questionnaires, mean and standard deviation for each 

dimension were calculated. 

Results 

From the initial 98 set of subjects, 10 of them were removed due to the not properly 

collection of data. A total of 88 subjects were processed properly (43 women, 45 men, 

mean age= 35.33 and SD = 10.50) (for further details, please see Supplementary 

Materials). Outlier studies were performed by data source, dividing between VR, ET and 

GSR. Finally, 3 outliers were found for the data-source of ET, whereas any outlier was 

found for VR and GSR. The final dataset, without outliers, had in total 85 subjects (42 

women, 43 men, mean age = 35.49 and SD = 10.64). 

The 93.33% of the target variables were normal distributed whereas, only one target 

variable, Thrill and adventure seeking, which represents the 6.67%, was not. All the 

target variables present statistical differences between the high and low groups. Table 

13 shows the statistical description of every subscale. 

Table 13. Statistical description of each target variable 

Dimension Target variable Mean 1 Std Median 
Number 

of 
Highs 

Number 
of Lows 

2St. 
sig. 
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Personality 

Neuroticism 20.92 7.20 21 45 43 *** 

Extraversion 32.64 7.32 32.5 44 44 *** 

Openness 32.28 6.65 33 45 43 *** 

Agreeableness 31.35 6.12 31.5 44 44 *** 

Conscientiousness 32.60 7.57 33.5 49 39 *** 

Sensation 
seeking 

Thrill and 
adventure seeking 

6.75 2.84 8 34 54 *** 

Experience 
seeking 

3.68 1.08 4 48 40 *** 

Disinhibition 4.31 2.18 4 41 47 *** 
Boredom 

susceptibility 
3.89 1.87 4 51 37 *** 

Sensation seeking 
(overall score) 

18.63 5.59 19 47 41 *** 

Impulsivity 

Negative urgency 9.35 2.51 9 43 45 *** 
Lack of 

premeditation 
5.58 1.59 5.5 44 44 *** 

Lack of 
perseverance 

6.82 230 7 48 40 *** 

Sensation seeking 10.32 2.69 11 45 43 *** 

Positive urgency 9.98 2.08 10 52 36 *** 

1 Standard deviation. 2 Statistical significance of the feature between high and low 
groups: *** p-value < 0.001 

A total of 4 features were removed due to its no variation between subjects. 31 features 

(20.53%) were correlated above 0.95 in Pearson coefficient. These variables were 

removed from the dataset. Moreover, 16 variables were transformed using logarithms. 

The final dataset ended-up with a total of 120 features were 42 belong to the VR, 60 to 

ET and 18 to GSR. 

Table 14 presents the best models obtained by the ML pipeline, according with the 

dataset used, the balance of the sample, the significant level between the target variable 

and the generated random distribution of target variables and four different metrics such 

as accuracy, kappa, TPR and TNR. 

Table 14. Results of the models obtained with highest accuracy for every target variable 

Dimension Subscale 
Data 

s. 

1St. 
sig. 

Accuracy Kappa 2TPR 3TNR 

Personality 

Neuroticism ALL * 0.73 (0.14) 
0.45 

(0.29) 
0.74 

(0.14) 
0.72 

(0.24) 

Extraversion ALL ** 0.75 (0.15) 
0.51 

(0.31) 
0.81 

(0.18) 
0.71 

(0.19) 

Openness ET *** 0.71 (0.16) 
0.40 

(0.34) 
0.78 

(0.17) 
0.63 

(0.30) 

Agreeableness ALL - 0.72 (0.16) 
0.43 

(0.32) 
0.82 

(0.17) 
0.6 

(0.21) 

Conscientiousness ALL - 0.71 (0.10) 
0.38 

(0.21) 
0.83 

(0.12) 
0.54 

(0.27) 
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Sensation 
seeking 

Thrill and 
adventure seeking 

ALL * 0.73 (0.13) 
0.40 

(0.27) 
0.94 

(0.13) 
0.43 

(0.19) 
Experience 

seeking 
ALL * 0.73 (0.19) 

0.46 
(0.39) 

0.78 
(0.17) 

0.68 
(0.28) 

Disinhibition ALL * 0.72 (0.15) 
0.43 

(0.31) 
0.58 

(0.32) 
0.86 

(0.13) 
Boredom 

susceptibility 
VR *** 0.73 (0.08) 

0.31 
(0.24) 

0.30 
(0.25) 

0.98 
(0.05) 

Sensation seeking 
(overall score) 

ALL - 0.67 (0.14) 
0.35 

(0.28) 
0.69 

(0.17) 
0.67 

(0.26) 

Impulsivity 

Negative urgency VR *** 0.78 (0.14) 
0.55 

(0.28) 
0.70 

(0.19) 
0.86 

(0.16) 
Lack of 

premeditation 
ALL ** 0.75 (0.10) 

0.50 
(0.20) 

0.72 
(0.25) 

0.79 
(0.21) 

Lack of 
perseverance 

VR - 0.67 (0.17) 
0.33 

(0.32) 
0.68 

(0.29) 
0.65 

(0.23) 

Sensation seeking ALL - 0.68 (0.21) 
0.36 

(0.42) 
0.68 

(0.26) 
0.67 

(0.25) 

Positive urgency VR ** 0.71 (0.16) 
0.34 

(0.37) 
0.92 

(0.10) 
0.41 

(0.31) 

1 * p < 0.05, ** p < 0.01 and *** p < 0.001; 2true positive rate; 3true negative rate 

According with Table 14, neuroticism, extraversion, openness, thrill and adventure 

seeking, experience seeking, disinhibition, boredom susceptibility, negative urgency, 

lack of premeditation and positive urgency, have been well recognized since their 

accuracy shows statistical differences with random models. On the other hand, 

agreeableness, conscientiousness, sensation seeking (overall), lack of perseverance and 

sensation seeking have not been recognized over the chance level. The data source ALL 

appears 10 (66.67%) times as the data source with highest accuracy, VR data source 4 

(26.67%) times and ET once (6.67%). Table 15 summarizes the selected features for each 

model. 

Table 15. Selected features for each classification model 

Dim. 
Subscale (n 

features) 

Risk zone No risk zone 

VR ET GSR VR ET GSR 

Pers. 

Neuroticism 
(6) 

Time spent 

Visits to 
keys 

Visits to 
green 

spheres 

- 
Total 

interactions 

Fixation 
duration 
Visits to 
purple 
spheres 

- 

Extraversion 
(4) 

Green 
spheres 
caught 

Distance 
in 

saccades 
- - 

Fixation 
duration 
Velocity 

of 
saccades 

- 

Openness (5) - 

Number 
of 

objects 
seen 

Angular 
saccade 
distance 

- - 
Distance 

in 
saccades 

- 



An Immersive Virtual Reality Game for Predicting Risk Taking through the Use of 
Implicit Measures 

74 
 

Sens. 
Seek. 

Thrill and 
adventure 
seeking (5) 

Time spent 
Green 

spheres 
caught 

Visits to each 
risk 

Distance 
covered 

- - 
Pause 

button use 
- - 

Experience 
seeking (9) 

Acceleration 

Fixation 
duration 
Visits to 

keys 

- 

Time spent 
Purple 
spheres 
caught 
Total 

interactions 

Fixation 
duration 

Number 
of phasic 

peaks 
Phasic 
value 

Disinhibition 
(11) 

Velocity 
Distance 
covered 

Distance 
in 

saccades 

Skewness 
of phasic 

signal 

Purple 
spheres 
caught 

Velocity 

Number 
of 

fixations 
Velocity 

in 
saccades 

Number 
of phasic 

peaks 
Phasic 
value 

Skewness 
of phasic 

signal 

Boredom 
susceptibility 

(11) 

Shield use 
Total 

interactions 

Fixation 
duration 
Distance 

in 
saccades 

- - 

Angular 
saccade 
distance 
Velocity 

and 
distance 

in 
saccades 

Kurtosis 
of phasic 

signal 
Phasic 
value 

Imp. 

Negative 
urgency (4) 

Time spent 
Pause button 

use 
- - 

Total 
interactions 

- - 

Lack of prem. 
(5) 

Velocity 
Velocity 

of 
saccades 

- 
Purple 
spheres 
caught 

Visits to 
green 

spheres 

Phasic 
value 

Positive 
urgency (10) 

Time spent 
Visits to each 

risk 
Shield use 

- - 

Time spent 
Distance 
covered 
Pause 

button use 
Shield use 

- - 

 

Regarding the presence questionnaire, the results for the ITC-SOPI were (mean, SD): 

spatial presence 3.79, 0.53; engagement 3.99, 0.5; ecological validity 3.26, 0.75; and 

negative effects 2.36, 0.87. 

Discussion 

In this article, we present the assessment on decision making in risk environments 

(AEMIN) tool, as a new interactive virtual environment for RT measurement. The main 

aim of this study is to discriminate participants with high versus low scores in the 

measures of personality, sensation seeking and impulsivity, through their behaviours 

and physiological responses during playing AEMIN. Applying ML methods to the 

dataset we explored: (a) if through these data it is possible to discriminate between RT 
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domains, allowing to qualitatively determinate a general level of RT for each subject; 

and (b) which parameters better discriminate between the two populations in each 

variable. 

The results are discussed by sections: (1) accuracy of the models to discriminate RT 

domains; (2) the influence of the features used in each model selected; (3) limitations and 

further studies; (4) conclusion. 

Accuracy of the Models to Discriminate RT Domains 

Personality Recognition 

Regarding the final models on personality recognition, the dimensions of neuroticism, 

extraversion and openness to experience have been properly recognized. The validation 

set using 88 subjects achieved 72.6% accuracy (kappa: 0.447), 75.4% accuracy (kappa: 

0.506) and 70.8% accuracy (kappa 0.402) respectively. The selected models for predicting 

agreeableness and conscientiousness have not overcome the chance level. 

Interestingly, these results show that neuroticism, extraversion and openness to 

experience are the better predicted personality dimensions. On the first hand, 

neuroticism has been related to negative affect and sensitivity to punishment (Elliot and 

Trash, 2010), but its relationship with RT seems to be more complex and context-related. 

Therefore, although high levels of neuroticism may lead to risk aversion in most 

domains, as a way of avoiding guilt or anxiety about negative outcomes, the relation 

between neuroticism and RT seems to be inverse in the health domain (Nicholson et al., 

2005), in which some studies identified a tendency to take risks to alleviate anxiety and 

other emotions in subjects with high neuroticism (Vollrath and Torgersen, 2002). On the 

other hand, high extraversion and openness to experience have been related to risk 

approach across domains, due to a generalized need for stimulation and cognitive risk 

seeking, acceptance of experimentation, tolerance of uncertainty, change and innovation 

(McCrae and Costa, 1997; Lauriola and Levin, 2001). In the light of these findings, we 

could conclude that suitably our tool brings out the personality dimensions most 

context-dependent and related to the approach to risk, and not so much those related to 

general risk avoidance. 

Sensation Seeking Recognition 

Regarding the final models on sensation seeking recognition, the dimensions of 

experience seeking, thrill and adventure seeking, boredom susceptibility and 

disinhibition were predicted with robust models. The validation set achieved 73.3% 

accuracy (kappa: 0.456), 72.6% accuracy (kappa: 0.311), 72.1% accuracy (kappa: 0.425) 

and 73.1% accuracy (kappa: 0.402), respectively. The selected model for predicting 

overall sensation seeking score seemed to be overfitted. 

These results demonstrate that AEMIN is a suitable tool to measure sensation seeking. 

As mentioned in previous sections, there is a great consensus in the literature regarding 

the influence of each of the sensation seeking subdimensions on RT (Zuckerman, 1994; 
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Donohew et al., 2000; Netter et al., 1996; Roberti, 2004; De Vries et al.,2009; Zuckerman, 

2006), so we consider that AEMIN meets the expectations in this regard. 

Impulsivity Recognition 

Regarding the final models on impulsivity recognition, the dimensions of negative 

urgency, lack of premeditation and positive urgency were predicted with robust models. 

The validation set achieved 77.5% accuracy (kappa: 0.553), 75.1% accuracy (kappa: 0.5) 

and 70.8% accuracy (kappa: 0.341), respectively. The selected models for predicting lack 

of perseverance and sensation seeking seemed to be overfitted. 

In this case, three of the five subdimensions of impulsivity were well predicted. 

Interestingly, negative and positive urgency, which are related to context-related 

behaviours—when facing negative/positive situations (Whiteside and Lynam, 2001)—

are included. This result suggests that with AEMIN we could identify RT behaviours in 

widely varying situations, encompassing negative and positive contexts. 

Influence of the Features Used in Each Model Selected 

Influence of VR Features 

Regarding VR variables, the results show that navigation variables, which are related to 

the movements of the subject in the virtual environment, seem to be more meaningful in 

risky zones; while interaction variables, which are related to the interactions of the 

subjects with the different elements of the virtual environment (buttons and virtual 

elements), seem to be more relevant in no risk zones. Results of the presence 

questionnaires are similar, or even better, to those obtained in other works (De Leo et al., 

2014; Piccione et al., 2019). 

Starting with the navigation variables in risk zone, the results show that the time spent 

in risk zone has a strong influence on the prediction of variables of personality, 

impulsivity and sensation seeking. Longer time spent in a risk zone could mean either 

that the subject has passed through these areas slower, or that (s)he has passed through 

them a greater number of times. In any case, this may be related to the higher/lower 

susceptibility to punishment or to negative consequences. The neuroticism and negative 

urgency variables, in which time spent in risk zone appears as important predictor, are 

related to the sensitivity to punishment or to negative stimuli (Elliot and Trash, 2010; 

Whiteside and Lynam, 2001), so this would explain the relationship with the time spent 

in risk zone in our virtual environment. On the other hand, it also appears as important 

for the classification of the subjects in thrill and adventure seeking and positive urgency 

variables, together with the number of visits to each risk. In these cases, it is possible that 

subjects with greater interest in risky physical activities or with impulsive behaviours 

when facing situations perceived as positive decide to experiment and spend more time 

in these risk areas, to see what the consequences are. 

The variable of distance covered in risk zone refers to the length of the subject´s trajectory 

in the risk zones of the maze. This variable appears as important in the classification of 
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the subjects in the variables of thrill and adventure seeking and disinhibition, both 

belonging to the dimension of sensation seeking. This variable was also measured in the 

previous version of AEMIN (De-Juan-Ripoll et al., 2020), and significant correlations 

were obtained with almost all sensation seeking subdimensions, so our results in both 

articles seem to be consistent. Covering a greater distance in AEMIN could be 

interpreted as a greater interest in exploring different areas of the maze, which could be 

related to the variables thrill and adventure seeking and disinhibition, since both of them 

are reflected in high engagement in activities that generate new sensations and in rule-

breaking behaviours (Zuckerman, 1994). 

Velocity and acceleration in risk zones appear as important variables in predicting lack 

of premeditation, experience seeking, and disinhibition. The action of quickly passing 

through the risk areas, without stopping to pick up spheres could have a double 

interpretation. On the one hand, it can be understood as an unpremeditated or risky 

action. Instead, it could also be interpreted as an intention to pass something bad as 

quickly as possible, avoiding the possible damage that could be caused by passing 

through a risk area. 

As for the interaction variables in risk zones, the number of green spheres collected in 

risk zones helps to classify subjects into extraversion and thrill and adventure seeking 

subdimensions. Picking up spheres that are in risk areas can pose a risk, since the subject 

must pass through these areas without the protection of the shield to pick them up. 

Therefore, the decision to take a sphere that is in a risk zone may be related to excitement 

seeking—which is characterized by an interest for shinny colors and noisy environments 

(Costa and McCrae, 1992) —a common feature of the extraversion and thrill and 

adventure seeking dimensions (Aluja et al., 2003). 

The use of the shield only influences in risk zones, to classify subjects in terms of 

boredom susceptibility. This result seems surprising, since it was expected that the use 

of the shield would be a somewhat more revealing variable in terms of the behaviours 

of the subjects, which would add richness to the predictive models of a greater number 

of variables. In the SSMT (De-Juan-Ripoll et al., 2020), the use of the shield was related 

to subdimensions of impulsivity and sensation seeking, for which similar results were 

expected in the predictive models of the present article. One possible reason could be 

that participants did not fully understand the mechanics of the shield and did not use it 

enough to reflect certain behavioural patterns. This will be considered as one of the 

limitations of this research, and we will work to improve the understanding of the shield 

element in enhanced versions of AEMIN. 

The use of the pause button in risk situations appears as an important variable in the 

prediction of negative urgency. The use of the pause button in risky situations may 

reflect a strategy of psychological distancing from negative stimuli, while the non-use of 

this resource may be due to thoughtless reactions to risky situations. This could have a 
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strong relationship with the negative urgency variable, defined as the tendency to show 

impulsive behaviours in negative situations (Whiteside et al., 2005). 

Regarding the interaction variables in no risk zone, the number of purple spheres 

collected appears as significant to classify the subjects in high/low lack of premeditation, 

experience seeking and disinhibition. These purple spheres were included in the virtual 

environment as elements that generate uncertainty, so collecting these spheres is clearly 

a risky behaviour, which can be taken due to a lack of premeditation, or due to the 

voluntary search for new experiences or sensations. 

The use of the pause button in no risk zone is meaningful for the prediction of thrill and 

adventure seeking. The use of this button in non-risk areas may be related to wanting to 

rest from the experience in general or to being curious to try it, and not so much to 

applying a specific coping technique in a specific moment of stress as occurs in the risk 

areas. 

Total interactions with elements in no risk zones appears as an important variable for 

predicting neuroticism, negative urgency and experience seeking. A greater or lesser 

number of interactions with the elements of the virtual environment can be related to 

very different behaviours or decisions, since in the virtual environment there are very 

different elements, from the shield, to the spheres or the pause button. What the total 

interactions variable can be an indicator of, is perhaps a greater or lesser involvement of 

the subject within the virtual environment, as well as a better understanding of the 

mechanics of the game. On the other hand, it can also be related to anxious or impulsive 

behaviours, as well as the search for different experiences and the desire to explore the 

virtual environment. 

Influence of ET Features 

Our results show that ET variables have a strong influence in most of the classification 

models, so we could say that it is an important measure in combination with those 

variables of the VR dataset, both in risk zones and in no risk zones. The variables that 

provide the most relevant information to classify the subjects in terms of risk-related 

dimensions are: fixation duration, number of fixations in no risk zones, visits to keys, 

green spheres and purple spheres, angular saccade distance, velocity in saccades and 

distance in saccades. 

As mentioned in previous sections, fixations duration could be an indicator of depth of 

processing (Al-Moteri et al., 2017), and a good predictor of perception (Krupinski et al., 

1998) and risk aversion (Kwak et al., 2015). The fixations duration in risk zones appeared 

as a meaningful variable to classify subjects in boredom susceptibility. This result 

suggests that participants with high boredom susceptibility show different information 

processing patterns in risk zones than those with low boredom susceptibility, since these 

areas arouse a different interest in them, taking them out of the routine of the game. 

Conversely, fixations duration in no risk zones was an important variable in the 
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classification models of neuroticism, extraversion and experience seeking. In these cases, 

a deeper processing of information in no risk areas can be interpreted as a state of alert, 

waiting for something bad to happen, or as a search for new or different elements in 

areas that apparently are simpler and show a smaller number of stimuli than risk zones. 

Regarding the number of fixations and visits to concrete objects, these variables are an 

indicator of interest in concrete elements (Al-Moteri et al., 2017) and have been related 

to risk aversion, as a strategy to collect information in the analytical pre-decision process 

(Kwak et al., 2015; Su et al., 2013; Payne and Braunstein, 1978). Spheres and keys that 

open the doors are the most important elements when studying the number of fixations 

in AEMIN. The number of fixations in green spheres located in risk zones appears as an 

important variable in the classification of subjects regarding neuroticism, while the 

number of fixations in green spheres in no risk zones is related to lack of premeditation. 

On the other hand, the number of fixations on keys is a fundamental variable in the 

classification of the subjects in neuroticism and experience seeking. Finally, the number 

of fixations in purple spheres is important to classify as high or low neuroticism. In light 

of these results, we could understand that the elements that can be captured or collected 

during the game (green spheres, purple spheres and keys) are the most relevant when 

analyzing the number of fixations. On the other hand, other elements of the game that 

seem more visually striking and of greater interest within the game, such as risks, do not 

appear as meaningful variables from the point of view of the number of fixations. 

Interestingly, these results could help game designers to guide the user’s attention to 

specific elements of the virtual environment, incorporating the interaction of 

“collecting”, as a guarantee that visual patterns related to personality, impulsivity and 

sensation seeking will come to light. 

Angular saccade distance and distance in saccades could discriminate global and focal 

visual search strategies (Al-Moteri et al., 2017; Kundel et al., 2007). These variables 

appear as relevant for classification in risk zones, for predicting extraversion, openness, 

boredom susceptibility and disinhibition. These variables are also meaningful for the 

classification in boredom susceptibility when the subject is in a no risk zone. These 

results could indicate that subjects´ visual search patterns in risk zones can help to 

classify them in high or low extraversion, openness and disinhibition. On the other hand, 

to differentiate subjects with high or low boredom susceptibility, it is necessary to study 

their visual search strategy throughout the experience, both in risk areas and in no risk 

areas. 

Finally, the velocity in saccades is an indicator, together with the number and duration 

of fixations, of an adaptive attention process, depending on the uncertainty or the 

perceived difficulty of each situation, so that slower saccades have been related to 

information acquisition processes in situations perceived as uncertain or difficult 

(Velichkovsky et al., 2002; Brunyé and Gardony, 2017; Heekeren et al., 2008). In our 

study, the velocity in saccades appears as an important variable in risk areas for 

classifying subjects in lack of premeditation, while it is meaningful in no risk areas for 
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classifying subjects in extraversion, openness, boredom susceptibility and disinhibition. 

This result could be interpreted as follows: the velocity in saccades in no risk areas, as a 

behaviour dependent on the perception of difficulty or uncertainty of a situation, is an 

indicator of the subjects´ interpretation of the no risk zones, based on their level of 

extraversion, openness, boredom susceptibility, and disinhibition. Thus, it is possible 

that some participants were in a high alert state while passing through these areas, since 

they identified them as of low certainty, while other subjects crossed these areas with 

the feeling of being in a safe place. 

Influence of GSR Features 

The variables obtained from GSR while the subject was in the no risk areas were relevant 

in the final models, while they were not relevant when the subject was in risk areas. All 

the GSR variables selected in the final models correspond to metrics of the phasic 

component of the signal, which is characterized by rapid and event-related changes, so 

it takes less time to show changes (Sharma et al., 2016). The GSR signal usually peaks 

between 2 and 10 s after stimulation and recovers at approximately the same rate 

(Sharma et al., 2016 ). Ayata et al. (2016) found that a 3-s time window in the phasic 

signal is the most optimal for the prediction of valence and arousal. Since the periods of 

time in which subjects usually remain in risk areas are short (between 1 and 8 s) except 

in rooms, where they can spend more time, it is possible that changes in the phasic signal, 

which can be interpreted as a “warn” in risky situations (Bechara et al., 2005), are 

reflected few seconds after the subject has left the risk areas. 

Another possible interpretation of these results is that changes in the phasic component 

are meaningful to differentiate subjects with high/low extraversion, boredom 

susceptibility and disinhibition based on their level of activation in the no risk zones. In 

this regard, decisions in no risk zones present less time pressure, and they are of the 

type: selection of paths or decision of whether to take spheres or not. Since time pressure 

has been raised as one of the influential factors in the relationship between GSR and RT 

(Persson et al., 2018), it is possible that, in these decisions in which there are no 

situational biases, decision-making is more guided by individuals´ personality and 

temperamental factors than in risk zones. 

Limitations and Further Studies 

We acknowledge that this study presents some methodological limitations. First, the 

sample size was not large. Second, we built the high/low target variables basing on the 

mean or median results of the responses from this study, so it may not be extrapolated 

to the rest of the population. Third, it could be possible that participants did not fully 

understand the mechanics of the shield and did not use it enough to reflect certain 

behavioural patterns. For future investigations, we will recruit a larger sample of 

participants, we will look for validated reference scales to label the subjects and we will 

work to improve the understanding of the shield element in enhanced versions of 

AEMIN. 
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Conclusions 

Concerning the features that better predict each dimension, we could conclude that 

behavioural measures—interaction with the virtual environment and ET—provide the 

core information in the classification models. Therefore, the results support the use of 

AEMIN as an ecological assessment tool to measure RT, since it brings to light 

behaviours that allow to classify the subjects into high/low risk-related psychological 

constructs. Regarding physiological measures, GSR seems to be less salient in prediction 

models. 
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Chapter 6. General discussion 
This research focuses on the study of the use of VR for the evaluation of decision-making 

processes in the face of risk. This chapter discusses the main results obtained, in terms 

of the specific objectives presented in Chapter 1. The discussion is divided into three 

sections: (SO1 and SO2) state of the art regarding the definition of RT, existing measures 

and VR as an alternative tool; (SO3) design premises of virtual environments for the 

evaluation of the psychological constructs identified as determinants to define RT, and 

(SO4) VR in combination with physiological measures such an adequate tool for the 

evaluation of RT in an implicit way. 

RT definition and current measures 

People make decisions that carry a certain risk every day. Studying decision-making 

processes in situations that present risk can be of great interest, both for practitioners 

and researchers. Although the concept of RT has been studied from different points of 

view, there is no clear consensus in the literature when it comes to clearly defining its 

meaning, as well as those psychological dimensions that intervene in this decision-

making process in the face of risk. 

Consequently, the evaluation of RT continues to be a challenge for companies and 

researchers, who try to approach it from different perspectives, using mainly 

questionnaire measures and neuropsychological tasks. Instead, these measurement 

techniques present various limitations widely supported by the literature, both from a 

methodological point of view and their ability to evaluate implicit processes. 

The results of this research aim to shed light on these questions, filling this gap with the 

identification of a series of psychological dimensions that influence RT, as well as 

presenting VR as an adequate tool for the development of alternative measures to the 

traditional ones in the scope of RT. 

Identification of the psychological components of RT 

In Chapter 4 we identify the main psychological dimensions that intervene in decision-

making processes in risk situations. The results of this study provide a greater 

understanding of the concept of RT, identifying the factors compose that it. In addition, 

those factors that affect RT in a transversal way are identified, as well as those that 

influence RT differently depending on the type of decision. This study aimed to fill a gap 

in the literature and expand this line of research in order to better understand the RT 

process. 

First, this study hypothesised that personality (1), sensation seeking (2), and impulsivity 

traits (3) act as proneness biases in RT, constituting a trend toward risk proneness or risk 

avoidance, regardless of the type of risk. 
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(1) Regarding personality, we found that personality dimensions influence all 

domains of RT, except the recreational, partially supporting this hypothesis. 

Specifically, the openness and agreeableness subtraits appeared as the main ones 

when relating personality traits with RT in the domains studied. These results 

are consistent with those found in other studies (Josef et al., 2016; Nicholson et 

al., 2005; Soane et al., 2010). 

(2) Regarding sensation seeking, we found significant influences of sensation 

seeking subtraits and all the RT domains studied, supporting the hypothesis of 

the study. Although all the sensation seeking dimensions appear to be relevant 

in their relation with RT, the disinhibition subtrait stands out, since it presents a 

highly significant relation with all the RT areas studied, acting as a cross-domain 

trait. 

(3) Regarding impulsivity, we found that implsivity subtraits influence all the RT 

domains studied, supporting the hypothesis of the study. Specifically, lack of 

perseverance, positive urgency and sensation seeking appeared as significant 

predictors of RT in different domains, which is consistent with other works 

(Coskunpinar et al., 2013; Lozano et al., 2017; Gomà-i-Freixanet et al., 2012; 

Woodman et al., 2013). 

Second, this study hypothesised that locus of control (4), emotion regulation (5), and 

executive control factors (6) act as perceptual biases in RT, influencing depending on the 

area or type of decision. 

(4) Regarding locus of control, we did not find significant relations with RT, rejecting 

this hypothesis. 

(5) Regarding emotion regulation, we found positive significant correlations 

between emotional suppression and financial RT, supporting the hypothesis of 

the study. The use of the emotional suppression strategy involves an additional 

effort, which can skew the perception of certain complex situations such as 

economic situations. 

(6) Regarding executive control, we found that attentional control and set switching 

present a strong influence in ethical, financial and social RT, supporting the 

hypothesis of the study. Kim-Spoon et al. (2015) found that attentional control 

regulates negative affect, reducing the effects of anger and increasing the effects 

of fear. Therefore, executive control seems to constitute a perceptual bias that 

drives positive RT, and to risk avoidance in domains in which taking risks 

involves potential negative outcomes.  

Current measures of RT and VR as an alternative tool 

The measurement of RT is currently a challenge for researchers, and has been 

approached from different perspectives over the years. Questionnaires are the most 

traditionally used technique for RT measurement, in some cases used as a single 

measure, such as compliance with safety practices in the workplace (Mohamed et al., 

2009), safety behaviours (Seo et al., 2015) or engagement in RT behaviours in daily life 
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(Lejuez et al., 2003); and in others used in combination with other questionnaires that 

measure psychological constructs, such as personality (Lejuez et al., 2002; Parker et al., 

2001; Skeel et al., 2007), impulsivity (Lejuez et al., 2002; Lejuez et al., 2003; Lozano et al., 

2017) or sensation seeking (Horvath and Zuckerman, 1993, Lejuez et al., 2002, Lejuez et 

al., 2003; Lozano et al., 2017) . In contrast, questionnaires present some limitations at a 

methodological level, as well as in terms of their ability to evaluate implicit processes. 

To overcome these limitations, the “stealth assessment” paradigm (Shute, 2011) emerged 

as a methodology focused on measuring a series of parameters while the subject 

performs a task or a game. Subsequently, conclusions are raised based on the results 

obtained. It is interesting that the subject does not know that (s)he is being evaluated, 

and therefore the results obtained are free from biases. Under this paradigm, we can find 

those measurement tools that use behavioural tasks for the evaluation of RT. In these 

tasks, the user is in a controlled laboratory environment and solves a task, generally in 

2D format on a computer, although there are also original versions on paper-and-pencil 

format of some of them. The Bechara Gambling Task (Bechara et al., 1994), the Balloon 

Anallogue Risk Task (Lejuez et al., 2002), the Angling Risk Task (Pleskak, 2008), the 

Bomb Risk Elicitation Task (Crosetto and Filippin, 2013) and the CakeGambling Task 

(Van Leijenhorst et al., 2008) are the main behavioural tasks employed for RT 

measurement found in the literature. The fact that these behavioural tasks focus the 

measurement of RT on decisions of a financial nature, calls into question its validity in 

terms of the possibility of extrapolating these results to other areas of RT. Additionally, 

this approach  is probably not capable of activating the implicit processes that are 

intended to measure, causing the correspondence between results in neuropsychological 

tests and real-life behaviours to be very weak (Manchester et al., 2004; Sbordone, 2008; 

Bottari et al., 2009).  

In this sense, VR-based instruments have been proposed as an alternative to traditional 

instruments, which allows taking a further step in the evaluation of human behaviour, 

allowing to evaluate implicit processes in an ecological and unbiased way, thanks to the 

immersive capabilities of VR technology. In Chapter 2, we propose a VR-based 

alternative RT measurement method, which aims to advance in four specific aspects: 

 Real-world risks. Thanks to VR, we are able to generate the sense of presence in 

the user (Slater, 2009), which evokes the perception of virtual experiences as if 

they were occurring in real life, activating similar neural mechanisms (Alcañiz et 

al., 2009). Risk situations can be dangerous and difficult to recreate in real life, so 

VR provides great advantages when simulating these types of situations 

allowing users to interact without real risk (Amokrane et al., 2008). 

 Embodied cognition. This concept is defined as the study of how the use of our 

own body influences our capacity for perception, communication and learning. 

VR allows us to involve our body in certain actions carried out in the first person 

(Kilteni et al., 2012), which has been shown to lead us to make more emotional 

decisions (Greene et al., 2001; Amit et al., 2014). 
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 Stealth assessment. This method allows to assess behaviours and reactions 

related to specific capabilities, providing evaluations in real time (Mislevy et al., 

2003) and reducing anxiety in the users, while maintaining validity and 

reliability (Shute et al., 2008). Embedding assessments in immersive virtual 

environments is an innovative approach (Shute and Spector, 2008) that, in our 

view, is an improvement from the standpoint of ecological validity. 

 Physiological real-time measurement. Several physiological measures have been 

proposed as implicit measures of human behaviour (Kivikangas et al., 2011).  VR 

provides the possibility of combining the exposure to interactive virtual 

experiences and the physiological measurement during the experience. 

The improvement regarding these four aspects leads us to conclude that VR constitutes 

a tool with great potential for measuring RT, thanks to its ability to generate risk 

situations perceived as realistic, which allow embodied interactions. In addition, these 

virtual experiences can be raised under the stealth assessment paradigm, allowing the 

physiological measurement of the user during the experience. 

Design premises of virtual environments for RT assessment 

Once the psychological dimensions that constitute RT have been identified, and the 

approach to the use of VR as a tool for its evaluation has been raised, this section contains 

the conclusions obtained in terms of basic guidelines for the design of a virtual 

environment for the evaluation of RT. These premises are raised from the perspective of 

the design of two virtual environments (one initial – SSMT - and the other as an extension 

– AEMIN -) with a maze format, and with the characteristics defined in Chapters 3 and 

5 respectively. 

As a summary, both the SSMT and AEMIN represent an out-of-context maze, from 

which the participants must exit before time expires. Along the route, participants may 

encounter a series of risks that can cause them to lose energy. To maintain a good energy 

level, there are a series of green spheres distributed throughout the maze, which 

participants can take if they wish. In addition, in both mazes users can activate a shield, 

as a protective element against risks. The main improvements that AEMIN incorporates 

compared to the SSMT are: aesthetic improvement of the experience (specifically the 

representation of risks for greater realism), longer duration, inclusion of avatars in part 

of the route, presence of purple spheres with unexpected effect for participants, option 

to pause the game as an additional metric as well as an improvement of the tutorial at 

the beginning of the game. 

Those interactions or characteristics of the virtual environments that brought to light 

behaviours that helped to predict some of the psychological constructs related to RT are 

proposed as guidelines. These guidelines can help improving the predictive capabilities 

of the system developed in this research, developing new versions of the virtual 

environment presented, but maintaining those characteristics that gave good results in 
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this work. It should be noted that in the present investigation, efforts have been focused 

on the use of VR environments to measure the variables identified as proneness biases 

of RT. This is because, due to the large number of variables to predict, it has been chosen 

to obtain a smaller number of predictive models, but more optimized. Therefore, the 

psychological dimensions identified as influencing RT in a transversal manner, 

regardless of the type of risk, - personality, sensation seeking and impulsivity - have 

been selected. In future research, studies on the predictive capabilities of the system 

developed in the field of perceptual biases of RT will be proposed. 

In the following lines, the main conclusions obtained regarding the characteristics of the 

virtual environment developed that have been shown to be essential for the prediction 

of the dimensions of personality, sensation seeking and impulsivity, identified as 

proneness biases of RT, are raised. To facilitate the interpretation of the results, the VR 

predictive variables have been classified into navigation variables and interaction 

variables. Navigation variables are related to the movements of the subject in the virtual 

environment, while interaction variables are related to the interactions of the subjects 

with the different elements of the virtual environment (buttons and virtual elements). 

 Navigation variables. The variables that constitute this block refer to those 

related to the user's movements within the virtual environment, and are mainly: 

the time spent, the visits to risks, the distance covered, the speed and the 

acceleration of the displacements. These variables are of special interest when the 

user is in risk areas within the maze, since decisions in these areas can lead to 

more prominent negative consequences than in no risk areas. Therefore, it is 

convenient to measure the variables related to user navigation in risk and no risk 

areas independently. Regarding the type of risk, four risk typologies were 

proposed, with different visual characteristics and consequences in the game. No 

significant differences were observed in terms of the predictive capacity of the 

navigation variables between the different risks. This may be because all risks 

were interpreted in a similar way by the users, or because the four risk typologies 

form a complete set, which must be interpreted holistically. Navigation variables 

in risk areas can have a double interpretation. On the one hand, showing a 

navigation pattern marked by numerous visits to risks, a long distance covered 

and high speed and acceleration, can be understood as a risky behaviour, due to 

a generalized propensity towards risk. Instead, these behaviours can also be due 

to a high degree of disorientation and/or frustration of the user because of the 

time pressure to fulfil the goal of the game. For this reason, it is of great 

importance to accompany these behavioural measures by physiological 

measures that help to correctly interpret these navigation patterns of users.  

 Interaction variables. The most influential variables in the predictive models 

within this block refer to the number of user interactions with the green spheres, 

the purple spheres, the shield and the pause button mainly. The decision to use 

or not use each of these elements within the game raised potential positive and 
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negative outcomes. At this point, it is worth highlighting the importance of these 

consequences being compensated, so as not to favour the use or non-use of any 

of the elements. In the case of the virtual environments developed in this study, 

it was observed that the use of the shield was less decisive in the predictive 

models than expected. This result seems surprising, since it was expected that 

the use of the shield would be a somewhat more revealing variable in terms of 

the behaviours of the subjects, which would add richness to the predictive 

models of a greater number of variables. One possible reason could be that 

participants did not fully understand the mechanics of the shield and did not use 

it enough to reflect certain behavioural patterns. On the other hand, the type of 

interaction with each of the virtual elements is of great importance. In the virtual 

environments developed, two main types of interaction were used: by collision 

of the control with the virtual element in the case of the spheres, and by pressing 

the buttons of the control in the cases of pause and use of the shield. In this sense, 

users seemed comfortable when carrying out these interactions, which suggests 

that the result of these kind of interactions is favourable. 

At a general level, it is worth highlighting the importance of the practice session prior to 

the experience. In the case of the SSMT, during this practice session the user tested the 

metaphor navigation, the use of the shield and the interaction with the spheres. The 

moment in which (s)he was ready to start the game was left to his/her own decision. 

The results showed that this tutorial format was insufficient, since some users 

overestimated their learning capacity and this was reflected in errant and inaccurate 

behaviours within the virtual environment. In the case of AEMIN, a more complete and 

guided practice session was developed, lasting about 15 minutes, to consolidate the 

learning results and ensure that the user began the experience with the necessary 

knowledge. 

VR stimulation and behavioural and physiological measures for 

RT assessment 

The SSMT and AEMIN virtual environments were designed to evaluate RT in 

combination with implicit measures, which allow evaluating psychological attributes of 

users during the experience without the need for them to self-evaluate (Gawronski and 

De Houwer, 2014). In the study presented in Chapter 5, eye tracking and GSR 

measurements were included. These measures have been widely studied in the 

literature, and have appeared as reliable predictors of implicitly evaluated psychological 

traits and states such as attentional processes and information processing in the case of 

eye tracking (Carter and Luke, 2020; Glöckner and Herbold, 2010); and emotional 

activation in the case of GSR (Nourbakhsh et al., 2013). 

To the best of our knowledge, this is the first study that validates a tool to assess RT 

using a decontextualized approach, transversal to different domains and types of risk 



Chapter 6 

89 
 

decision, using VR tools and eye tracking and GSR measures. Some studies have used 

VR for the evaluation of RT simulating specific contexts (Isleyen and Duzgun, 2019; 

Asghar et al., 2019), but no studies have been found that use VR for the evaluation of the 

psychological processes involved in risk decision making. Regarding the use of eye 

tracking and GSR measures for the evaluation of RT, although these have been used 

independently to analyze information processing patterns in risky decisions (Kwak et 

al., 2015; Su et al., 2013; Payne and Braunstein, 1978; Velichkovsky et al., 2002; 

Habibnezhad et al., 2016) and physiological activation in risky situations (Bechara et al., 

2005), no studies have been found that use these measures in combination with VR for 

RT assessment. 

In particular, eye tracking and GSR, together with the behavioural measures of 

navigation and interaction with the virtual environment described in the previous 

section, have proven to be good predictors of the psychological dimensions identified as 

explanatory of risk proneness: personality, sensation seeking and impulsivity. The 

models achieved 70.8% to 75.4% accuracy along the personality dimensions (except for 

the agreeableness and conscientiousness subdimensions, which did not overcome the 

chance level), 72.1% to 73.3% accuracy along the sensation seeking dimensions and 

70.8% to 77.5% accuracy along the impulsivity dimensions (except for the sensation 

seeking subdimension, which did not overcome the chance level). These results suggest 

that the approach used in this research constitutes a good starting point regarding the 

use of VR together with eye tracking and GSR measures for the evaluation of RT from a 

holistic and decontextualized perspective, which aims to open the way towards the 

understanding of human behaviour in risk situations of different natures. 
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Chapter 7. Conclusions and future research 
RT is fundamental to the decision-making process and of interest to both psychologists 

and security agencies. Investigating why people take risks in certain situations and avoid 

risks in others is a complex field of research. In the present study we proposed an 

approach in which risk proneness and risk perception affect RT behaviours. First, risk 

proneness is seen as a general attitude towards any type of risk, so its influence is 

transversal. Second, risk perception is understood as a distortion of perception that can 

influence RT differently depending on the domain. The results of this study form a 

foundation on which this research area can be built and contribute to a better 

understanding of human behaviour in risk situations. 

The evaluation of RT is currently at a turning point, since, although it is still a challenge 

for both researchers and companies, technological advances as well as research in the 

field of organizational neuroscience are opening the way to a new generation of tools 

thanks to which it is possible to generate virtual worlds in which to evaluate user 

responses in an ecological, non-intrusive way and with reliable results. In this research, 

we propose VR as an alternative with great potential for evaluating the dimensions that 

make up RT, thanks to its innumerable advantages in terms of immersion and its 

compatibility with the use of implicit measurements. Specifically, we present the SSMT 

as a first virtual environment developed in order to evaluate, through the behaviours 

and physiological reactions of the subjects, the propensity towards risk. The results of 

this study suggest that VR, and specifically the design and characteristics of the SSMT, 

constitute a good starting point for evaluating RT in a decontextualized way that can be 

extrapolated to different real-life situations. Next, we present AEMIN as an improved 

version of the SSMT for assessing risk proneness. The results of this study support that 

AEMIN is an adequate tool for the evaluation of RT, since it evokes behaviours and 

reactions that allow users to be classified into high / low profiles in terms of the variables 

that make up risk proneness. 

This research has some limitations from the methodological point of view. First, the 

sample of participants may be insufficient. Furthermore, in the case of the SSMT 

validation study, the sample is made up of university students. For future research, we 

will consider increasing the sample to enhance the statistical power of the analyzes, also 

using participants who face risks in their real life, in order to validate the instruments 

with the target population. Second, a single reference measure (the DOSPERT-30 scale) 

has been used to study which are the dimensions that make up the RT and their relation 

with the different domains. As discussed in Chapter 4, this measure is likely not to cover 

all risk situations present in real life. Future studies will consider the use of additional 

measures such as the Balloon Analogue Risk Task (BART; Lejuez et al., 2002), or the 

Bechara Gambling Task (Bechara et al., 1994), as well as self-reported measures of risk 

habits as has been done in other studies (Lejuez et al., 2003), in order to further analyze 

the relation of each of the proposed variables with RT. Third, user responses to AEMIN 
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suggest that some of the interactions or rules of the game were not fully understood by 

all users, probably because the practice session and the instructions provided were not 

entirely adequate. In future research we will improve this practice session in order to 

guarantee a full understanding of the game mechanics and thus obtain more reliable 

results free from external biases. 

In accordance with the limitations, further research is needed to achieve a better 

definition of the concept of RT, using different gold standard measures that allow us to 

disaggregate more precisely the decision-making process in the face of risk from a 

psychological perspective. Additionally, more in-depth studies are required about the 

predictive capabilities of AEMIN in the field of risk proneness, applying the necessary 

improvements based on the conclusions obtained in the present investigation, as well as 

optimizing the ML models used. Finally, studies will be carried out to evaluate the 

predictive capabilities of AEMIN in the perceptual biases of RT, so that it is possible to 

achieve a system capable of evaluating RT in an ecological way, both from a cross-

situational point of view and from a perspective focused on specific areas of real life. 
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