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Abstract:  9 
Sea level rise due to climate change, as well as social pressure to decrease the visual impact of 10 

coastal structures, have led to reduced crest freeboards, and this increases the overtopping hazard. 11 
In previous studies, pedestrian safety during overtopping events was assessed considering the 12 
overtopping layer thickness (OLT) and the overtopping flow velocity (OFV). This study analyzed the 13 
statistics of OLT and OFV on mound breakwaters without crown walls during severe wave storms. 14 
Small-scale 2D physical tests were conducted on mound breakwaters with dimensionless crest 15 
freeboards between 0.29 and 1.77, testing three armor layers (single-layer Cubipod®, and double-layer 16 
cubes and rocks) in depth-limited breaking wave conditions and with two bottom slopes. Neural 17 
Networks were used to develop new estimators for the OLT and OFV exceeded by 2% of the 18 
incoming waves with a high coefficient of determination (0.866 ≤ R2 ≤ 0.876). The best number of 19 
significant figures in the empirical coefficients of the new estimators was determined according to 20 
their variability. The 1-parameter Exponential and Rayleigh distribution functions were proposed to 21 
estimate the extreme values of OLT and OFV with 0.803 ≤ R2 ≤ 0.812, respectively.  22 

Keywords: mound breakwater; wave overtopping; overtopping layer thickness; overtopping 23 
flow velocity; depth-limited breaking wave conditions; Cubipod® 24 

1. Introduction 25 
Coastal hazards are increasing due to the sea level rise and stronger wave storms caused by 26 

climate change (Camus et al., 2019). In addition, new social concerns demand decreasing visual and 27 
environmental impacts of infrastructures. The consequences of climate change and the satisfaction of 28 
new social demands influence coastal structure design; reduced design dimensionless crest 29 
freeboards and higher overtopping rates must be considered. Higher extreme overtopping events 30 
and overtopping risks are expected, leading to the need for new tools to better consider the current 31 
design conditions. In addition, most mound breakwaters are built in the surf zone in depth-limited 32 
breaking wave conditions.  33 

During extreme wave overtopping events, overtopping water flows over the breakwater crest. 34 
The characteristics of such flow, overtopping layer thickness (OLT) and overtopping flow velocity 35 
(OFV), are directly related to the hydraulic stability of the breakwater crest and rear side (Argente et 36 
al., 2018), but also to pedestrian safety on the breakwater crest (Bae et al., 2016). Pedestrian safety 37 
becomes relevant as recreational activities such as fishing, walking or taking pictures often take place 38 
on the breakwater (see Figure 1). 39 
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 40 
Fig.  1. Pedestrians on mound breakwaters: (a) fishing in Scheveningen (the Netherlands) and (b) taking photos in Altea, 41 

(Spain).  42 

There is extensive literature on the tolerable limits of water depth and flow velocity for 43 
pedestrian safety under constant flow conditions (Abt et al., 1989; Endoh and Takahashi, 1995). Recently, 44 
Bae et al. (2016) and Sandoval and Bruce (2017) analyzed the stability of human bodies under 45 
overtopping flow conditions based on physical experiments with dummies and video images, 46 
respectively. Bae et al. (2016) also proposed tolerable limits for OLT and OFV for pedestrian accidents 47 
under overtopping flow conditions. Several predictors exist for OLT and OFV on dike crests 48 
(Schüttrumpf and Van Gent, 2003; van Bergeijk et al., 2019). However, few studies are focused on OLT 49 
and OFV on mound breakwater crests (Mares-Nasarre et al., 2020a, 2019). Mares-Nasarre et al. (2020a) 50 
demonstrated that the bottom slope (m) is a significant variable for estimating OLT and OFV, but m 51 
is not considered as an explanatory variable in the estimators found in the literature. Thus, methods 52 
given in the literature should be reviewed since none of the studies considered the bottom slope as 53 
an explanatory variable to estimate OLT and OFV.  54 

This study examines the statistics of OLT and OFV on overtopped mound breakwaters (armor 55 
slope H/V = 3/2) without crown walls during extreme overtopping events under depth-limited 56 
breaking wave conditions and proposes new simple empirical formulas to estimate OLT and OFV 57 
exceeded by 2% of the incoming waves in the middle of the breakwater crest. In Section 2, the 58 
literature on OLT and OFV is analyzed, focusing on studies conducted on mound breakwaters. In 59 
Section 3, the experimental setup and data analysis are described; tests reported in Mares-Nasarre et 60 
al. (2020a) are used to fit the proposed empirical formulas and distribution functions. Small-scale 61 
models of mound breakwaters with single-layer randomly-placed Cubipod® (Cubipod®-1L), double-62 
layer randomly-placed cube (cube-2L) and double-layer randomly-placed rock (rock-2L) armors 63 
were tested in the wave flume of the Universitat Politècnica de València (Spain) with two bottom slope 64 
configurations (m = 2% and 4%). Section 4 describes the Neural Network (NN) methodology used in 65 
this study to build up the empirical formulas with five explanatory variables for OLT and OFV. New 66 
estimators for OLT exceeded by 2% of the incoming waves as well as the statistical distribution 67 
function for the highest OLT (with exceedance probabilities under 2%) are described in Section 5. In 68 
Section 6, new estimators for OFV exceeded by 2% of the incoming waves and a statistical distribution 69 
function for OFV (with exceedance probabilities under 2%) are proposed. Finally, conclusions are 70 
drawn in Section 7. 71 

2. Literature review on overtopping flow on mound breakwaters without crown wall 72 
Few studies (Mares-Nasarre et al., 2019, 2020a) can be found in the literature focused on OLT and 73 

OFV on mound breakwater crests. Thus, studies performed on sloping structures such as dikes are 74 
also reviewed in this section. It should be noted that dikes are sloping impermeable structures with 75 
smooth gentle slopes (seaward slope H/V > 3), whereas mound breakwaters are permeable structures 76 
(where infiltration occurs) with steeper slopes (seaward slope H/V ≤ 2). 77 
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Schüttrumpf et al. (2002) and Van Gent (2002) conducted the first studies analyzing OLT and OFV 78 
on dikes mainly in non-breaking conditions. Schüttrumpf and Van Gent (2003) combined their previous 79 
results and described the overtopping flow on a dike using two variables: (1) the OLT exceeded by 80 
2% of the incoming waves (hc2%) and (2) the OFV exceeded by 2% of the incoming waves (uc2%). 81 
Schüttrumpf and Van Gent (2003) also proposed an empirical method to estimate hc2% and uc2% based 82 
on the wave run-up height exceeded by 2% of the incoming waves (Ru2%) calculated using the 83 
formulas in Van Gent (2001). Van Gent (2001) considered Ru2% to be a function of the surf similarity 84 
parameter or Iribarren number (Irm-1,0) calculated with the significant wave height (Hs = H1/3) and the 85 
spectral wave period Tm-1,0 = m-1/m0, where mi is the i-th spectral moment 𝑚! = ∫ 𝑆(𝑓)𝑓!𝑑𝑓"

# , being the 86 
wave spectrum S(f). The main variables considered by Schüttrumpf and Van Gent (2003) are specified 87 
in Figure 2. 88 

 89 
Fig.  2. Definition of the variables considered by Schüttrumpf and Van Gent (2003) on a dike cross-section. 90 

According to Schüttrumpf and Van Gent (2003), OLT and OFV exceeded by 2% of the incoming 91 
waves at the seaward edge of the crest of the dike, hA2%(zA = Rc) and uA2%(zA = Rc), are estimated as  92 
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where cA,h* and cA,u* are the empirical coefficients given in Table 1 and zA is the elevation over the 93 
mean water level (0 ≤ zA ≤Rc). Once hA2%(zA = Rc) and uA2%(zA = Rc) are estimated using Eqs. (1) and (2), 94 
hc2% and uc2% can be calculated using Eqs. (3) and (4). 95 
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where cc,h* and cc,u* are the empirical coefficients given in Table 1, xc is the distance from the seaward 96 
side edge, B is the crest width and µ is the bottom friction coefficient. Schüttrumpf et al. (2003) 97 
proposed values of µ between 0.0058 and 0.02 for smooth slopes. 98 

 Van Gent (2002) Schüttrumpf et al. (2002) 

Rc/Hm0 0.7 – 2.2 0.0 – 4.4 

Hm0/hs 0.2 – 1.4 0.1 – 0.3 
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Seaward slope 
(tanα=V/H) 1/4 1/3, 1/4, 1/6 

cA,h* 0.15 0.33 

cA,u* 1.30 1.37 

cc,h* 0.40 0.89 

cc,u* 0.50 0.50 

Table 1. Experimental ranges and empirical coefficients for Eqs. (1) to (4). 99 

Therefore, hc2% and uc2% estimated using the methods described in Schüttrumpf and Van Gent (2003) 100 
depend on Hs and Tm-1,0 as well as the seaward slope, tana, the crest freeboard, Rc, and the crest width 101 
of the dike, B. 102 

Van der Meer et al. (2010) considered the same variables as Schüttrumpf and Van Gent (2003) to 103 
explain hc2% when analyzing new tests in the overtopping simulator. Regarding uc2%, Van der Meer et 104 
al. (2010) included Lm-1,0, the wavelength based on Tm-1,0. Lorke et al. (2012) and Formentin et al. (2019) 105 
proposed new formulas to estimate hc2% and uc2% on dikes with no additional explanatory variables. 106 

Mares-Nasarre et al. (2019) was the first study focusing on OLT and OFV on overtopped mound 107 
breakwaters (armor slope H/V = 3/2); the experimental range of the dimensionless crest freeboard 108 
was 0.34 ≤ Rc/Hm0 ≤ 1.75, where Hm0 = 4(m0)0.5 is the spectral significant wave height, and three armor 109 
layers (Cubipod®-1L, cube-2L and rock-2L) were tested under depth-limited breaking wave 110 
conditions (0.20 ≤ Hm0/hs ≤ 0.73, where hs is the water depth at the toe of the structure). Mares-Nasarre 111 
et al. (2019) performed tests with a bottom slope m = 2% and measured OLT and OFV in the middle 112 
of the breakwater crest. These researchers adapted Eqs. (1) and (3) proposed by Schüttrumpf and Van 113 
Gent (2003) to estimate hc2% in the middle of the breakwater crest, hc2%(B/2). Since the formulas given 114 
by Schüttrumpf and Van Gent (2003) are based on Ru2%, Mares-Nasarre et al. (2019) recommended Eq. 115 
(5) given by EurOtop (2018) to estimate Ru2%. 116 

𝑅𝑢%%
𝐻'

	= 	1.65	𝛾-	𝛾.	𝛾/	𝐼𝑟012,# (5a) 

with a maximum value of  117 
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1.5
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where gf is the roughness coefficient depending on the type of armor, gb is the factor which takes into 118 
account the effect of oblique wave attack, gb is the influence factor for berms and gf,surging [-] is the 119 
roughness coefficient that increases linearly up to 1.0 following  120 

𝛾-,'+34!54 	= 	 𝛾- 	+	I𝐼𝑟012,# 	− 	1.8K
1	 −	𝛾-
8,2  (5c) 

The maximum Ru2%/Hs is 2.0 for permeable core. In Mares-Nasarre et al. (2019), 𝛾. = 𝛾/ = 1. 121 

Mares-Nasarre et al. (2019) calibrated cA,h*, cc,h* and gf following the recommendations by Molines 122 
and Medina (2015) and proposed cA,h* = 0.52, cc,h* = 0.89 and gf = 0.33, 0.35 and 0.48 for Cubipod®-1L, 123 
cube-2L and rock-2L, respectively, in Eqs. (1) and (3). Mares-Nasarre et al. (2019) calculated uc2% in the 124 
middle of the breakwater crest, uc2%(B/2), as function of the squared root of hc2%(B/2); uc2%(B/2) = K2 125 
(ghc2%(B/2))0.5, where K2 was calibrated for each armor layer. K2 = 0.57, 0.60 and 0.47 were proposed for 126 
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Cubipod®-1L, cube-2L and rock-2L, respectively. These authors also described the highest values of 127 
OLT and OFV in the middle of the breakwater crest using the 1-parameter Exponential and Rayleigh 128 
distributions. 129 

 Mares-Nasarre et al. (2020a) recently expanded the database used in Mares-Nasarre et al. (2019) 130 
conducting 2D physical tests with m = 4%. Similar to Mares-Nasarre et al. (2019), overtopped mound 131 
breakwaters were tested with the same three armor layers (Cubipod®-1L, cube-2L and rock-2L) under 132 
depth-limited breaking wave conditions (0.20 ≤ Hm0/hs ≤ 0.90). As pointed out by Herrera et al. (2017), 133 
in depth-limited breaking wave conditions, the optimum point to estimate the incident wave 134 
characteristics is relevant. Thus, Mares-Nasarre et al. (2020a) analyzed the optimum point to estimate 135 
wave characteristics in order to calculate hc2%(B/2) and uc2%(B/2); the optimum point was found at a 136 
distance of 3hs from the toe of the structure. This distance was also recommended by Herrera et al. 137 
(2017) and approximately corresponds to 5Hs suggested by Goda (1985) and Melby (1999). It was found 138 
that hc2%(B/2) decreased while uc2%(B/2) slightly increased for increasing values of m; therefore, m is a 139 
significant variable to consider when estimating hc2%(B/2) and uc2%(B/2) on mound breakwater crests. 140 

3. Experimental methodology 141 

3.1. Experimental setup 142 
Mares-Nasarre et al. (2019 and 2020a) carried out 2D physical tests in the wave flume (30 m × 1.2 143 

m × 1.2 m) of the Laboratory of Ports and Coasts at the Universitat Politècnica de València (LPC-UPV), 144 
with two mild bottom slope configurations. The first configuration was composed of two ramps: one 145 
6.25 m-long m = 4% bottom slope, and another 9.0 m-long m = 2% bottom slope. The second 146 
configuration consisted of a continuous ramp of m = 4% all along the wave flume. Figure 3 shows the 147 
longitudinal cross-sections of the LPC-UPV wave flume for the two configurations with the locations 148 
of the wave gauges. 149 

 150 
Fig.  3. Longitudinal cross-sections of the LPC-UPV wave flume. 151 

11 capacitive wave gauges were placed along the flume to measure the water surface elevation. 152 
Wave gauges S1 to S5 were installed in the wave generation zone following the recommendations by 153 
Mansard and Funke (1980) in order to separate incident and reflected waves in the wave generation 154 
zone. Wave gauges S6 to S9 were located close to the model. Note that close to the model, depth-155 
limited wave breaking occurs, and the existing methods to separate incident and reflected waves are 156 
not reliable. The distances from S6, S7, S8 and S9 to the model toe were 5hs, 4hs, 3hs and 2hs, 157 
respectively. Wave gauge S10 was placed in the middle of the breakwater crest in order to analyze 158 
OLT, while S11 was installed behind the model to detect possible phenomena of water piling-up.  159 

Irregular wave tests with 1,000 waves were generated following a JONSWAP spectrum (g = 3.3). 160 
The AWACS wave absorption system was activated during the tests to avoid multireflections. 161 
Neither low-frequency oscillations nor piling-up (S11) were significant during the tests. Piling-up is 162 
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an undesirable phenomenon which consists of an increase in the water depth behind the model due 163 
to the accumulation of water caused by high overtopping rates and other effects. The LPC-UPV wave 164 
flume prevents piling-up by allowing the water to recirculate through a double floor. 165 

The tested cross-section depicted in Figure 4 corresponds to a mound breakwater with armor 166 
slope H/V = 3/2 and rock toe berms. Three armor layers were tested: single-layer Cubipod® 167 
(Cubipod®-1L with nominal median diameter or equivalent cube size Dn50= 3.79 cm), double-layer 168 
randomly-placed cube (cube-2L with Dn50 = 3.97 cm) and double-layer randomly-placed rock (rock-169 
2L with Dn50 = 3.18 cm) armors. Tests conducted with m = 2% were performed with a medium-sized 170 
rock toe berm (Dn50 = 2.6 cm) while tests carried out with m = 4% were conducted with a larger rock 171 
toe berm (Dn50 = 3.9 cm) in order to guarantee the toe berm hydraulic stability during the tests. 172 

 173 
Fig.  4. Cross-section of the models tested in the LPC-UPV wave flume. Dimensions in m. 174 

Each breakwater model was built on bottom flume configurations m = 2% and 4% and two water 175 
depths (hs) at the toe of the structure were considered. hs = 20 cm and 25 cm were tested for all the 176 
cases except the test series corresponding to cube-2L with m = 2%; in these specific case test series, hs 177 
= 25 cm and 30 cm were tested. For each water depth (hs), Hm0 and peak period (Tp) were calculated at 178 
the wave generation zone, in order to keep the wave steepness (s0p = Hm0/L0p = 2πHm0/(gTp2)) 179 
approximately constant through each test series (s0p = 0.02 and 0.05). For each s0p, Hm0 at the wave 180 
generation zone (Hm0,g) was increased in steps of 1 cm from no damage to initiation of damage of the 181 
armor layer or wave breaking at the wave generation zone. Table 2 shows the range of the main 182 
variables considered during the tests. Note that wave characteristics (Hm0 and Tm-1,0) are provided at 183 
a distance of 3hs from the toe of the structure following recommendations by Mares-Nasarre et al. 184 
(2020a).  185 

m Armor B [m] #tests hs [m] Rc [m] Hm0 [m] Tm-1,0 [s] 

1/50 

Cubipod® - 1L 0.24 
25 0.20 0.12 0.08 – 0.15 1.04 – 1.98 

28 0.25 0.07 0.07 – 0.17 0.93 – 2.04 

cube – 2L 0.27 
26 0.25 0.11 0.07 – 0.16 0.95 – 2.05 

23 0.30 0.06 0.07 – 0.18 0.89 – 1.89 

rock – 2L 0.26 
8 0.20 0.15 0.09 – 0.13 1.12 – 1.70 

13 0.25 0.10 0.07 – 0.13 0.89 – 1.73 

1/25 
Cubipod® - 1L 0.24 

21 0.20 0.12 0.09 – 0.17 1.04 – 1.88 

28 0.25 0.07 0.07 – 0.18 0.94 – 2.15 

cube – 2L 0.27 21 0.20 0.11 0.10 – 0.17 1.14 – 1.87 
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23 0.25 0.06 0.09 – 0.18 1.06 – 2.15 

rock – 2L 0.26 
8 0.20 0.15 0.10 – 0.14 1.25 – 1.89 

11 0.25 0.10 0.09 – 0.14 1.08 – 1.91 

Table 2. Structural and wave characteristics of the 2D tests corresponding to single (1L) and double-layer (2L) armors. 186 

Three cameras were also installed in order to analyze the armor damage in the frontal slope, 187 
crest and rear side of the armor using the Virtual Net Method (Gómez-Martín and Medina, 2014). 188 
Overtopping discharges were collected using a chute and a weighing system placed in a collection 189 
tank behind the model (Mares-Nasarre et al., 2020b). 190 

3.2. Wave analysis 191 
Waves in the wave generation zone were separated using the measurements taken by wave 192 

gauges S1 to S5 and the LASA-V method (Figueres and Medina, 2005). The LASA-V method is 193 
applicable to nonstationary and nonlinear irregular waves. However, the existing methods given in 194 
the literature are not valid for breaking waves. Thus, to estimate incident waves in the model zone, 195 
where wave breaking occurs, the SwanOne propagation model (Verhagen et al., 2008) was used. The 196 
SwanOne model fits a JONSWAP spectrum (g=3.3) based on the input incident wave conditions in 197 
the wave generation zone. This spectrum is propagated along the bathymetry of the wave flume and 198 
the Composite Weibull distribution recommended by Battjes and Groenendijk (2000) is applied to 199 
describe the wave height distribution in shallow foreshores. Note that the SwanOne model analyzes 200 
frequencies within the range 0.03 – 0.8 Hz, since it is prepared for prototype scale wave conditions; 201 
in this study, a reference scale 1/30 was assumed.  202 

Herrera and Medina (2015) validated the SwanOne model using tests without a structure. In the 203 
present study, a similar validation was conducted; tests without a structure were performed using 204 
an efficient passive wave absorption system at the end of the flume (Kr = Hm0,r/Hm0,i < 0.25). The 205 
measurements of the tests without a structure (total waves) were compared with the SwanOne model 206 
simulations at both the wave generation zone (Figure 5a and 5c) and the model zone (Figure 5b and 207 
5d). Note that SwanOne simulations at the wave generation zone represent the fitting to the input 208 
incident waves obtained after separating incident and reflected waves using measurements taken by 209 
wave gauges S1 to S5.  210 
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 211 
Fig.  5. Comparison between the measured wave characteristics in the tests without a structure and the estimations for 212 
incident waves given by the SwanOne model for: (a) significant wave height in the generation zone, (b) significant wave 213 

height in the model zone, (c) spectral period Tm-1,0 in the generation zone and (d) spectral period Tm-1,0 in the model zone. 214 

Correlation coefficient (r), coefficient of determination (R2) and relative bias (bias) were 215 
considered to quantify the goodness of fit in this study. 0 ≤ r ≤ 1 assesses the correlation, 0 ≤ R2 ≤ 1 216 
estimates the proportion of variance explained by the model and -1 ≤ bias ≤ 1 provides a dimensionless 217 
quantification of the bias. Thus, the higher the r, the higher the R2 and the closer the bias to 0, the 218 
better. 219 
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where Nob is the number of observations, oi and ei are the observed and estimated values, and 𝑜̅	is the 220 
average observed value. As shown in Figure 5, agreement was reasonable for the fitted conditions in 221 
the wave generation zone (R2 ≥ 0.882). Regarding the model zone, good agreement was observed for 222 
Hm0 (R2 = 0.966) while poor results were obtained for Tm-1,0 (R2 = 0.415). As reported in Mares-Nasarre et 223 
al. (2020b), decreasing values of bias were observed for Hm0 in the model zone for increasing values of 224 
hs.  225 

During the design phase of a mound breakwater, the design wave conditions (Hm0 and Tm-1,0) 226 
must be estimated at the location where the mound breakwater will be built; thus, both Hm0 and Tm-227 
1,0 estimated by SwanOne are applied in this study. 228 

3.3. Overtopping layer thickness (OLT) and Overtopping flow velocity (OFV) measurement 229 
OLT was recorded in 57 physical tests, while OLT and OFV were measured in an additional 178 230 

physical tests. OLT was measured using a capacitive wave gauge (S10) located in the middle of the 231 
breakwater crest (see Figures 3 and 4). S10 was inserted into a hollow cylinder filled with water in 232 
order to keep the sensor partially submerged. A lid with a slot was installed in the upper part of the 233 
cylinder to prevent water loss and to maintain the daily-calibrated reference level. The cylinder was 234 
12 cm in length and 8.5 cm in diameter. Visual inspection of the OLT during overtopping events 235 
showed a clear water surface (see Figure 6). Thus, aeration was considered negligible. Little variation 236 
in the reference level was seen and little noise was measured, as shown in Figure 7. 237 

 238 
Fig.  6. Visual inspection of the overtopping layer thickness (OLT) during the physical tests. 239 

 240 
Fig.  7. Example of a raw record taken by wave gauge S10. 241 
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The OFV was measured at a frequency of 20 Hz using three miniature propellers installed along 242 
the crest: (1) on the seaward edge of the model crest, (2) in the middle of the model crest, and (3) on 243 
the leeward edge of the model crest. In this study, the measurements taken in the middle of the 244 
breakwater crest were used. The operational range of these miniature propellers was 0.15 < u(m/s) < 245 
3.00. Thus, OFV values below 0.15 m/s were disregarded. Figure 8 displays an example of a record 246 
from a miniature propeller. 247 

 248 
Fig.  8. Example of a raw record of a miniature propeller. 249 

4. Methodology of analysis using Neural Networks (NNs) 250 
Feedforward Neural Network (NN) models are commonly used in the artificial intelligence field 251 

to model nonlinear relationships between explanatory variables (input) and response variables 252 
(output). During the last two decades, NN models have been applied successfully by researchers and 253 
practitioners to estimate wave overtopping, wave reflection or wave forces on coastal structures. NN 254 
models have also been used in practical applications with a large database of wave overtopping tests 255 
(van Gent et al., 2007; Formentin et al., 2017) and with smaller datasets to identify the most relevant 256 
variables to estimate wave forces on crown walls (Molines et al., 2018), or to define explicit wave 257 
overtopping formulae (Molines and Medina, 2016). In this research, Multi-layer feedforward NN 258 
models were used to analyze the influence of a set of explanatory variables on hc2%(B/2) and uc2%(B/2).  259 

4.1. Explanatory variables affecting hc2%(B/2) and uc2%(B/2) 260 
Based on the literature, the explanatory variables which might influence hc2%(B/2) and uc2%(B/2) 261 

are m, Rc, Hm0, Tm-1,0 and hs (with Hm0 and Tm-1,0 located at a distance of 3hs from the toe of the structure). 262 
These explanatory variables consider the wave conditions at the toe of the structure and the crest 263 
freeboard. In order to ensure a NN model is not affected by the model scale, the aforementioned 264 
explanatory variables were made dimensionless as:  265 

- Rc/Hm0, is the dimensionless crest freeboard and is the most common and widely accepted 266 
dimensionless variable that governs the mean wave overtopping discharge.  267 

- Irm-1,0=tanα/(Hm0/Lm-1,0)0.5, is the Iribarren number or breaker parameter calculated using Hm0 268 
and Tm-1,0 at a distance of 3hs from the toe of the structure. Ir-m1,0 considers the influence of the 269 
wave steepness and armor slope and determines the type of wave breaking on the slope. In 270 
this study, only tanα=2/3 was tested; however, Irm-1,0 was selected instead of wave steepness, 271 
since Schüttrumpf and Van Gent (2003) reported Irm-1,0 as significant. The influence of Ir-m1,0 on 272 
wave overtopping was also reported in studies such as Molines and Medina (2016). 273 
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- m, is the bottom slope, which determines the type of wave breaking on the toe of the 274 
structure. Mares-Nasarre et al. (2020a) determined that m plays a significant role in the 275 
estimation of OLT and OFV. 276 

- hs/Hm0, is the dimensionless water depth using the water depth at the toe of the structure and 277 
Hm0 at a distance of 3hs from the toe of the structure. hs/Hm0 is commonly used as a breaking 278 
index to indicate if waves are depth-limited or not (Nørgaard et al., 2014; van Gent, 1999). 279 

Both hc2%(B/2) and uc2%(B/2) were also analyzed as dimensionless variables: hc2%(B/2)/Hm0 and 280 
uc2%(B/2)/(Hm0/Tm-1,0). 281 

4.2. General outline 282 
For each type of armor (Cubipod®-1L, cube-2L and rock-2L), a NN model was trained to estimate 283 

hc2%(B/2) and uc2%(B/2) independently. Thus, six NN models were developed (3 types of armors x 2 284 
output variables). 285 

For each NN model, the dataset (N cases) was randomly divided in two parts: TR=75%xN to 286 
develop the NN model and T=25%xN for a final blind test (T-BLIND) in which the NN model 287 
performance was evaluated with data not used to develop the NN model. The NN models connected 288 
neurons using a hyperbolic tangent sigmoid transfer function; the NN models presented an input 289 
layer with 4 neurons (Ni), a hidden layer with 3 neurons (Nh) and an output layer with 1 neuron (No), 290 
see Figure 9. Thus, the number of free parameters in the NN model is given by P = No + Nh (Ni + No + 291 
1) = 19.  292 

In this study, P/TR < 0.63 and the Early Stopping Criterion were applied to prevent overlearning 293 
(see The MathWorks Inc., 2019). The Early Stopping Criterion randomly divides the dataset TR in three 294 
categories: (1) training of the NN (70% × TR=TRAIN), (2) validation (15% × TR=VAL) and (3) testing 295 
(15% × TR=TEST). Data in the training subset were used to update the biases and weights of the NN. 296 
Data in the validation subset were used to monitor the error after each training step and to stop the 297 
training process once the error in this validation subset started growing (indicating possible 298 
overlearning). Data in the testing subset were used as cross validation to compare different models, 299 
since they were not included in the training process. 300 

 301 
Fig.  9. Architecture of the Neural Network models used in this study. 302 

4.3. NN model results 303 
Figures 10a and 10b illustrate the performance of the NN models for hc2%(B/2)/Hm0 and 304 

uc2%(B/2)/(Hm0/Tm-1,0) using the training (TRAIN), validation (VAL) and testing (TEST) subset. A good 305 
performance was observed in the testing subset with R2 = 0.903 and 0.789 for hc2%(B/2)/Hm0 and 306 
uc2%(B/2)/(Hm0/Tm-1,0), respectively. Figures 10c and 10d compare the measured and estimated 307 
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hc2%(B/2)/Hm0 and uc2%(B/2)/(Hm0/Tm-1,0) using the NN models on the 25% experimental data reserved 308 
for the final blind test (T-BLIND). A good agreement was found with R2 = 0.913 for hc2%(B/2)/Hm0 and 309 
R2 = 0.918 for uc2%(B/2)/(Hm0/Tm-1,0). Note that R2 = 0.164 was obtained when assessing the goodness-of-310 
fit of the NN developed for uc2%(B/2)/(Hm0/T-1,0) on Cubipod®-1L using the TEST subset due to the low 311 
variance of the randomly selected testing subset (variance of the TEST subset was 0.15 while the 312 
variance of the whole TR dataset was 0.90). 313 

 314 
Fig.  10. Comparison between measured and estimated OLT and OFV with the NN models: (a) hc2%(B/2)/Hm0 on the 315 
testing subset (TEST), (b) uc2%(B/2)/(Hm0/Tm-1,0) on the testing subset (TEST), (c) hc2%(B/2)/Hm0 on the final blind test 316 

subset (T-BLIND) and (d) uc2%(B/2)/(Hm0/Tm-1,0) on the final blind test subset (T-BLIND). 317 

4.4. Influence of the explanatory variables on hc2%(B/2)/Hm0 and uc2%(B/2)/(Hm0/Tm-1,0) 318 
NN models trained in Sections 4.1 to 4.3 were used here to analyze the influence of the four 319 

explanatory dimensionless variables (m, Rc/Hm0, Irm-1,0 and hs/Hm0) on hc2%(B/2)/Hm0 and 320 
uc2%(B/2)/(Hm0/Tm-1,0). To this end, simulations were performed with variations in only one input 321 
variable while keeping the value of the other input variables constant. Figure 11 illustrates the 322 
influence of Rc/Hm0 on hc2%(B/2)/Hm0. Figure 11a shows the simulations performed using the NN model 323 
for Cubipod®-1L armor corresponding to the inputs m = 4%, Irm-1,0 = 3.5, 4.0 and 4.5, and hs/Hm0 = 2.0. 324 
Figure 11b shows the differences between NN simulations corresponding to Cubipod®-1L, cube-2L 325 
and rock-2L armors for m = 4%, Irm-1,0 = 4.0 and hs/Hm0 = 2.0. Figure 11 shows that a linear model is 326 
suitable to describe the influence of Rc/Hm0 on hc2%(B/2)/Hm0. Similar figures were obtained to describe 327 
the influence of m, Rc/Hm0 and hs/Hm0 on hc2%(B/2)/Hm0; thus, a linear model was found to be suitable to 328 
describe the influence of the four dimensionless input variables on hc2%(B/2)/Hm0. Note that only linear 329 
relationships between m and the studied variables, namely hc2%(B/2)/Hm0 and uc2%(B/2)/(Hm0/Tm-1,0), 330 
were reasonable, since only two values of m were tested in this study, and the model is only valid in 331 
the range 2% ≤ m ≤ 4%. 332 
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 333 
Fig.  11. Influence of Rc/Hm0 on hc2%(B/2)/Hm0 with m=4%, hs/Hm0=2.0 and constant Irm-1,0. 334 

Figure 12a shows the NN simulations conducted for cube-2L with m = 2%, Rc/Hm0 = 0.5, 1.0 and 335 
1.5 and hs/Hm0 = 2.5. Figure 12b illustrates the differences between NN simulations corresponding to 336 
Cubipod®-1L, cube-2L and rock-2L armors for m = 2%, Rc/Hm0 = 1.5 and hs/Hm0 = 2.5. Figure 12 337 
illustrates that the influence of Irm-1,0 on uc2%(B/2)/(Hm0/Tm-1,0) followed a quadratic relationship. On the 338 
other hand, a linear relationship was observed between m, Rc/Hm0 and hs/Hm0 and uc2%(B/2)/(Hm0/Tm-1,0). 339 

 340 
Fig.  12. Influence of Irm-1,0 on uc2%(B/2)/(Hm0/Tm-1,0) with m=2%, hs/Hm0=2.5 and constant Rc/Hm0.  341 

5. Estimating overtopping layer thickness (OLT) on mound breakwaters 342 

5.1. Overtopping layer thickness (OLT) exceeded by 2% of the incoming waves  343 
In Section 4.4, the simulations conducted with NN models were used to analyze the influence of 344 

the explanatory variables on hc2%(B/2)/Hm0. Since linear influence was observed in most cases, Eq. (9) 345 
is proposed to estimate hc2%(B/2)/Hm0. 346 

ℎ,%%(𝐵/2)
𝐻0#

	= 	𝐶1 + 𝐶2	𝑚 + 𝐶3	 .
𝑅,
𝐻0#

− 12 + 𝐶4	𝐼𝑟012,# + 𝐶5	
ℎ'
𝐻0#

	≥ 0 (9) 

where C1, C2, C3, C4 and C5 are coefficients to be fitted for each armor layer (Cubipod®-1L, cube-2L 347 
and rock-2L). Eq. (9) is not a fully linear model, since negative values are not allowed, so conventional 348 
linear regression techniques are not adequate to determine the coefficients C1 to C5 in Eq. (9). In order 349 
to estimate C1 to C5 in Eq. (9), a nonlinear multivariable optimization algorithm without restrictions 350 
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(see The MathWorks Inc., 2019) was used. Since this algorithm requires an initial solution to start the 351 
iterative optimization process, conventional linear regression was performed first to provide the 352 
initial solution. The final nonlinear fitting of coefficients C1 to C5 in Eq. (9) were calibrated by 353 
minimizing the Mean Squared Error (MSE), calculated as 354 

𝑀𝑆𝐸	 = 	
1
𝑁9/

	W(𝑜! −	𝑒!)%
7!

!82

 (10) 

where Nob is the number of observations and oi and ei are the observed and estimated values. The 355 
sensitivity of the nonlinear multivariable optimization algorithm without restrictions to the initial 356 
solution was assessed. A low sensitivity of the optimization algorithm to the initial solution was 357 
observed. 358 

Similarly to van Gent et al. (2007) and Molines et al. (2018), the bootstrapping technique was 359 
applied together with the aforementioned nonlinear optimization algorithm to characterize the 360 
variability of the coefficients in Eq. (9). The bootstrap resample technique consists in the random 361 
selection of N data from a dataset with N data, so each datum has a probability of 1/ N to be selected 362 
each time. Hence, some data are not selected while other data may be selected once or more than once 363 
in each resample. Using this technique, 5%, 50% and 95% percentiles were obtained for the fitted 364 
coefficients (C1 to C5) and the MSE. 365 

The explanatory variables were introduced one by one in the model following the structure in 366 
Eq. (11) in order to assess their significance. First, four models composed of the constant term (C1) 367 
and each one of the four explanatory variables were optimized. Thus, the percentage of variance 368 
explained by each model could be calculated. After that, the process was repeated keeping the 369 
explanatory variable which explained the highest percentage of the variance in the previous step and 370 
adding one of the three missing explanatory variables. This procedure was repeated until the four 371 
explanatory variables were included in the model. Once the hierarchy of the influence of each 372 
explanatory variable was obtained, the influence of the constant term (C1) in the explained variance 373 
was evaluated. The adjusted coefficient of determination (R2adj) defined by Theil (1961) was calculated 374 
in every step to decide if an additional explanatory variable improved the prediction model. 375 

𝑅:;<% 	= 	1 − (1 − 𝑅%)
𝑁 − 1

𝑁 −	𝑁= − 1
 (11) 

where N is the number of data available and NP is the number of explanatory variables. R2adj considers 376 
not only the goodness of fit but also the number of data used to fit the model. In this study, the model 377 
with the highest R2adj was selected for every armor layer; the five fitting coefficients will not always 378 
be included in the model. Figures 13 to 15 show the evolution of the median value and 90% confidence 379 
band of the R2adj depending on the number of explanatory variables considered in Eq. (9) for every 380 
armor layer model. The explanatory variable which maximized R2adj in every step, is indicated and 381 
the final number of selected explanatory variables to be included in Eq. (9) is highlighted in red. 382 
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 383 
Fig.  13. Influence of the number of explanatory variables (Np) on R2adj for Cubipod®-1L to estimate hc2%(B/2)/Hm0. 384 

 385 
Fig.  14. Influence of the number of explanatory variables (Np) on R2adj for cube-2L to estimate hc2%(B/2)/Hm0. 386 

 387 
Fig.  15. Influence of the number of explanatory variables (Np) on R2adj for rock-2L to estimate hc2%(B/2)/Hm0. 388 
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As shown in Figures 13 to 15, Rc/Hm0 explained the highest percentage of the variance for the 389 
three armor layers. The four selected explanatory variables were significant and were included in the 390 
model. Finally, the significance of the constant term (C1) was assessed by repeating the optimization 391 
procedure with C1 = 0. C1 = 0 was proposed for Cubipod®-1L and cube-2L armors, while C1 ≠ 0 was 392 
proposed for rock-2L armor.  393 

The number of significant figures or significant numbers of the coefficients in the final empirical 394 
formula depended on the variability in the fitted coefficients from the bootstrapping resamples. Only 395 
one significant figure or number was reasonable for C1, C2 and C5 (coefficient of variation in the 396 
range: 7% ≤ CV ≤ 45%) while a maximum of two significant figures or numbers were recommended 397 
for C3 and C4 (4% ≤ CV ≤ 13%). Table 3 presents the coefficients C1 to C5 with the correct number of 398 
significant figures or numbers, as well as the goodness-of-fit metrics for Eq. (9) corresponding to 399 
Cubipod®-1L, cube-2L and rock-2L armors.  400 

Figure 16 compares the measured and estimated hc2%(B/2)/Hm0 using Eq. (9) and the coefficients 401 
given in Table 3. The 90% error band is also shown in Figure 16. Good agreement is observed (R2 = 402 
0.876). 403 

Armor layer C1 C2 C3 C4 C5 r R2 bias 

Cubipod®-1L 0 -4 -1/3 0.095 -0.03 0.957 0.914 0.030 
cube-2L 0 -2 -0.3 0.085 -0.02 0.909 0.814 0.011 
rock-2L 1/3 -10 -0.45 0.08 -0.03 0.951 0.903 0.072 

Table 3. Coefficients and goodness-of-fit metrics for Eq. (9). 404 

 405 
Fig.  16. Comparison between measured and estimated dimensionless hc2%(B/2) using Eq. (9) and Table 3. 406 

Assuming a Gaussian error distribution, the 90% error band can be estimated as 407 

ℎ,%%(𝐵/2)
𝐻0#

_
>%

?>%

=	
ℎ,%%(𝐵/2)

𝐻0#
	± 1.64	3𝑣𝑎𝑟(𝜀) = 	

ℎ,%%(𝐵/2)
𝐻0#

	± 0.064 (12) 
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5.2. Distribution function for extreme values of overtopping layer thickness (OLT) 408 
As much the assessment of pedestrians’ safety on mound breakwater crests as the hydraulic 409 

stability of the armor layer of mound breakwater crests require a detailed description of extreme 410 
overtopping events. Thus, the OLT distribution in the most severe wave storms must be known for 411 
the breakwater design. Hughes et al. (2012) pointed out that the extreme tail of a distribution is best 412 
described when only considering the low probability exceedance events. Hence, the distribution 413 
function of hc(B/2) with exceedance probabilities below 2% is studied here.  414 

As reported in Mares-Nasarre et al. (2019), the best results when describing the distribution 415 
function of hc(B/2) with exceedance probabilities below 2% were obtained with a 1-parameter 416 
Exponential distribution, 417 

𝐹 <
ℎ,(𝐵/2)
ℎ,%%(𝐵/2)

> = 1 − 𝑒𝑥𝑝<−𝐶)
ℎ,(𝐵/2)
ℎ,%%(𝐵/2)

> (13) 

where hc(B/2) is the OLT value with exceedance probabilities under 2% and Ch is an empirical 418 
coefficient to be calibrated. Mares-Nasarre et al. (2019) proposed Ch = 4.2 when m = 2%. Ch was 419 
calibrated for each physical test using the 20 (1,000 waves × 2%) highest OLT measured values. 420 
hc2%(B/2) estimated with Eq. (9) and coefficients in Table 3 was used in this study. The exceedance 421 
probability assigned to each OLT measured value was calculated as Nm/(Nw+1), where Nm is the rank 422 
of the OLT measured value and Nw is the number of waves. The initial calibrated coefficients were Ch 423 
= 4.04 for m = 2% and Ch = 3.91 for m = 4%. The non-parametric Mood Median Test was conducted to 424 
determine if the difference between these median values of Ch was significant; the null hypothesis 425 
(H0) corresponded to both medians being equal. Since H0 was not rejected with a significance level a 426 
= 0.05, the final value Ch = 4 was proposed for both bottom slopes. The bottom slope does not have an 427 
influence on Ch but it does influence the estimation of hc2%(B/2). Figure 17 compares measured and 428 
estimated hc(B/2) using Eq. (13) with Ch = 4. The 90% error band is also presented. Each alignment in 429 
Figure 17 corresponds to the data for one test. A good agreement (R2 = 0.803) was obtained.  430 

 431 
Fig.  17. Comparison between measured and estimated dimensionless hc(B/2) using Eq. (13) with Ch = 4. 432 

Assuming a Gaussian error distribution, the 90% error band can be estimated as 433 
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ℎ,(𝐵/2)
𝐻0#

_
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?>%

=	
ℎ,(𝐵/2)
𝐻0#

	± 0.087 (14) 

Figure 18 illustrates the fitting of two sample datasets to the proposed 1-parameter Exponential 434 
distribution in an exponential plot. 435 

 436 
Fig.  18. Example of cumulative distribution function of hc(B/2) in equivalent probability plot. 437 

6. Estimating overtopping flow velocity (OFV) on mound breakwaters 438 

6.1. Overtopping flow velocity (OFV) exceeded by 2% of incoming waves 439 
In Section 2, methods found in the literature to estimate OFV exceeded by 2% of the incoming 440 

waves, uc2%(B/2), were described. Most of them (Mares-Nasarre et al., 2019; Schüttrumpf and Van Gent, 441 
2003) were based on the correlation between the statistics of OLT and OFV. This means that hc2%(B/2) 442 
needs to be estimated first with the subsequent accumulated errors later. In this study, a new formula 443 
was developed using the experimental database and considering the four input dimensionless 444 
explanatory variables described in Section 4 (m, Rc/Hm0, Irm-1,0 and hs/Hm0). 445 

Based on the trends observed in the simulations conducted with the NN models in Section 4.4, 446 
the following 5-parameter formula is proposed to estimate uc2%(B/2)/(Hm0/Tm-1,0) 447 
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where D1, D2, D3, D4 and D5 are coefficients to be calibrated. The procedure described in Section 5.1 448 
is performed in order to assess the significance of the four explanatory variables. Figures 19 to 21 449 
show the evolution of the median value and 90% confidence band of the R2adj depending on the 450 
number of explanatory variables considered in Eq. (15) for each armor layer model. The explanatory 451 
variable which maximized R2adj in each step is indicated and the final number of selected explanatory 452 
variables to be included in Eq. (15) is highlighted in red. 453 
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 454 
Fig.  19. Influence of the number of explanatory (Np) variables on R2adj for Cubipod®-1L to 455 

estimate uc2%(B/2)/(Hm0/Tm-1,0) 456 

. 457 

 458 
Fig.  20. Influence of the number of explanatory (Np) variables on R2adj for cube-2L to estimate 459 

uc2%(B/2)/(Hm0/Tm-1,0) 460 

. 461 

 462 
Fig.  21. Influence of the number of explanatory (Np) variables on R2adj for rock-2L to estimate 463 

uc2%(B/2)/(Hm0/Tm-1,0) 464 

. 465 
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The explanatory variable Irm-1,0 explained the highest percentage of the variance. All the 466 
explanatory variables were significant and were included in the model. Finally, the significance of 467 
the constant term (D1) was assessed; D1 ≠ 0 was proposed for the three armor layers.  468 

The number of significant figures in the empirical coefficients in the fitted model is based on 469 
their variability from the bootstrapping resamples. One significant figure was proposed for D1, D2, 470 
D3 and D5 (9% ≤ CV ≤ 40%) whereas a maximum of two significant figures were recommended for 471 
D4 (5% ≤ CV ≤ 9%). Table 4 lists the final coefficients as well as the goodness-of-fit metrics for Eq. (15) 472 
corresponding to the three armor layers. 473 

Armor layer D1 D2 D3 D4 D5 r R2 bias 

Cubipod®-1L 2 20 -2 0.20 -1 0.920 0.832 -0.014 
cube-2L 4 -30 -2 0.20 -1 0.917 0.845 0.011 
rock-2L 2 -30 -3 0.25 -0.5 0.972 0.934 -0.023 

Table 4. Coefficients and goodness-of-fit metrics for Eq. (15). 474 

The measured and estimated uc2%(B/2)/(Hm0/Tm-1,0) with Eq. (15) using the coefficients given in 475 
Table 4 in shown in Figure 22. The 90% error band is also indicated. The agreement was good (R2 = 476 
0.866). 477 

 478 
Fig.  22. Comparison between measured and estimated dimensionless uc2%(B/2) using Eq. (15) and Table 4. 479 

Assuming a Gaussian error distribution, the 90% error band can be estimated as 480 

𝑢,%%(𝐵/2)
(𝐻0#/𝑇012,#)

g
>%

?>%

=	
𝑢,%%(𝐵/2)
(𝐻0#/𝑇012,#)

	± 0.744 (16) 

6.2. Distribution function for extreme values of overtopping flow velocity (OFV) 481 
Similar to Section 5.2, the OFV events during the most severe wave storms are characterized 482 

here. Thus, the distribution function of uc(B/2) with exceedance probabilities below 2% was studied 483 
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in this section. Mares-Nasarre et al. (2019) recommended the Rayleigh distribution to describe the 484 
distribution function of uc(B/2) with exceedance probabilities below 2%. Here, best results were also 485 
obtained with the Rayleigh distribution given as 486 

𝐹 <
𝑢,(𝐵/2)
𝑢,%%(𝐵/2)

> = 1 − 𝑒𝑥𝑝 <−𝐶+ h
𝑢,(𝐵/2)
𝑢,%%(𝐵/2)

i
%

> (17) 

where Cu is an empirical coefficient to be calibrated. Mares-Nasarre et al. (2019) proposed Cu =3.6 when 487 
m = 2%. The calibration procedure described in Section 5.2 is also applied here. Note that uc2%(B/2) 488 
estimated with Eq. (15) together coefficients in Table 4 were used to simulate the design phase 489 
conditions. The initial calibrated coefficients were Cu = 3.62 for m = 2% and Cu = 3.46 for m = 4%. Since 490 
Cu values were similar for both bottom slopes, the non-parametric Mood Median Test was performed 491 
to determine if the difference between the median values of Cu was significant. The null hypothesis 492 
(H0) corresponded to both medians being equal; H0 was not rejected with a significance level a = 0.05. 493 
Hence, the final value Cu = 3.5 was proposed for the two bottom slopes. The bottom slope does not 494 
influence Cu but it does influence the estimation of uc2%(B/2). Comparison between measured and 495 
estimated uc(B/2) using Eq. (17) with Cu = 3.5 is shown in Figure 23. The 90% error band is also 496 
indicated. A good agreement (R2 = 0.812) was obtained. 497 

 498 
Fig.  23. Comparison between measured and estimated dimensionless uc(B/2) using Eq. (19) with Cu = 3.5. 499 

It was observed that MSE rose for larger values of uc(B/2)/(Hm0/Tm-1,0). Thus, the methodology 500 
proposed by Herrera and Medina (2015) was used here to estimate the 90% error band. Assuming a 501 
Gaussian error (e) distribution with 0 mean and variance calculated as 502 

𝜎%(𝜀) = 	0.08
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	 (18) 

The 90% error band is obtained as 503 
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Figure 24 illustrates the fitting of two sample datasets in a Rayleigh probabilistic plot. 504 

 505 
Fig.  24. Example of the cumulative distribution function of uc(B/2) in a Rayleigh probability plot. 506 

7. Evaluation of the influence of the explanatory variables 507 
As shown in Sections 5 and 6, the four selected explanatory variables (m, Rc/Hm0, Irm-1,0 and hs/Hm0) 508 

were found to be significant when estimating hc2%(B/2) and uc2%(B/2). Nevertheless, the influence of 509 
hs/Hm0 on hc2%(B/2) and m on uc2%(B/2) was low. In this section, the performance of Eq. (9) and (15) is 510 
assessed when hs/Hm0 in Eq. (9) and m in Eq. (15) are disregarded. Table 5 presents the calibrated 511 
coefficients as well as the goodness-of-fit metrics for Eq. (9) when hs/Hm0 is not included in the model 512 
(C5 = 0) for the three armor layers. 513 

Armor layer C1 C2 C3 C4 C5 r R2 bias 

Cubipod®-1L 0 -4 -1/3 0.085 0 0.949 0.900 0.008 
cube-2L 0 -2 -0.3 0.075 0 0.902 0.804 0.067 
rock-2L 0.3 -10 -0.45 0.075 0 0.947 0.875 0.194 

Table 5. Sensitivity of the coefficients and goodness-of-fit metrics for OLT-Eq. (11) when hs/Hm0 is disregarded 514 

When comparing Tables 3 and 5, the relative variation (Δ%) of the coefficients are: C1 (0 ≤ Δ% ≤ 515 
11%), C2 (Δ%=0), C3 (Δ%=0) and C4 (6% ≤ Δ% ≤ 12%). Most of the coefficients gave the same values. 516 
Regarding the goodness of fit, R2 decreased around 2% when C5 = 0. 517 

Table 6 lists the calibrated coefficients as well as the goodness-of-fit metrics for Eq. (15) when m 518 
is not included in the model (D2 = 0) for the three armor layers. 519 

Armor layer D1 D2 D3 D4 D5 r R2 bias 

Cubipod®-1L 3 0 -2 0.2 -1 0.909 0.785 0.068 
cube-2L 2 0 -2 0.2 -0.5 0.901 0.796 -0.018 
rock-2L 1 0 -3 0.2 -0.2 0.943 0.872 -0.039 

Table 6. Sensitivity of the coefficients and goodness-of-fit metrics for OFV-Eq. (17) when m is disregarded 520 

When comparing Tables 4 and 6, the relative variation (Δ%) of the coefficients are: D1 (Δ% =50%), 521 
D3 (Δ%=0), D4 (0 ≤ Δ% ≤ 20%) and D5 (0 ≤ Δ% ≤ 50%). R2 decreased around 6% when D2 = 0. Note 522 
that the influence of m is also included in the model by the wave conditions, Hm0. Thus, m is still 523 
relevant even if it is not an explicit explanatory variable in the model. 524 
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From the results in Tables 5 and 6, it can be concluded that the performance of Eq. (9) and (15) 525 
is still satisfactory when removing hs/Hm0 and m, respectively. However, it should be noted that such 526 
explanatory variables were statistically significant as described in Sections 5 and 6. 527 

8. Conclusions 528 
Mound breakwater design is evolving due to the social concerns about the impact of coastal 529 

structures and the rising sea levels as well as stronger wave conditions caused by climate change.  530 
These drivers of change have led to reduced design crest freeboards and increased overtopping risks. 531 
In this context, the OLT and OFV on the breakwater crest has become relevant to assess the hydraulic 532 
stability of the armored crest and the pedestrian safety on the breakwater crest. 533 

In this study, 235 physical tests reported in Mares-Nasarre et al. (2019 and 2020a) were used to 534 
propose empirical models to estimate OLT and OFV. The 2D tests measured OLT and OFV on 535 
overtopped mound breakwaters with three armor layers (Cubipod®-1L, cube-2L and rock-2L) in 536 
depth-limited breaking wave conditions with two bottom slopes (m = 2% and m = 4%) and armor 537 
slope tanα=2/3.  538 

Sea bottom slope, dimensionless crest freeboard, Iribarren number related to wave steepness 539 
and dimensionless water depth (m, Rc/Hm0, Irm-1,0 and hs/Hm0) were the selected explanatory variables 540 
to estimate OLT and OFV exceeded by 2% of the incoming waves in the middle of the breakwater 541 
crest, hc2%(B/2) and uc2%(B/2). Eqs. (11) and (17) with five coefficients are proposed to estimate 542 
dimensionless OLT (hc2%(B/2)/Hm0) and OFV (uc2%(B/2)/(Hm0/Tm-1,0), respectively, using the four 543 
dimensionless explanatory variables. The coefficients to be used in Eqs. (9) and (15), as well as the 544 
goodness-of-fit metrics for Cubipod®-1L, cube-2L and rock-2L armors, are given in Tables 3 and 4, 545 
respectively; the agreement between measured and estimated hc2%(B/2) and uc2%(B/2) was good (0.866 546 
≤ R2 ≤ 0.876)   547 

Dimensionless crest freeboard, Rc/Hm0, was the most significant explanatory variable to describe 548 
OLT whereas the Iribarren number related to wave steepness, Irm-1,0, was the most significant variable 549 
to describe OFV; the bottom slope (m) had a significant influence on hc(B/2) and uc(B/2). 550 

In order to better describe the OLT and OFV during the most severe wave storms, the 1-551 
parameter Exponential and Rayleigh distribution functions were used to estimate OLT and OFV 552 
values, respectively, with exceedance probabilities below 2%, hc(B/2) and uc(B/2). The recommended 553 
coefficients for the 1-parameter Exponential distribution and the Rayleigh distributions were Ch = 4 554 
for Eq. (13) and Cu = 3.5 for Eq. (17), respectively; the agreement was good (0.803 ≤ R2 ≤ 0.812) between 555 
the measured and estimated hc(B/2) and uc(B/2) given by Eqs. (13) and (17) when using Ch = 4 and Cu 556 
= 3.5, respectively. 557 
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Appendix A. Data used in this study: hc2%(B/2) and uc2%(B/2) 566 
This appendix provides the test matrix used in this study as well as the observed OLT and OFV 567 

exceeded by 2% of the incoming waves in the middle of the breakwater crest (hc2%(B/2) and uc2%(B/2), 568 
respectively). Wave runs of Nw = 1,000 waves were generated following a JONSWAP spectrum (g = 569 
3.3). m represents the bottom slope, Hm0 and Tm-1,0 are the incident spectral significant wave height 570 
and the spectral period at a distance of 3 times the water depth from the toe of the structure, Rc is the 571 
crest freeboard and hs is the water depth at the toe of the structure. Tables 7 to 9 present the data from 572 
the tests performed with the models with Cubipod®-1L, cube-2L and rock-2L, respectively. 573 

Test # m (%) Hm0 (mm) Tm-1,0 (s) Rc (mm) hs (mm) hc2%(B/2) (mm) uc2%(B/2) 

(mm/s) 1 2 93 1.04 120 200 6 - 
2 2 101 1.12 121 200 8 - 
3 2 107 1.13 121 200 11 - 
4 2 112 1.12 121 200 13 - 
5 2 119 1.19 121 200 16 - 
6 2 125 1.22 122 200 18 - 
7 2 129 1.25 122 200 19 - 
8 2 133 1.30 122 200 21 - 
9 2 135 1.31 122 200 24 - 

10 2 136 1.28 122 200 25 - 
11 2 142 1.41 122 200 27 - 
12 2 142 1.40 120 200 29 - 
13 2 143 1.42 120 200 30 - 
14 2 76 1.42 120 200 12 - 
15 2 102 1.59 120 200 18 - 
16 2 111 1.59 120 200 23 - 
17 2 118 1.63 121 200 28 - 
18 2 125 1.64 121 200 33 - 
19 2 133 1.73 121 200 33 - 
20 2 136 1.85 122 200 39 - 
21 2 140 1.86 123 200 37 - 
22 2 142 1.88 120 200 40 - 
23 2 145 1.88 121 200 39 - 
24 2 147 1.87 122 200 40 - 
25 2 149 1.98 123 200 43 - 
26 2 75 0.93 70 250 8 - 
27 2 84 1.03 70 250 13 - 
28 2 91 1.04 70 250 17 230 
29 2 102 1.10 70 250 23 255 
30 2 110 1.08 71 250 26 279 
31 2 117 1.11 71 250 29 279 
32 2 124 1.16 71 250 33 279 
33 2 133 1.23 71 250 38 327 
34 2 138 1.26 72 250 42 352 
35 2 145 1.33 73 250 44 352 
36 2 152 1.38 74 250 47 352 
37 2 157 1.40 75 250 51 425 
38 2 162 1.46 77 250 52 425 
39 2 164 1.45 78 250 53 425 
40 2 167 1.47 80 250 54 449 
41 2 76 1.42 71 250 15 - 
42 2 88 1.52 72 250 24 - 
43 2 99 1.62 70 250 35 - 
44 2 109 1.62 70 250 42 - 
45 2 118 1.68 71 250 48 - 
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46 2 128 1.72 72 250 59 - 
47 2 137 1.84 70 250 54 - 
48 2 145 1.92 72 250 66 - 
49 2 149 1.83 74 250 71 - 
50 2 155 1.90 70 250 81 - 
51 2 160 1.97 70 250 80 - 
52 2 164 1.94 71 250 79 - 
53 2 167 2.04 71 250 73 - 
54 4 100 1.04 120 200 4 - 
55 4 109 1.12 120 200 5 - 
56 4 116 1.18 120 200 7 182 
57 4 123 1.19 120 200 10 230 
58 4 129 1.24 120 200 12 255 
59 4 139 1.32 120 200 12 303 
60 4 142 1.33 120 200 16 352 
61 4 147 1.34 120 200 20 400 
62 4 155 1.41 121 200 21 449 
63 4 156 1.40 121 200 25 473 
64 4 160 1.41 122 200 28 473 
65 4 165 1.48 122 200 28 498 
66 4 91 1.60 120 200 8 206 
67 4 103 1.64 120 200 18 255 
68 4 113 1.76 120 200 21 303 
69 4 121 1.74 121 200 25 327 
70 4 130 1.87 120 200 29 400 
71 4 136 1.88 121 200 29 400 
72 4 142 1.77 122 200 33 425 
73 4 151 1.74 120 200 35 449 
74 4 158 1.71 122 200 35 473 
75 4 79 0.94 70 250 1 - 
76 4 85 1.18 70 250 6 157 
77 4 89 1.03 70 250 11 206 
78 4 98 1.08 70 250 16 279 
79 4 108 1.10 70 250 19 303 
80 4 116 1.15 70 250 21 352 
81 4 124 1.17 70 250 23 376 
82 4 130 1.26 71 250 25 425 
83 4 136 1.24 70 250 32 425 
84 4 146 1.33 71 250 34 425 
85 4 154 1.39 72 250 36 473 
86 4 161 1.39 73 250 39 498 
87 4 168 1.43 75 250 40 522 
88 4 175 1.48 77 250 40 498 
89 4 180 1.48 80 250 46 498 
90 4 69 1.42 70 250 5 - 
91 4 80 1.53 70 250 18 230 
92 4 89 1.60 70 250 22 255 
93 4 101 1.73 70 250 28 303 
94 4 111 1.72 70 250 35 327 
95 4 119 1.76 71 250 40 352 
96 4 132 1.90 70 250 45 352 
97 4 138 1.84 70 250 46 352 
98 4 150 2.06 72 250 50 376 
99 4 157 1.98 74 250 50 376 

100 4 166 2.04 77 250 54 425 
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101 4 174 2.15 81 250 52 522 
102 4 180 2.14 86 250 55 498 

Table 7. Data from the tests conducted with the Cubipod®-1L armored model. 574 

 575 
Test # m (%) Hm0 (mm) Tm-1,0 (s) Rc (mm) hs (mm) hc2%(B/2) (mm) uc2%(B/2) (mm/s) 

1 2 67 0.95 112 250 3 - 
2 2 75 0.99 112 250 6 - 
3 2 85 1.05 112 250 12 157 
4 2 85 1.05 112 250 12 206 
5 2 101 1.08 112 250 16 230 
6 2 108 1.10 111 250 20 279 
7 2 117 1.17 111 250 21 279 
8 2 127 1.26 112 250 22 327 
9 2 134 1.25 112 250 24 352 

10 2 142 1.34 112 250 25 376 
11 2 147 1.38 112 250 29 425 
12 2 153 1.38 113 250 28 425 
13 2 157 1.40 111 250 25 376 
14 2 160 1.45 112 250 31 425 
15 2 69 1.43 111 250 3 - 
16 2 81 1.57 112 250 15 - 
17 2 94 1.58 112 250 25 230 
18 2 104 1.63 112 250 28 279 
19 2 113 1.79 111 250 33 327 
20 2 122 1.72 111 250 39 327 
21 2 132 1.87 112 250 45 376 
22 2 140 1.90 112 250 49 449 
23 2 144 1.90 113 250 41 449 
24 2 150 1.91 115 250 59 522 
25 2 157 2.04 116 250 58 643 
26 2 163 2.05 111 250 69 522 
27 2 67 0.89 61 300 6 - 
28 2 75 0.94 61 300 12 - 
29 2 83 0.99 61 300 19 - 
30 2 92 1.02 61 300 25 206 
31 2 100 1.07 62 300 31 255 
32 2 109 1.12 62 300 33 303 
33 2 115 1.03 62 300 36 327 
34 2 124 1.17 62 300 40 376 
35 2 129 1.22 62 300 42 376 
36 2 139 1.28 63 300 48 376 
37 2 145 1.27 63 300 51 400 
38 2 153 1.34 64 300 53 352 
39 2 162 1.43 61 300 57 400 
40 2 166 1.42 63 300 57 425 
41 2 172 1.43 64 300 62 449 
42 2 178 1.50 66 300 64 522 
43 2 69 1.42 68 300 18 - 
44 2 80 1.52 61 300 28 - 
45 2 92 1.63 61 300 36 279 
46 2 101 1.63 61 300 43 352 
47 2 112 1.78 62 300 50 376 
48 2 119 1.75 63 300 55 376 
49 2 130 1.89 61 300 64 400 
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50 4 106 1.14 161 200 4 182 
51 4 114 1.18 161 200 8 182 
52 4 120 1.18 161 200 11 182 
53 4 125 1.27 161 200 13 206 
54 4 132 1.27 161 200 16 230 
55 4 139 1.33 161 200 19 279 
56 4 144 1.34 161 200 23 303 
57 4 151 1.39 161 200 25 327 
58 4 154 1.40 161 200 27 352 
59 4 158 1.41 161 200 29 352 
60 4 162 1.47 161 200 29 376 
61 4 102 1.63 161 200 9 - 
62 4 112 1.70 161 200 15 230 
63 4 120 1.74 161 200 22 279 
64 4 131 1.87 161 200 26 352 
65 4 136 1.80 162 200 28 352 
66 4 146 1.76 162 200 30 376 
67 4 152 1.72 162 200 36 400 
68 4 158 1.73 161 200 33 425 
69 4 163 1.70 162 200 36 449 
70 4 166 1.76 163 200 42 522 
71 4 97 1.06 111 250 5 157 
72 4 106 1.10 111 250 7 206 
73 4 115 1.17 111 250 10 255 
74 4 123 1.24 111 250 15 303 
75 4 130 1.30 111 250 24 327 
76 4 136 1.24 111 250 26 327 
77 4 146 1.33 111 250 30 400 
78 4 154 1.39 112 250 33 376 
79 4 161 1.39 112 250 33 425 
80 4 168 1.43 112 250 40 400 
81 4 175 1.48 113 250 41 425 
82 4 180 1.48 114 250 41 425 
83 4 89 1.60 111 250 3 - 
84 4 101 1.73 111 250 9 182 
85 4 111 1.72 111 250 17 230 
86 4 119 1.76 111 250 27 303 
87 4 132 1.90 111 250 34 327 
88 4 138 1.84 112 250 39 352 
89 4 150 2.06 111 250 43 376 
90 4 157 1.98 112 250 41 425 
91 4 166 2.04 114 250 43 425 
92 4 174 2.15 117 250 56 449 
93 4 180 2.14 111 250 61 473 

Table 8. Data from the tests conducted with the cube-2L armored model. 576 

 577 
Test # m (%) Hm0 (mm) Tm-1,0 (s) Rc (mm) hs (mm) hc2%(B/2) (mm) uc2%(B/2) (mm/s) 

1 2 105 1.13 151 200 6 - 
2 2 110 1.12 152 200 8 133 
3 2 117 1.17 151 200 11 182 
4 2 86 1.50 151 200 8 - 
5 2 98 1.59 151 200 18 182 
6 2 108 1.58 151 200 23 206 
7 2 117 1.70 152 200 28 279 
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8 2 122 1.67 152 200 33 279 
9 2 72 0.89 102 250 3 - 

10 2 81 0.99 101 250 14 - 
11 2 89 1.01 102 250 19 - 
12 2 98 1.06 101 250 32 206 
13 2 108 1.12 101 250 39 255 
14 2 114 1.11 101 250 47 303 
15 2 121 1.17 102 250 52 327 
16 2 74 1.42 101 250 17 - 
17 2 85 1.52 101 250 28 206 
18 2 98 1.62 101 250 36 303 
19 2 108 1.62 101 250 45 303 
20 2 116 1.73 101 250 49 352 
21 2 126 1.72 101 250 54 352 
22 4 123 1.25 151 200 3 157 
23 4 130 1.26 151 200 5 206 
24 4 137 1.31 151 200 15 230 
25 4 143 1.34 151 200 15 255 
26 4 102 1.69 151 200 5 157 
27 4 112 1.73 151 200 7 206 
28 4 120 1.74 151 200 23 255 
29 4 130 1.89 151 200 23 327 
30 4 91 1.08 101 250 3 182 
31 4 100 1.08 101 250 8 182 
32 4 109 1.18 101 250 10 182 
33 4 116 1.15 101 250 17 206 
34 4 126 1.26 101 250 19 255 
35 4 89 1.53 101 250 9 - 
36 4 101 1.70 101 250 16 255 
37 4 111 1.72 101 250 20 279 
38 4 124 1.91 101 250 34 327 
39 4 129 1.86 101 250 41 352 
40 4 138 1.90 102 250 43 352 

Table 9. Data of the tests conducted with the rock-2L armored model. 578 

Notation 579 
Acronyms: 580 

AWACS = Active Wave Absorption System 

bias = Relative bias 

LASA-V 
= Local Approximation using Simulated Annealing 

(Figueres and Medina, 2005) 

LPC-UPV = Laboratory of Ports and Coasts (UPV) 

MSE = Mean squared error 

MWL = Mean water level 

NN = Neural Network 

OLT = Overtopping layer thickness 
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OFV = Overtopping flow velocity 

r = Correlation coefficient 

R2 = Coefficient of determination 

R2adj = Adjusted coefficient of determination 

UPV = Universitat Politècnica de València (ES) 

 581 
Symbols: 582 

B = crest width 

cotα [-] = armor slope 

Dn50 [m] or [cm] = (W50/ρ)1/3, nominal diameter 

ei = estimated values 

𝑒̅  = average of the estimated values 

g [m/s2] = gravitational acceleration 

hs [m] or [cm] = water depth 

hA2%(zA) [m] or [cm] 
= run-up layer thickness exceeded by 2% of the incoming 

waves 

hc(xc) [m] or [cm] = overtopping layer thickness with exceedance 
probabilities below 2%  

hc2%(xc) [m] or [cm] = overtopping layer thickness exceeded by 2% of the 
incoming waves 

Hm0 [m] or [cm] =4(m0)0.5, spectral wave height 

Hm0,g [m] or [cm] = spectral wave height in the wave generation zone 

Hm0,i [m] or [cm] = incident spectral wave height 

Hm0,m [m] or [cm] = measured spectral wave height 

Hm0,r [m] or [cm] = reflected spectral wave height 

Hs [m] or [cm] = significant wave height or average wave height of the 
highest one-third waves, H1/3 

Irm-1,0 [-] 
= ξ-1,0 = tanα/(Hm0/Lm-1,0)0.5, Iribarren number or surf 

similarity parameter calculated with Hm0 and Tm-1,0 

Kr [-] = Hm0,r/ Hm0,i, reflection coefficient 
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Lm-1,0 [m] or [cm] 
= gTm-1,02/2π, deep water wave length based on the spectral 

period, Tm-1,0 

L0p [m] or [cm] = gTp2/2π, deep water wave length based on the peak 
period, Tp 

m [-] = bottom slope 

mi = i-th spectral moment 

Nh [-] = number of neurons in the hidden layer of NNs 

Ni [-] = number of neurons in the input layer of NNs 

No [-] = number of neurons in the output layer of NNs  

Nob [-] = number of observations 

oi = observed values 

P [-] = number of free parameters in NNs 

Rc [m] or [cm] = crest freeboard 

Ru2% [m] or [cm] 
= wave run-up height exceeded by 2% of the incoming 

waves 

s0p [-] =Hs0/L0p, deep water wave steepness based on the peak 
period, Tp0 

S(f) = wave spectrum 

t [s] = time 

Tm-1,0 [s] = m-1/m0, spectral wave period based on the spectral 
moment, m-1 

Tp [s] = peak wave period 

Tp0 [s] = deep waters peak wave period 

T-BLIND [-] = subset used for blind testing 

TEST [-] = 15%TR, subset used for cross validation of the trained 
NNs as part of the Early Stopping Criterion 

TR [-] = subset used for training NNs 

TRAIN [-] = 70%TR, subset used for the formal training of NNs as 
part of the Early Stopping Criterion 

VAL [-] = 15%TR, subset used for validation during the training of 
NNs as part of the Early Stopping Criterion 
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uA2%(zA) [m/s] or [cm/s] = run-up velocity 

uc(xc) [m/s] or [cm/s] = overtopping velocity with exceedance probabilities 
below 2%  

uc2%(xc) [m/s] or [cm/s] = overtopping velocity exceeded by 2% of the incoming 
waves 

xc [m] or [cm] = horizontal coordinate along the crest from the seaward 
edge 

xe = estimated value given by the linear regression 

zA [m] or [cm] = elevation on the MWL 

ɛ [-] = error, difference between the estimated and the 
measured value 

α [º] or [rad] = angle of the slope 

Δ% = relative variation of the empirical coefficients 

γ [-] = parameter of the JONSWAP spectrum 

γb [-] = berm factor 

γf [-] = roughness factor 

γß [-] = obliquity factor 

µ [-] 
= friction factor of dike crests according to Schüttrumpf et 

al. (2002) 
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