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Abstract. Recent years have seen a rapid growth in the number of fake
news that are posted online. Fake news detection is very challenging since
they are usually created to contain a mixture of false and real informa-
tion and images that have been manipulated that confuses the readers. In
this paper, we propose a multimodal system with the aim to differentiate
between fake and real posts. Our system is based on a neural network
and combines textual, visual and semantic information. The textual in-
formation is extracted from the content of the post, the visual one from
the image that is associated with the post and the semantic refers to the
similarity between the image and the text of the post. We conduct our
experiments on three standard real world collections and we show the
importance of those features on detecting fake news.

Keywords: multimodal fake news detection, visual features, textual
features, image-text similarity

1 Introduction

Recent years have seen a rapid growth in the amount of fake news that are
published online. Although fake news is not a new phenomenon, the rise of social
media has offered an easy platform for their fast propagation. A large amount
of invalid claims, rumours and clickbaits are posted every day online with the
aim to deceive people and to influence their opinions on different topics. For
example, the outcome of Brexit3 has been into question because of the amount
of fake news that were posted before the referendum.

Fake news detection is not a trivial task since the content and the images
are manipulated in many different ways which makes the development of an
effective system difficult. Several researchers have tried to address the problem of
fake news detection. Early works focused on using textual information extracted
from the text of the document, such as statistical text features [2] and emotional
information [6, 9]. Apart from the content, researchers have also explored the role
of users [16, 8] and the credibility of the source where the post is published [14].

3 https://www.theguardian.com/world/2017/nov/14/how-400-russia-run-fake-
accounts-posted-bogus-brexit-tweets
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Although content information is very important for the detection of fake
news, it is not sufficient alone. Online articles and posts usually contain images
that provide useful information for a classification system. Some researchers have
proposed multimodal approaches for the detection of fake news [22, 12]. The ma-
jority of those systems combine textual and visual information to address the
problem. However, in addition to the visual information, the similarity between
the image and the text is very important since it is possible that in some fake
news the image to be contradictory to the content. Although text-image simi-
larity can be an additional useful information, it still remains under-explored.

In this paper we propose a system that uses multimodal information to dif-
ferentiate between fake and real news. To this end, we combine textual, visual
and semantic information. Our main motivation is that information that comes
from different sources complement each other in detecting fake news. In addi-
tion, some of the fake news contain manipulated images that do not correspond
to the post’s content. Therefore, we also incorporate semantic information that
refers to the similarity between the text and the image. Our experimental results
on three different collections show that combining textual, visual and semantic
information can lead to an effective fake news detection.

2 Related Work

Early attempts on fake news detection were based on textual information. Castillo
et al. [2] explored the effectiveness of various statistical text features, such as
count of word and punctuation, whereas Rashkin et al. [15] incorporated various
linguistic features extracted with the LIWC dictionary [20] into a Long Short
Term Memory (LSTM) network to detect credible posts.

Some researchers explored the role of emotions on the area of fake news.
Vosoughi et al. [21] investigated true and false rumours on Twitter and found
that false rumours triggered fear, disgust and surprise in their replies, whereas
the true rumours triggered joy, sadness, trust and anticipation. Giachanou et
al. [9] proposed an LSTM-based neural network that leveraged emotions from
text to address credibility detection, whereas Ghanem et al. [6] explored the
impact of emotions regarding the detection of the different types of fake news.

Visual information complements the textual one and improve the effective-
ness of systems on fake news detection. Wang et al. [22] proposed the Event
Adversarial Neural Networks (EANN) model that consists of the textual com-
ponent represented by word embeddings and the visual that was extracted us-
ing the VGG-19 model pre-trained on ImageNet. Khattar et al. [12] proposed
the Multimodal Variational Autoencoder (MVAE) model based on bi-directional
LSTMs and VGG-19 for the text and image representation respectively. Zlatkova
et al. [24] explored the effectiveness of text-image similarity in addition to other
visual information but on the task of claim factuality prediction with respect to
an image.

Different to the previous work, not only we explore the effectiveness of a wider
range of visual features on fake news detection but also of the similarity between
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Fig. 1. Architecture of the multimodal fake news detection model.

the image and the text. Our visual features include image tags generated using
five different models as well as LBP, whereas the similarity is calculated using
the embeddings of the post’s text and the image tags.

3 Multimodal Fake News Detection

In this section, we present our multimodal system that aims to differentiate be-
tween fake and real news. Our system is based on a neural network and combines
the following three different types of information: textual, visual and semantic.
The architecture of our system is depicted in Figure 1.

For the textual information, we combine word embeddings and sentiment. To
extract the word embeddings, we use the public pre-trained words and phrase
vectors GoogleNews-vectors-negative300 that contains 300-dimensional vectors
for 3 million words and phrases.

In addition to the word embeddings, we also estimate the sentiment expressed
in the posts. Sentiment analysis has in general attracted a lot of research atten-
tion and aims to annotate a text regarding to its polarity. Sentimental infor-
mation has been shown to be useful for fake news detection as well as in other
classification tasks [7]. To extract the sentiment score from the documents, we use
the Valence Aware Dictionary for sEntiment Reasoning (VADER). VADER [4]
is a sophisticated tool that in addition to the terms’ sentiment, takes also into
account factors such as negation and emoticon usage and predicts the normalized
valence of positive or negative sentiment of the given text.

For the visual component, we combine image tags and Local Binary Pat-
terns (LBP) [13]. The visual information can be very useful in case there are
different patterns used in fake and real news or there are images that have been
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Table 1. Label statistics of the collections.

Collection Real Fake

training test training test

MediaEval 4,997 1,202 6,742 2,483
PolitiFact 1,067 266 1,712 428
GossipCop 16,495 4,124 16,495 4,124

manipulated. To extract the image tags we use pre-trained CNN-based mod-
els. These models are the VGG16, VGG19 [18], Resnet [10], Inception [19], and
Xception [3]. The models are pre-trained on the visual dataset ImageNet that
contains over 14 million hand-annotated images [5]. We extract the top ten im-
age tags using the pre-trained models, so every image has in total 50 tags. Then
for each tag, we use the word2vec embeddings to estimate the 300-dimension
vector by averaging the embeddings.

In addition to the image tags, we also explore the effectiveness of LBP. LBP
is a very efficient texture operator which labels the pixels of an image by putting
a threshold on the neighborhood of each pixel and considers the result as a
binary number. LBP has been proved to be very effective in many visual tasks
such as face recognition [11]. Similar to previous studies that have used LBP for
other tasks such as multimodal sentiment analysis [23], we reduce the original
256-dimensional LBP feature histogram to a 53-dimensional vector.

Finally, the semantic information refers to the text-image similarity. Estimat-
ing this similarity is very important since it is possible that fake news contain
images that are not relevant to the text. To calculate the similarity we calculate
the cosine similarity between the word embeddings of the text and the embed-
dings of the image tags extracted from the visual feature extraction. This feature
provides a 5-dimensional vector, where each vector refers to one image tag model
(e.g., VGG16) and is calculated based on the average similarity between the word
embeddings of the text and the embeddings of the image tags.

4 Experimental Setup

In this section we describe the collections and the experimental settings used to
run our experiments.

4.1 Collections

For our experiments we use MediaEval [1] and FakeNewsNet [17] that, to the
best of our knowledge, are the only standard collections that contain tweets in
English and that can be used for multimodal fake news detection. Table 1 shows
the statistics regarding the labels of the collections.

- MediaEval : This collection was released as a part of the Verifying Multi-
media Use at MediaEval challenge [1]. The aim of the task was to detect fake
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Table 2. Neural network parameters.

layers neurons learning rate dropout activation optimiser epochs

4 1000, 500, 300, 100 0.001 0.6 sigmoid adam 50

multimedia content on social media. The collection consists of tweets and each
tweet is provided with textual content, image/video and social context informa-
tion. After removing the tweets that did not have an image, we managed to have
a training set of 11,739 tweets of which 4,997 are real and 6,742 are fake. Our
test set contains 3,685 tweets of which 1,202 are real and 2,483 are fake.

- PolitiFact : This collection is based on tweets that have been collected with
regards to the posts that are published in PolitiFact4 and is part of the FakeNews-
Net collection [17]. PolitiFact is a website that experts in journalism annotate
news articles and political claims as fake or real. To create the FakeNewsNet
collection Shu et al. used the headlines of those posts as queries to collect rel-
evant tweets. We used the tweet ids provided as part of the FakeNewsNet and
the Twitter API to collect the tweets (text and image) that were available. In
total, we managed to collect 2,140 fake and 1,333 real tweets posts.

- GossipCop: Similar to PolitiFact, this collection is based on the FakeNews-
Net collection [17]. This collection is based on tweets that were collected using
the headlines of articles that were posted and annotated in GossipCop5. Fak-
eNewsNet contains 5,323 fake and 16,817 real news posted in GossipCop. Due
to the imbalance between the classes, we decided to use under-sampling and we
randomly selected 5,323 real news posts. We used the tweet ids and the Twitter
API to collect the tweets (text and image) that were still available. In total, we
managed to collect 20,619 tweets for each class.

4.2 Experimental Settings

For our experiments on the PolitiFact and the GossipCop collections, we use
20% of our corpus of tweets for test and 80% for training. For the MediaE-
val, we use the sets as provided in the original collection, that refer to 23% for
test and the rest for training. We initialize our embedding layer with the pre-
trained GoogleNews-vectors-negative300 words and phrase vectors. It is worth
to mention that at the beginning of our experiments, we tested also other classi-
fiers including Support Vector Machines and Random Forest. The overall results
showed that the neural network performed better for this particular task. Table 2
shows the parameters for the neural network. We have experimented with other
hyperparameters, such as different hidden layer number, hidden units, learn-
ing rate and dropout. The dropout is applied to each layer. We used the same
parameters for all the three different collections.

4 https://www.politifact.com/
5 https://www.gossipcop.com/
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We used keras to build the neural network and the VGG16, VGG19, Resnet,
Inception and Xception. Finally, opencv and scikit-image libraries were used to
extract the LBP features6.

5 Results

Table 3 shows the performance results of the experiments on PolitiFact, MediaE-
val and GossipCop with regards to F1-metric. First, we evaluate the system when
one type of information is used. From the results, we observe that in this case
the word embeddings achieve the best performance in all the three collections
compared to the other types of information. This is expected given that word
embeddings are usually a strong indicator in many text classification tasks. In
addition, we notice that in MediaEval, text-image similarity manages to achieve
a high performance as well. With regards to the visual information, we observe
that image tags perform better than LBP on all the collections. This can be due
to the fact that image tags represent a larger vector compared to LBP.

Table 3. Performance results of the different combinations of information and the
different collections on the fake news detection task. The best result for every collection
is emphasized in bold.

PolitiFact MediaEval GossipCop

embeddings 0.911 0.885 0.815
sentiment 0.474 0.352 0.562
tags 0.718 0.615 0.623
LBP 0.474 0.520 0.551
similarity 0.474 0.875 0.538
text-tags 0.924 0.637 0.825
text-LBP 0.909 0.896 0.814
text-tags-similarity 0.920 0.636 0.827
text-LBP-similarity 0.910 0.908 0.816
text-tags-LBP-similarity 0.925 0.622 0.829

Next, we explore the effectiveness of our system when the text (embed-
dings+sentiment) is combined with the visual information. We observe that on
PolitiFact and GossipCop, the combination of text and image tags (text-tags)
performs better than the combination of text and LBP, whereas in case of Me-
diaEval, the text-LBP achieves a higher performance compared to text-tags. We
believe that the poor performance of the image tags on MediaEval has to do
with the images of the collection that refer to natural disasters and tend to be
more complex than the images on PolitiFact and GossipCop.

Finally, we incorporate the text-image similarity into the system to evaluate
its impact when it is combined with the rest of the information. From the results,

6 https://www.pyimagesearch.com/2015/12/07/local-binary-patterns-with-python-
opencv/
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we observe that incorporating text-image similarity improves the performance.
With regards to GossipCop, the text-tags-LBP-similarity combination improves
the performance by 1.72% and 1.84% compared to word embeddings and to text-
LBP respectively. Similar, in case of PolitiFact, the text-tags-LBP-similarity
combination achieves a 1.51% increase compared to word embeddings.

Finally, regarding MediaEval we observe that the best performance is achieved
by the text-LBP-similarity combination, whereas the text-tags-LBP-similarity
combination is not very effective. When with text-LBP-similarity the system
combines the text, LBP and text-image similarity it manages to outperform
word embeddings by 2.53%.

6 Conclusions and Future Work

In this paper, we proposed a multimodal system to address the problem of
fake news detection. The proposed system is based on a neural network and
combines textual, visual and semantic information. The textual information was
based on the word embeddings and the sentiment expressed in the post, the
visual information was based on image tags and LBP, whereas the semantic
one referred to the text-image similarity. The experimental results showed that
combining textual, visual and text-image similarity information is very useful for
the task of fake news detection. Finally, our results showed that different visual
information is effective for the different collections.

In future, we plan to investigate more visual features extracted from images
such as the color histogram. In addition, we plan to explore the effectiveness of
the multimodal information on fake news detection across different languages.
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