Towards an Assessment Grid for Intelligent Modeling Assistance

Gunter Mussbacher  
McGill University  
Montreal, Canada  
gunter.mussbacher@mcgill.ca

Benoit Combemale  
University of Toulouse & Inria  
Rennes, France  
benoit.combemale@inria.fr

Silvia Abrahão  
Universitat Politècnica de València  
Valencia, Spain  
sabrahao@dsic.upv.es

Nelly Bencomo  
Aston University  
Birmingham, UK  
n.bencomo@aston.ac.uk

Loli Burgueño  
Open Uni. of Catalonia / CEA List  
Barcelona / Paris, Spain / France  
lburguenoc@uoc.edu

Gregor Engels  
Paderborn University  
Paderborn, Germany  
engels@upb.de

Jörg Kienzle  
McGill University  
Montreal, Canada  
joerg.kienzle@mcgill.ca

Thomas Kühn  
Karlsruher Institut für Technologie  
Karlsruhe, Germany  
thomas.kuehn@kit.edu

Sébastien Mosser  
Université du Québec à Montréal  
Montreal, Canada  
mosser.sebastien@uqam.ca

Houari Sahraoui  
DIRO, Université de Montréal  
Montreal, Canada  
sahraouh@iro.umontreal.ca

Martin Weyssow  
DIRO, Université de Montréal  
Montreal, Canada  
martin.weyssow@umontreal.ca

**ABSTRACT**

The ever-growing complexity of systems, the growing number of stakeholders, and the corresponding continuous emergence of new domain-specific modeling abstractions has led to significantly higher cognitive load on modelers. There is an urgent need to provide modelers with better, more Intelligent Modeling Assistants (IMAs). An important factor to consider is the ability to assess and compare, to learn from existing and inform future IMAs, while potentially combining them. Recently, a conceptual Reference Framework for Intelligent Modeling Assistance (RF-IMA) was proposed. RF-IMA defines the main required components and high-level properties of IMAs. In this paper, we present a detailed, level-wise definition for the properties of RF-IMA to enable a better understanding, comparison, and selection of existing and future IMAs. The proposed levels are a first step towards a comprehensive assessment grid for intelligent modeling assistance. For an initial validation of the proposed levels, we assess the existing landscape of intelligent modeling assistance and three future scenarios of intelligent modeling assistance against these levels.

**CCS CONCEPTS**

- General and reference → Evaluation;  
- Software and its engineering → Model-driven software engineering; Abstraction, modeling and modularity; Integrated and visual development environments; Application specific development environments.
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1 INTRODUCTION

Over the last decades, the use of abstractions provided by general-purpose and domain-specific modeling languages has supported a multitude of stakeholders involved in software development. However, modelers are facing high cognitive load for their modeling tasks due to (i) the continuous increase of the complexity of the problems where modeling techniques are used nowadays and (ii) the increasing number of stakeholders whose needs have to be addressed, and with it the domain-specific modeling abstractions used by these stakeholders. For example, the development of modern data-driven software systems potentially involves many
different interdisciplinary perspectives [22, 28]. As many heterogeneous modeling abstractions are used across the software life-cycle, modelers have to ensure the global consistency of these modeling abstractions and their relationships with other abstractions [39]. The recent use of black-box techniques, such as machine learning, also has an impact on understandability [19, 33]. All the above have increased the demand for support for working with large models [10]. As a result, there is an urgent need to provide modelers with better, more Intelligent Modeling Assistants (IMAs).

At the same time, the availability of data that can be observed from different modeling activities has increased significantly, leading to many opportunities to provide intelligent modeling assistance to modelers, e.g., using previous modeling experiences or historical information in model repositories, and considering the modelers’ context or domain-specific knowledge. Data-driven techniques [15] (e.g., data mining and machine learning [20]) enable the automatic derivation of modeling knowledge and the provision of context-aware assistance. It is of utmost importance to make use of this data and associated techniques, combined with the power of abstraction, to assist modelers in their modeling activities.

An important factor to consider is the ability to assess and compare different IMAs, to learn from existing IMAs, inform future IMAs, and possibly combine different IMAs. Unfortunately, most existing IMAs lack transparency to understand their scope as well as adaptability and flexibility to be customized, compared, and combined beyond their original intended use. Recently, a conceptual Reference Framework for Intelligent Modeling Assistance (RF-IMA) [29] defined the main components required for IMAs, the interactions of these components, and high-level properties of IMAs. RF-IMA describes how the framework would help comprehend, develop, and ultimately compare IMAs. RF-IMA serves tool builders when engineering new, improved IMAs and modelers who will eventually use these better IMAs, which may cover a broad range, from basic model auto-completion tools and modeling chatbots to more advanced modeling environments fueled by data-driven techniques. IMAs may help a modeler who may be unaware of knowledge required for an activity or who does not have time to access such knowledge.

In this paper, and as a first step towards a comprehensive assessment grid for intelligent modeling assistance, we present a detailed, level-wise definition of these properties of RF-IMA to enable a better understanding and comparison of existing and future IMAs. For each property, different levels are proposed that exemplify the increasing capabilities of an IMA to support intelligent modeling assistance. An IMA can be more or less intelligent, and it will therefore have a series of capabilities depending on its intrinsic intelligence. As an initial validation of the proposed levels, we assess the existing landscape of intelligent modeling assistance and three future scenarios of intelligent modeling assistance against these levels.

In the remainder of this paper, Section 2 summarizes RF-IMA. Section 3 discusses the details of the properties of RF-IMAs by describing several levels for each property. Section 4 assesses the existing landscape of IMAs against the levels of the properties, and then illustrates three future scenarios for IMAs and assesses them as well. Section 5 concludes the paper and presents future work.

2 BACKGROUND

The conceptual reference framework RF-IMA [29] is the outcome of a week-long workshop on Data and Models1 with an emphasis on intelligent modeling environments. RF-IMA lays the foundation for modeling activities supported by an Intelligent Modeling Assistant (IMA). As illustrated in Fig. 1, RF-IMA gives a holistic perspective of how a modeler’s context in the Socio-Technical Modeling System (STMS) (1) is connected with external sources of data, information, and knowledge or possibly domain experts (3) to realize intelligent modeling assistance. In an STMS, an actor (i.e., modeler) works on models with the help of the technical infrastructure provided by the modeling environment. The activities performed by the actor are driven by the actor’s intention, which defines what the actor wants to accomplish and why.

The main component of an IMA (2) is the assistant, which provides assistance to the modeler (e.g., contextualized information, recommendations) with the help of the context shadow (i.e., any information relevant to the modeling activity). The data acquisition/production layer gives access to data/information/knowledge and has the ability to connect a modeler with domain experts. The optional adaptation component uses a modeler’s feedback to adapt to changing context (e.g., the modeler’s skill level).

The bidirectional communication (3) between the STMS and an IMA is characterized by context information flowing from the STMS to the IMA, which results in assistance being provided by the IMA to the modeler(s) in the STMS and, in turn, feedback being provided by the modeler(s) to the IMA. In general, there might be a federation of IMAs interacting with each other and processing context information. Each actor may interact with multiple IMAs.

Last but not least, RF-IMA highlights several crosscutting quality properties (5). For an IMA, the assistant’s quality degree (i.e., sophistication) and timeliness (how often and how quickly is adequate assistance provided?) as well as the trust of modelers (i.e., the perception of the quality of the IMA from the modelers’ perspective) need to be considered. For the communication, the degree of autonomy [34, 38] is important for context information and the modelers’ feedback (e.g., see existing levels of autonomy [30]). The assistance may be characterized by relevance and confidence in the provided information (how adequate is it for the current modeling context and how sure is the IMA that it is adequate?). Furthermore, explainability (i.e., the degree to which an actor understands why a particular assistance is provided to her) is important. For the STMS, the quality of the model and modeling activity ensured by the IMA is also an issue (e.g., from a syntactic and semantic point of view). Finally, the quality of IMA with respect to its external sources must be considered, too (e.g., scope, transparency, accessibility, accuracy, and data curation concerns).

While the overarching goal of RF-IMA is to create a research momentum to eventually define appropriate, domain-independent, generic modeling interfaces and protocols (e.g., similar to the language server protocol [1] for programming languages) to enable the seamless integration of various IMAs and modeling environments, this paper focuses instead on the more detailed and precise definition of the properties in RF-IMA. Ultimately, the goal of an IMA from a modeler’s point of view is to improve the modeler’s user experience.
experience and to increase both the quality of the model produced and the quality of the modeling process.

3 RF-IMA PROPERTIES

This section defines levels for each property in RF-IMA. All properties are defined and evaluated from the IMA’s point of view (and indicated by 5 in Figure 1). Each level represents to which degree a property is provided by an IMA:

(i) assurance of quality of models,
(ii) autonomy with which context information and feedback is gathered,
(iii) relevance of the assistance,
(iv) confidence in the assistance,
(v) explainability of the assistance,
(vi) the quality degree with respect to the degree of excellence of an IMA to address the modeler’s needs,
(vii) timeliness of an IMA,
(viii) trust a modeler has in an IMA, and
(ix) quality of an IMA with respect to the external sources used by an IMA. For each property, levels are numbered from 0 to N, with 0 representing the lowest and N representing the highest degree of the increasing capabilities of an IMA. In the remainder of this section, the levels of each property are introduced.

3.1 Quality of IMA Regarding Models

This property represents the ensured level of quality of a model from the IMA’s and modeler’s perspective, which is relative to the specific context and modeling task at hand. This property is assessed by considering the three dimensions in the framework of Lindland et al. [27]: syntactic, semantic, and pragmatic quality.

- **Level 0 – Model quality not ensured.** The IMA does not ensure the quality level of a model at all.
- **Level 1 – Syntactic quality.** The IMA ensures that the model corresponds to the modeling language used in the IMA for the context at hand, i.e., the model conforms to the modeling language. It is assessed by comparing the model to the modeling language (i.e., the set of all statements that are allowed with respect to the modeling language’s vocabulary and grammar). The model is syntactically correct, if all the statements in the model are according to the syntax of the language.
- **Level 2 – Semantic quality.** The IMA ensures that the model corresponds to the domain, where the domain is considered the ideal knowledge about the situation to be modeled. A model is semantically correct, if it is valid and complete with respect to the problem domain. Validity means that all information conveyed by the model is correct and relevant to the problem, whereas completeness entails that the model contains all information about the domain that is considered correct and relevant (i.e., a valid model may still be missing some correct and relevant information). Semantic quality can also be assessed subjectively by the modeler. Perceived semantic quality is the correspondence between the modeler’s interpretation of a model and her current knowledge of the domain. Krogsie et al. [24] propose several metrics that can be used to assess the modeler’s perceived validity and completeness of a model.
- **Level 3 – Pragmatic quality.** The IMA ensures that the model can be understood by the different stakeholders of the IMA. Two aspects are relevant here: social pragmatic quality, which
captures the extent to which the modelers using the IMA completely and accurately understand the statements in the model that are relevant to them, and technical pragmatic quality, which captures the degree to which a modeling environment can interpret the model representation. Social pragmatic quality can be assessed by asking the modeler to rate the pragmatic quality level of a model.

3.2 Autonomy

For the autonomy property of context information or feedback, we adapt existing automation levels [30] to modeling and modeling assistance, resulting in the following six levels.

- **Level 0 – No autonomy.** The IMA does not gather context information or feedback independently, i.e., the modeler explicitly provides all information (e.g., the modeler states explicitly that the application domain is avionics).
- **Level 1 – Complete set.** The IMA offers a complete set of alternative choices regarding context or feedback to the modeler (e.g., the modeler is presented with a list of all application domains of which the IMA is aware and selects avionics).
- **Level 2 – Narrowed set.** The IMA narrows the selection down to a few (e.g., the modeler is presented with a list of the most probable application domains and selects avionics).
- **Level 3 – Best suggestion.** The IMA suggests one (best) choice to the modeler (e.g., the modeler is presented with avionics as the best choice possibly in a list of further options and selects avionics).
- **Level 4 – Timed veto.** The IMA allows the modeler a restricted time to veto the suggested choice (e.g., the modeler is presented with a list of application domains where avionics is highlighted as the best, which is considered selected by the IMA after a certain time).
- **Level 5 – Autonomously.** The IMA independently gathers context information or feedback, and then may or may not inform the modeler, possibly on demand (e.g., the IMA identifies avionics as the application domain and possibly informs the modeler about its choice).
- **Level 6 – Fully autonomous.** The IMA gathers all information independently and acts autonomously (e.g., the IMA identifies avionics as the application domain without involving the modeler at all).

3.3 Relevance

Modeling assistance is an iterative process where a human modeler receives support to close the syntactic and semantic gap between the current state of a model and a targeted model which matches with the intentions of the modeler of the ongoing modeling task. A property of such a modeling assistance process is the degree of relevance for a modeler. This can be distinguished into the degrees of precision and recall.

Precision means how useful the assistance process and the model extensions and changes proposed by the IMA are for the modeler with respect to closing this syntactic and semantic gap. Recall means how complete the suggested model modifications are with respect to all possible positive recommendations. It depends on the used modeling language and the degree of formality of its definition. It also depends on whether these measures can be evaluated automatically or are the result of empirical investigations where different modelers engaged with different modeling tasks are observed and questioned about their satisfaction with the used IMA.

An important aspect is that relevance is a human-depending property, as it depends on a modeler’s skills and experiences. The same assistance might be helpful for one modeler, while it may be non-relevant or even useless for another modeler. Thus, besides language-based levels (syntactic/semantic relevance), also the pragmatic level, i.e., the human-related level, is of high importance here.

Levels for relevance are given in the range [0,100] and are generally based on individual precision and recall values.

- **Level 0 – No relevance.** The IMA does not provide values for precision and recall at all.
- **Level 1 to 100 – Relevance.** Since the importance of precision and recall may change depending on the system, either both or one of them or another related metric such as accuracy or F-measure may be used to determine these levels. In any case, the result of the metric is normalized to [1,100]. If several metrics are used, the minimum is taken. Level 100 means the metric value(s) are at the highest possible.

3.4 Confidence

The property confidence measures how often the IMA provides a confidence value to the modeler expressing how certain it is whether a given, single assistance or recommendation is useful to the modeler. This is in contrast to relevance which is measured for the IMA as a whole. A confidence value is in the range [0,1], where 0 denotes that the IMA does not know how useful/accurate its recommendation may be, while the other extreme denotes that the IMA is 100% certain. Different values of confidence can exist between 0 and 1 and these values will depend on the application domain, the context, and modeling task at hand. If a technique does not provide a value in the range [0,1], it should be normalized.

The computation of the confidence value will depend on the techniques used by the IMA. For example, if the assistant is implemented as a feed-forward neural network for classification, the value can be given by the probability that the last layer assigns to each category; if the assistant uses Bayesian learning, the value can be computed using the distributions in use, etc. The following levels of the property measure how often confidence is provided:

- **Level 0 – No confidence.** A level of 0 is given, meaning that the IMA only provides recommendations, but it does not associate any confidence value to them. The reason for this may be the lack of data associated to compute the value.
- **Level 1 to 100 – Confidence provided.** These levels represent the percentage of times the IMA makes a recommendation: Level 100 means that the IMA provides a confidence value each time, and Level 67 means that the IMA provides a confidence value 67% of the times. The IMA can either provide one recommendation or a list of recommendations sorted by their confidence values.

3.5 Trust

We define trust as the perception that the modeler has about the quality of an IMA. The modeler’s trust is not built upon a single
We define explainability as the degree to which a modeler understands why a particular assistance is provided to her. Especially at the beginning, an IMA’s help may be of limited use, if it is not relevant. Another possibility is to ask the modeler to assign levels of confidence to individual suggestions and then composing an overall value for the whole system or its different subsystems (e.g., this could be achieved for (un)certainty, confidence, and belief and their propagation [11, 13]).

- **Level 0 – Unidentified.** There is no information about the modeler’s trust on the IMA.
- **Level 1 – Satisfaction-based.** The IMA obtains information about the modeler’s trust by asking the developer herself. To have a better understanding about the modeler’s satisfaction and identify possible improvements, the IMA has different alternatives. For example, the IMA can request the modeler to fill in a satisfaction survey, which can be as simple as one single qualitative question about her whole experience with the IMA (e.g., rate your level of trust on the IMA from 1 to 5 being 1 not useful at all and 5 very useful) or more detailed. Another possibility is to ask the modeler to assign levels of confidence to individual suggestions and then composing an overall value for the whole system or its different subsystems (e.g., this could be achieved for (un)certainty, confidence, and belief and their propagation [11, 13]).
- **Level 2 – Feedback-based.** The IMA analyses the modeler’s interaction with the IMA and her feedback and infers the modeler’s satisfaction. For example, the IMA studies how many suggestions the modeler accepts, ignores, and rejects, how different the solution she finally models is from the suggestions she has received (the closer, the more useful the suggestions were and the more she should trust the IMA).
- **Level 3 – Community-based.** The IMA not only studies the trust of modelers individually but also its own reputation taking into account all modelers as a community. The IMA collects the trust of modelers for individual suggestions to assess their quality in a more generalized manner. The IMA could also use this information when giving recommendations. For example, it could informatively add the percentage of modelers that have chosen a specific recommendation. A modeler might trust more a recommendation which others have indicated as trust-worthy.

### 3.6 Explainability

We define explainability as the degree to which a modeler understands why a particular assistance was produced, which, in turn, gives insight into whether and why the provided help is relevant.

- **Level 0 – No explanation.** At the lowest level, an IMA does not offer any insight on how its assistance suggestions have been produced.
- **Level 1 – Basic.** IMAs that provide basic explanation report to the modeler what technique was used to produce the assistance. For example, the IMA might report that an assistance was produced by a decision tree or by pattern-matching the current model to other models from the same domain.
- **Level 2 – Detailed.** Detailed explanation not only discloses to the modeler the technique that was used to produce the assistance, but also the detailed information of the calculation. For example, if a decision tree was used, the IMA could show the modeler the decision path that was taken. If pattern matching was used, the IMA might show the modeler the models that matched her model.
- **Level 3 – Proven.** At the highest level, an IMA explains the full details of how a suggestion was obtained to a modeler without requiring her to understand the specific technique that was used to produce the assistance. In contrast to Level 2, with a proven explanation, an IMA is also capable of demonstrating to the modeler why the proposed recommendation is the best and not just how it arrived at the conclusion.

### 3.7 Quality Degree

The quality degree measures the degree of excellence of the IMA to address the needs of a modeler. More specifically this level of excellence is identified according to the properties and possibly extra information conveyed for each option provided by the IMA. It ranges from contextualized options, over syntactically or even semantically valid options in that context, to the computation of extra functional properties to allow a modeler to explore a possible design space and perform trade-off analysis. The following levels measure the quality degree of the IMA:

- **Level 1 – Simple lookup.** The IMA offers a set of options after a simple look up, possibly using external sources but not enforcing syntactic or semantic validity. It is called possibly interactively, and displays a list of the possible completions for the activity at hand, before the selected one is applied.
- **Level 2 – Safe lookup.** The IMA leverages the context shadow, external sources, and a syntactic or semantic description of the formalisms employed to provide the modeler with a set of options, which are all syntactically or semantically valid when applied to the current model.
- **Level 3 – Trade-off analysis.** The IMA leverages the context shadow, external sources, and tailored predictive models to compute the trade-off among several options with regards to given properties and metrics. The IMA supports the modeler in the exploration of such a design space and in the choice of a specific option to be applied.

### 3.8 Timeliness

Timeliness is one of the most important properties for measuring user satisfaction of software systems [6]. Unsurprisingly, this holds also true for recommender systems [4]. Although there are other interpretations of timeliness of IMAs (e.g., to which extend temporal information is considered [14] or how up-to-date the used information is [40]), we here focus on timeliness as a measure of responsiveness of the IMA. As such, it not only depends on the response time of the IMA for a given request, but also on the task, frequency, and modelers’ expectations (for the response time of a request). Consequently, when classifying IMAs, measuring the maximum response time or checking timeliness guaranties is of limited use, as these measurements are more suitable for classifying/optimizing distributed embedded and/or real-time systems [9, 36], as the perceived timeliness is greatly context-dependent [26]. Thus, we follow the notion proposed by Fadzlah [17] stating that timeliness is the “[c]apability in acting at a fitting or advantageous time or performing exactly at the time appointed” [17, p. 436]. In particular, this description focuses on the modelers’ perspective on completing a
task. While perfectly capturing the modeler’s perception, it does
dot account for the timeliness of the underlying software with
which the modeler interacts. An IMA’s task is to provide a suitable
recommendation at an advantageous time or whenever requested,
whereas the required timeliness of the IMA directly corresponds to
the task, request frequency, and patience of the modeler. While we
concede that quantifying to which extent response time satisfies
modelers’ expectations is possible with an empirical evaluation, we
propose that the timeliness of IMAs can be categorized with respect
to the acceptable response time and frequency of requests. The
following levels outline the categorization of an IMA’s timeliness:

- **Level 0 – Uncontrollable and sporadically.** The timeliness of
  an IMA is uncontrollable, if it defers its request to a third
  party, e.g., StackOverflow,\(^1\) whose response is beyond the
  reach of the IMA.
- **Level 1 – Long running and periodically.** The IMAs timeli-
  ness is long running, if recommendations require a long
  search/computation time, e.g., for computing semantics pre-
  serving model refactorings. Consequently, this recommenda-
  tion can be triggered manually or periodically (e.g., daily).
  The IMA should indicate the duration until completion and
  create a report of recommendations as a result.
- **Level 2 – Short running and regularly.** In contrast, an IMA
  is considered short running, if deriving recommendations
  is completed in seconds (at most minutes) upon a request.
  Similar to a search or build job, the IMA should indicate
  its progress and provide a dedicated view for the resulting
  recommendations to be shown upon completion.
- **Level 3 – Iterative and regularly.** Similar to short running,
  the IMA supports iterative timeliness, if it already displays
  found recommendations, while still completing its tasks.
- **Level 4 – Immediate upon request and frequently.** If the IMA
  immediately provides recommendations upon request, it
  is considered immediate. In particular, the response time
  expected by modelers should be below a second, e.g., when
  requesting quick fixes for an ill-formed model, regardless of
  whether results are provided at once or iteratively. Modelers
  will issue these requests more frequently and do not expect
  a large number of results.
- **Level 5 – Immediate autonomous and frequently.** In addition
to the previous level, an IMA is considered immediate au-
tonomous if it provides recommendations immediately with-
out waiting for a request from the modeler by observing
triggering actions of the modeler. As these actions occur
in high frequencies, the IMA must provide/recompute rec-
ommendations fast (under 500 milliseconds) as otherwise a
modeler’s actions might invalidate already provided recom-
mendations.

### 3.9 Quality of IMA Regarding External Sources

There are four dimensions to the *quality* of the IMA with respect
to its external sources, *i.e.*, the IMA is assessed against each of
these four dimensions. First, the IMA may be assessed by the scope
development artefacts, *i.e.*, technical data, information,
or knowledge about the project, or (ii) data, information,
or knowledge about employed IDEs and development tools,
*i.e.*, the technical infrastructure.

- **Level S2 – Process.** The IMA uses data, information, or knowl-
dge about the development process such as team size and
configuration, including technical background of team mem-
bers from résumés, which may involve the identification of
domain experts.

- **Level S3 – Social network.** The IMA uses skill/network profiles
of modelers from social networks, which may also involve
the identification of domain experts.

- **Level S4 – Runtime and metadata.** The IMA uses (i) perfor-
ance metrics of various kinds from system execution or
simulation or (ii) feedback from modelers and measured
properties about the IMA that are discussed in this paper.

- **Level S5 – Business and stakeholder.** The IMA uses (i) data,
information, or knowledge about business type and size,
customer profiles, and geographic area or (ii) data, informa-
tion, or knowledge about stakeholders such as intention,
ojectives, and demographics.

- **Level S6 – Science.** The IMA uses scientific data, information,
or knowledge such as novel modeling solutions.

- **Level S7 – Environment.** The IMA uses data, information, or
knowledge about the environment such as energy costs at
geographical location.

- **Level S8 – Law and culture.** The IMA uses (i) data, informa-
tion, or knowledge such as regulations, certification rules, and
standards or (ii) cultural data, information, or knowledge
such as broad values and social rules.

- **Level A1 – Private.** The IMA uses hard to access or often
unavailable (i.e., private) external sources.

- **Level A2 – Public.** The IMA uses only readily accessible and
available (i.e., public) external sources.

- **Level U1 - No guarantees.** The IMA does not know whether
external sources are up-to-date at all.

- **Level U2 - Eventually up-to-date.** The IMA uses external
sources that will be up-to-date, but the exact time frame
is unknown or variable.

- **Level U3 - Periodically updated.** The IMA uses external sources
that are reliably updated within a given time frame.

- **Level U4 - Immediately up-to-date.** The IMA uses external
sources that are continuously kept up-to-date.

- **Level C1 – Basic.** The IMA uses external sources without any
metadata (i.e., not well curated).

- **Level C2 – Curated.** The IMA uses external sources that are
well curated with a wealth of metadata.

\(^1\)https://stackoverflow.com
4 PROPERTY-BASED ASSESSMENT OF EXISTING AND FUTURE IMAS

Since the '80s, assistants have helped with specific software engineering activities such as design and development or to support the enactment of the overall software process. In Section 4.1, we give a brief overview of assistants that focus on modeling activities and assess them against the properties defined in Section 3, while in Section 4.2, we describe and assess three future scenarios. The assessments are made by consensus among the authors.

4.1 Assessment of Related Work

Focusing on the field of software and system modeling, existing assistants together support all key aspects of the system life-cycle of increasingly complex systems. Large efforts have gone into supporting common modeling languages like UML, e.g., to support a particular modeling process [37], and to help build diagrams from natural language [21] or through recommendations from similarities [16] or established patterns [25]. However, it is very time-consuming to build similar IMAs for the diverse set of other domain-specific abstractions that are tailored to heterogeneous stakeholders. A lack of understandability and comparability of IMAs contributes to this difficulty. The proposed properties with their levels are a first step towards addressing this issue.

In the context of domain-specific modeling languages, efforts to apply recommendation have been limited. IMAs are either applied to narrow contexts, e.g., the current model state and its possible extension with regards to the metamodel [35], or to specific interactions, e.g., helping modelers build and query domain-specific models using natural language via a chatbot interface [31, 32]. IMAs may also target specific activities, such as system requirements (e.g., focus on variability [7] or behavior [18]), domain modeling [5], or model transformations [8, 12]. Finally, leveraging a collective knowledge for a recommender system for the whole modeling process is envisioned to not only infer model transformations but also recommend model repair or refactoring [23]. Again, it is difficult to understand and compare these existing IMAs without an assessment framework.

Mendix Assist [2] and ServiceStudio [3] are two commercial tools that have recently introduced artificial intelligence-powered assistants to help citizen programmers develop their own applications. However, they focus on the area of low-code platforms and there is also not enough public data available to be able to assess these two tools.

Table 1 summarizes our assessment of existing IMAs discussed in this subsection based on the property levels introduced in Section 3. Furthermore, the table also shows the assessment of three future scenarios introduced in the following subsection. All existing IMAs focus only on syntactic model quality (Level 1 of Quality of IMA Regarding Model), i.e., they do not consider semantic or pragmatic quality, except for one case of semantic quality ([8]). The majority of existing IMAs remains at low levels of autonomy (Level 0 or 1), but there are four cases with higher autonomy ([8, 12, 16, 25]). None of the existing IMAs report on relevance (Level 0) or confidence (Level 0), or provide information about trust (Level 0), except for one case with high relevance ([12]). Most of the existing IMAs offer a basic level of explainability (Level 1), but there is one case ([35]) that reaches the more detailed level (Level 2). All but one existing IMA provide a safe lookup (Level 2 of Quality Degree), i.e., none of them reaches the level for trade-off analysis. Most existing IMAs provide recommendations regularly upon request and are able to do so quickly, i.e., at most minutes (Level 2 of Timeliness), except for three cases that offer more immediate and/or autonomous recommendations ([12, 25, 31, 32]). In terms of external sources, existing IMAs predominantly use a mix of public and private data (Level A1 or A2) that is well curated (Level C2) and periodically updated (Level U3). However, the scope is generally low at the level of project and infrastructure (Level 1) or process (Level 2), without making use of more sophisticated external sources such as scientific data and knowledge about the environment, law, and culture. In summary, existing IMAs score low for most properties, pointing to a large potential to improve intelligent modeling assistance.

Table 1: Assessment of existing and future IMAs

<table>
<thead>
<tr>
<th>Levels</th>
<th>Model</th>
<th>Autonomy</th>
<th>Relevance</th>
<th>Confidence</th>
<th>Trust</th>
<th>Explainability</th>
<th>Qu. Degree</th>
<th>Timeliness</th>
<th>Ext. Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>[37]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>[21]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>S5, A2, U3, C2</td>
</tr>
<tr>
<td>[16]</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>S1, A2, U3, C2</td>
</tr>
<tr>
<td>[25]</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>S1, A1, U3, C2</td>
</tr>
<tr>
<td>[35]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>S1, A1, U1, C2</td>
</tr>
<tr>
<td>[31, 32]</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>[18]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>S2, A2, U3, C2</td>
</tr>
<tr>
<td>[5]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>S1, A2, U3, C2</td>
</tr>
<tr>
<td>[8]</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>S2, A1, U3, C2</td>
</tr>
<tr>
<td>[12]</td>
<td>1</td>
<td>3</td>
<td>&gt;90</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>S1, A2, U1, C2</td>
</tr>
<tr>
<td>[23]</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>S1, A1, U3, C2</td>
</tr>
</tbody>
</table>

Scenario 1  | 2 | 5 | ≥ 90 | 100 | 3 | 2 | 2 | 5 | S7, A1, U3, C2 |

Scenario 2  | 3 | 5 | ≥ 80 | 100 | 2 | 3 | 3 | 1 | S7, A1, U3, C2 |

Scenario 3  | 2 | 3 | 0    | 0   | 2 | 1 | 2 | 4 | S8, A1, U4, C2 |

Not included in assessment, because it is a literature review.
As a junior architect, the IMA will support Jeronimo by providing quality of IMA regarding models (Level 2 of Quality of IMA Regarding Models) and high levels of autonomy (Level 5), relevance (Level \( \geq 90 \)), confidence (Level 100), trust (Level 3), explainability (Level 3), and timeliness (Level 5). The quality degree needs to include trade-off analysis (Level 3) and the scope of external sources needs to reach Level S8.

Scenario 1: Skill-based Support. This scenario shows how an IMA can support Jeronimo, a software architect at SpaceCorp in his work depending on his level of experience. The main task of Jeronimo is to work on structural modeling. Features of the IMA are enabled and disabled according to Jeronimo’s level of experience in the company. As a junior architect, the IMA will support Jeronimo by providing just-in-time, context-aware advice and information, i.e., taking into account the actions already performed by him. This support includes information collected from previously developed models in the company, standards, best practices, and certification information, such as “You are using engine vocabulary. An engine is generally connected to a propulsor. Do you need more information about this connection?”

As a more experienced architect, the IMA may give more precise and personalized suggestions to Jeronimo. For example, it could suggest identifier formatting or model layout usually used by Jeronimo. It can also recommend concepts related to ones currently modeled, e.g., when the engine consumption system is described, the IMA recommends the concept of fuel with its relation to the existing model fragment. The IMA always explains why and/or where its suggestions come from so that Jeronimo can take or ignore them fully understanding why he received them.

As an experienced architect, the IMA may propose to Jeronimo to import and customize existing models of other application domains related to the one he is modeling. Such recommendations enhance Jeronimo’s creativity. At all times, the IMA’s suggestions respect SpaceCorp’s policies about data privacy, ethics, etc.

In this context of a highly specialized company, the external sources of data are mainly private (Level A1) and gathered across the company’s lifetime. The nature of the data sources is broad and covers Jeronimo’s modeling, environment data, company-wide data, as well as general knowledge data (Level S7). In addition, the company ensures that the data is well curated (Level C2) and periodically updated (Level U3).

The data quality as well as the logic behind the IMA enables the IMA to provide safe (Level 2 of Quality Degree) and semantically correct recommendations with respect to the application domain (Level 2 of Quality of IMA Regarding Models). With each recommendation, the IMA provides a detailed explanation of why the recommendation is suggested (Level 2 of Explainability) as well as a confidence value associated to it (Level 100 of Confidence). Given the safety-critical application domain, the relevance of the recommendations of the IMA must be high (the level needs to be in the range \([90,100]\)). To minimize intrusiveness, the IMA collects context information and feedback from modelers and sporadically informs the modelers (Level 5 of Autonomy). This IMA not only learns about Jeronimo’s interaction with the IMA but also from models previously developed at the company. From this information, the IMA infers the level of trust modelers have (Level 3) and helps Jeronimo make better choices. Finally, this IMA reaches timeliness Level 5 to enhance the productivity of Jeronimo as much as possible.

Scenario 2: Multi-disciplinary Pull Request. In the second scenario, we consider the software development company IoTCorp working on IoT development for smart environments. These systems are by essence multi-disciplinary, including requirements such as maximization of network efficiency, energy consumption minimization, and maximization of data accuracy. Considering a set of such non-functional requirements (NFRs) to be satisfied, it is paramount to encourage the best possible trade-offs while designing the system’s architecture. The IMA supports this task by suggesting alternative architectural designs, at the global level allowing the architect to study the impact of the design choices on the levels of satisfaction of the NFRs. At a more fine grained level, the architect is guided by the IMA while pursuing modeling activities. As an example, consider that the architect has the goal to minimize energy consumption in the system, while at the same time maximizing performance. First, the architect can select from the most appropriate design patterns made available by the IMA, according to the situation at hand and the NFRs given. The IMA also guides the architect in the correct use of these patterns. Further, the IMA crucially identifies individual design decisions applied in a given local context, which may jeopardize the state of the system at a global level. Locally, an expert is often not able to perform the required trade-off analyses by themselves, because of the deep knowledge required from the other specialists’ domains. Therefore, the IMA identifies domain experts affected by a local design decision, contacts them through a multi-disciplinary pull request to make the trade-off options explicit to all, while individually adapting to the vocabulary, skill level, and interaction style of each expert. Corrective actions are suggested by the IMA in case they are needed (e.g., recommending a different architectural design that at first may have been considered not favorable), while feeding the resultant information into the global trade-off analysis.

Stakeholders expect that the architectural designs recommended by the IMA must be both syntactically and semantically correct, and these models must also be well understood by the different stakeholders involved in the architectural design task (Level 3 of Quality of IMA Regarding Models). Given the type of systems developed by the company and the domain problems tackled, the relevance of the recommendations must be high (i.e., in the range \([80,100]\)). Furthermore, the IMA needs to provide confidence values for its trade-off estimation all the time (Level 100), because Service Levels Agreements prescribe desired quality targets (e.g., maximization of network efficiency should be at least 95%) and the confidence value allows the architect to better understand how reliable a trade-off
The recommendations require a long search/computation time, are the entire class. Upon request she can also access the individual task completion, number of hints, and details of hints to assess the IMA proposes another task for Bob to complete further training learning performance record of each student. To improve the quality and words. Bob gets it, and starts drawing a diagram involving a having inferred that Bob is a group learner, the IMA assigns e.g., of his skills. This task, however, is adapted to Bob's learning style, the current class diagram, by applying well-formedness rules or mistakes: it first tells Bob there is a problem, then that the problem as a class. It then provides gradual hints to help Bob correct his anti-pattern detection. Here it identifies that Bob modeled Student for further hints. The IMA then provides him with feedback on class Person and a class Student. Bob either clicks "Done" or asks for further hints. The IMA then provides him with feedback on the current class diagram, by applying well-formedness rules or anti-pattern detection. Here it identifies that Bob modeled Student as a class. It then provides gradual hints to help Bob correct his mistake: it first tells Bob there is a problem, then that the problem lies around the class Student, then that Student should be a role played by a person, and ultimately gives him the solution. During the whole modeling activity of Bob, the IMA observes task completion, number of hints, and details of hints to assess Bob's skill level and learning style. Depending on his acquired skills the IMA proposes another task for Bob to complete further training of his skills. This task, however, is adapted to Bob's learning style, e.g., having inferred that Bob is a group learner, the IMA assigns Bob to another student who is also Bob's friend and with whom he can complete tasks collaboratively. For Alice, the teacher, the IMA compiles a learning report for the entire class. Upon request she can also access the individual learning performance record of each student. To improve the quality of recommendations, she can also evaluate the effectiveness of the given recommendations on task completion and learning outcomes.

To support the above teaching scenario, the IMA needs to ensure high model quality (Level 2) as it should guide the student to design a model that is both syntactically and semantically correct wrt. a given task. Although the IMA presents the student with one best recommendation on how to complete the task, it autonomously takes the current task, model under development, the number of preceding requests, and the student's skill level into account (Level 3 of Autonomy) to determine the confidence score of each recommendation and the overall relevance score. Based on that, the IMA determines the suitable recommendation, yet shows only the recommendation to the student that maximizes the learning experience (Level 2 of Quality Degree). The relevance and confidence scores are not displayed to the student to avoid confusion as only one recommendation is shown (Level 0 of Relevance and Confidence, respectively). From the above it becomes clear that the teaching IMA builds up trust with the student and continuously observes reaction of the student to provided recommendations calculating his/her satisfaction and acquired skill level (Level 2 of Trust). In addition, the IMA should be able to immediately provide a recommendation whenever a hint is requested (Level 4 of Timeliness).

Although the IMA does not provide explanations for recommendations to students, it provides teachers with basic explanations for the recommendations given (Level 1 of Explainability), as they might need to review the recommendations given to students during a course to adjust the recommendations.

To provide effective recommendations, the IMA must know the project, technical infrastructure, the process used by the student, as well as runtime and metadata information to gather feedback from the student to adjust the recommendations to maximize the learning experience. With access to the student's social network, the IMA might identify a group learner and suggest group learning exercises. With information about the student's cultural background, the IMA is able to further tailor its recommendations (Level S8 of Quality of IMA Regarding External Sources). As such, it uses private (Level A1), up-to-date (Level U4), and well curated (Level C2) external sources.

5 CONCLUSION AND FUTURE WORK

To enable better understanding, comparison, and selection of existing and future Intelligent Modeling Assistants (IMAs), we present a level-wise definition for the properties of the recently proposed Reference Framework for Intelligent Modeling Assistance (RF-IMA). A level for a property exemplifies particular capabilities of an IMA to support intelligent modeling assistance, which increases the higher the level. The property levels are a first step towards a comprehensive assessment grid for IMAs, which eventually could lead to a certification process for IMAs. In general, existing IMAs score low for most properties, indicating that there is still tremendous potential to improve intelligent modeling assistance. Therefore, we describe three future scenarios of intelligent modeling assistance that push the capabilities of IMAs further into unexplored areas.

While this paper offers a first assessment of a given set of existing modeling assistants as well as the three future scenarios, we plan to validate more thoroughly the property levels for a wider set of existing IMAs based on a survey of the modeling community. In
addition, realizing the future scenarios, e.g., by building prototypes of the described IMAs, would allow us to get further insights.

A future research avenue could be the potential use of the assessment grid as a blueprint for a feature model to configure IMAs as a product line. Along these lines, one could investigate trade-offs and dependencies among the different properties and their levels to get a better understanding of feature interactions in the feature model. Last but not least, IMAs themselves could be self-adaptive systems that can model themselves and learn from the interactions with the modeler to autonomously reach higher property levels.
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