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A B S T R A C T   

In recent times, bladder cancer has increased significantly in terms of incidence and mortality. Currently, two 
subtypes are known based on tumour growth: non-muscle invasive (NMIBC) and muscle-invasive bladder cancer 
(MIBC). In this work, we focus on the MIBC subtype because it has the worst prognosis and can spread to adjacent 
organs. We present a self-learning framework to grade bladder cancer from histological images stained by 
immunohistochemical techniques. Specifically, we propose a novel Deep Convolutional Embedded Attention 
Clustering (DCEAC) which allows for the classification of histological patches into different levels of disease 
severity, according to established patterns in the literature. The proposed DCEAC model follows a fully unsu-
pervised two-step learning methodology to discern between non-tumour, mild and infiltrative patterns from 
high-resolution 512 × 512 pixel samples. Our system outperforms previous clustering-based methods by 
including a convolutional attention module, which enables the refinement of the features of the latent space prior 
to the classification stage. The proposed network surpasses state-of-the-art approaches by 2–3% across different 
metrics, reaching a final average accuracy of 0.9034 in a multi-class scenario. Furthermore, the reported class 
activation maps evidence that our model is able to learn by itself the same patterns that clinicians consider 
relevant, without requiring previous annotation steps. This represents a breakthrough in MIBC grading that 
bridges the gap with respect to training the model on labelled data.   

1. Introduction 

Bladder cancer arises from uncontrolled proliferation of the uro-
thelial bladder cells, which leads to tumour development. A significant 
increase in adult incidence and mortality has been observed during the 
last several years in relation to this condition. Recent studies state that 
bladder cancer is the second most common urinary tract cancer and the 
fifth most prevalent among men in developed countries [1,2]. Nowa-
days, the diagnostic procedure for bladder cancer involves several 
time-consuming tests. First, urine cytology is performed to determine 
the presence of cancer cells [3]. Subsequently, vesico-prostatic and renal 
ultrasound are employed to locate the tumour and assess the type of 
growth, which can be used to determine the grade and prognosis of the 
patient. If the tumour cannot be located at the previous stage, MRI 
urography is carried out to analyse possible local spread [4]. If there is 
evidence of bladder cancer, the urologist usually performs a cystoscopy 
based on the transurethral resection technique [5], which allows for the 
extraction of a sample of abnormal bladder tissue to determine the type 

of tumour growth. After the preparation process, the biopsied tissue is 
usually stained with hematoxylin and eosin (H&E) to enhance its his-
tological properties. Finally, an additional staining process can be 
adopted to highlight special structures associated with the problem 
under study. The immunohistochemical CK AE1/3 technique was 
applied on the histological images used in this work to highlight the 
cancer cells by providing a brown hue when the antigen-antibody 
binding occurs. The two kinds of bladder cancer, non-muscle invasive 
(NMIBC) and muscle-invasive (MIBC), are distinguished depending on 
the level of invasion of tumour growth within the bladder wall. 
Currently, 75% and 25% of bladder cancer cases correspond to NMIBC 
and MIBC, respectively [2]. In this study, we focus on the MIBC category 
as it has the worst prognosis and favours tumour dissemination to 
adjacent organs. According to Ref. [6], MIBC does not usually present 
low-grade malignancy, but rather high-grade urothelial carcinomas. 
Following the classification criteria proposed by the World Health 
Organisation (WHO) [7], these can be classified as grade 2 or 3. Jimenez 
et al. [8] described three different histological patterns which correlate 
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with the patient outcome. Specifically, histopathological images stained 
with CK AE1/3 were annotated by a pathologist with more than 20 years 
of expertise considering nodular, trabecular and infiltrative patterns, as 
shown in Fig. 1. The nodular pattern (yellow box) is defined by the 
presence of well-delineated, circular nests of tumour cells. The trabec-
ular pattern is characterised by the presence of tumour cells arranged in 
interconnected bands. The infiltrative pattern, also known as tumour 
budding, is composed of cords of tumour cells (red box) or a small 
cluster of isolated cells called buds (blue box). The infiltrative pattern 
represents the most aggressive scenario and the worst prognosis for the 
patient [9–12]. Therefore, we combined nodular and trabecular struc-
tures into a single specific class (mild pattern) to grade the severity of 
MIBC according to the prognosis of the disease. We also considered a 
non-tumour pattern (pink box) to cover cases where the patient shows 
no signs of tumour. Thus, a multi-class scenario is conducted throughout 
the paper to classify bladder cancer into non-tumour (NT), mild (M) and 
infiltrative (I) patterns. 

1.1. Related work 

Accurate diagnosis of bladder cancer is a time-consuming task for 
expert pathologists and lacks reproducibility, leading to significant dif-
ferences in histological interpretation [13,14]. Many state-of-the-art 
studies have proposed artificial intelligence algorithms to assist 

pathologists in terms of cost-effectiveness and subjectivity ratio. Most of 
these approaches focused on machine learning techniques applied to 
H&E-stained histological images for segmentation [15–17] and classi-
fication [13,14,18–23]. 

Beginning with the segmentation-based studies, Lucas et al. [15] 
used the popular U-Net architecture to segment normal and malignant 
cases of bladder images. They then used the common VGG16 network 
[24] as a backbone to extract histological features from patches of 224 
× 224 pixels. The resulting features were combined with other clinical 
data to carry out a classification step using bidirectional GRU networks 
[25]. The proposed algorithm reported an accuracy of 0.67 for 5-year 
survival prediction. In Ref. [16], the authors carried out an end-to-end 
approach to discern between MIBC and NMIBC categories from H&E 
images. First, they performed a segmentation process to distinguish 
tissue from image background. Patches of 700 × 700 pixels were used to 
perform both manual and automatic feature extraction. The 
hand-crafted learning was conducted via contextual features such as 
nuclear size distribution, crack edge, sample ratio, etc., whereas the 
data-driven learning was conducted using the VGG16 and VGG19 ar-
chitectures. During the classification stage, different machine learning 
classifiers such as support vector machine (SVM), logistic regression 
(LR) and random forest (RF), among others, were used to determine the 
bladder tissue type. Manual approaches showed superior performance 
over deep-learning models, reaching an accuracy of 91–96% depending 

Fig. 1. The larger image corresponds to a Whole-Slide Image (WSI) of a patient suffering from muscle-invasive bladder cancer (MIBC). The top right of the figure 
(modified from Ref. [8]) is a diagrammatic representation of the theoretical arrangement of the patterns. The patches marked with colours denote different growth 
patterns. Specifically: (a) non-tumour pattern, (b) nodular arrangement (mild pattern), (c) trabecular arrangement (mild pattern), (d) tumour cell cords of an 
infiltrative pattern and (e) isolated tumour cells corresponding to an infiltrative pattern. 
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on the classifier. 
Most of the classification-intended studies also focused on H&E- 

stained histological images, as in the segmentation frameworks. In 
Ref. [18], researchers proposed a multi-class scenario to detect the 
molecular subtype in MIBC cases. They applied the ResNet architecture 
to patches of 512 × 512 pixels, achieving results for the area under the 
ROC curve (AUC) of 0.89 and 0.87 in terms of micro- and 
macro-average, respectively. In Ref. [19], the authors made use of the 
Xception network as a feature extractor from H&E-stained patches of 
256 × 256 pixels. An SVM classifier was then implemented to discern 
between high and low mutational burden, reaching values of 0.73 and 
0.75 for accuracy and AUC, respectively. Harmon et al. [20] proposed a 
classification scenario to detect lymph node metastases from H&E 
patches of 100 × 100 pixels. A combination of the ResNet-101 archi-
tecture with AdaBoost classifiers reported an AUC of 0.678 at test time. 
Another study [13] carried out a classification approach to categorise 
tissue type into six different classes: urothelium, stroma, damaged, 
muscle, blood and background. To this end, the authors combined su-
pervised and unsupervised deep learning techniques on patches of 128 
× 128 pixels stained with H&E. Specifically, they trained an autoen-
coder (AE) from the unlabelled images and used the encoder network to 
address the classification through features extracted from the labelled 
samples. They achieved multi-class scores of 0.936, 0.935 and 0.934% 
for precision, recall and F1-score metrics, respectively. One of the most 
prominent state-of-the-art studies (focusing on H&E-stained histological 
images of bladder cancer) was conducted in Ref. [14]. In this study, 
Zhang et al. compiled a large database of Whole-Slide Images (WSIs) 
with the aim of discerning between low and high grades of disease. They 
used an autoencoder network to identify possible areas with cancer. 
They then fed 1024 × 1024 regions of interest (ROIs) into a Convolu-
tional Neural Network (CNN) for classification into low and high classes. 
The proposed system obtained an average accuracy of 94%, compared to 
84.3% achieved by pathologists. The findings from this study reveal that 
there exists a significant subjectivity among experts in diagnosing from 
histological images of bladder cancer, as discussed in Ref. [13]. 

In addition to histopathological samples, other imaging modalities 
are also considered in the literature for bladder cancer analysis, e.g. 
magnetic resonance imaging (MRI) [17], cystoscopy [22,23] or 
computed tomography (CT) [21]. In particular, Dolz et al. [17] applied 
deep learning algorithms to detect bladder walls and tumour regions 
from MRI samples. In Refs. [22,23], different deep learning architec-
tures were implemented to distinguish between healthy and bladder 
cancer patients using cystoscopy samples. Yang et al. [21] outlined a 
classification between NMIBC and MIBC categories from CT images. 
Although immunohistochemical techniques are widely used in the 
literature to detect tumour budding, most state-of-the-art works applied 
them on colorectal cancer imaging [26–29]. However, there are rela-
tively few immunohistochemistry-based studies for the diagnosis of 
bladder cancer in the literature. As far as we are aware, only the study 
conducted in Ref. [30] proposed the use of immunofluorescence-stained 
samples to quantify tumour budding for the prognosis of MIBC via 
machine learning algorithms. Specifically, the authors aimed to estab-
lish a relationship between tumour budding and assessed survival in 
patients with MIBC. To do this, they carried out learning methods based 
on detecting nuclei and segmenting the tumour into stroma regions to 
count the isolated tumour budding cells. The authors proposed a sur-
vival decision function based on random forest, reporting a hazard ratio 
of 5.44. 

1.2. Contribution of this work 

To the best of our knowledge, no previous works have been con-
ducted to analyse the severity of bladder cancer using histological im-
ages stained with cytokeratin AE1/AE3 immunohistochemistry. 
Moreover, all the state-of-the-art studies focused on supervised learning 
methods to find dependencies between the inputs and the predicted class 

[13,14,19,20]. Some of them [13,14] also considered using unsuper-
vised techniques in the first methodological steps to find possible ROIs 
with cancer, but required labelled data to build the definitive predictive 
models. In addition, pattern recognition tasks aimed at grading bladder 
cancer have not been addressed in previous studies. 

To fill these gaps in the literature, we present in this paper a self- 
learning framework for bladder cancer growth patterns, which focuses 
on fully unsupervised learning strategies applied on CK AE3/1-stained 
WSIs. We propose a Deep Convolutional Embedded Attention Clus-
tering (DCEAC) that boosts the performance of the classification model 
without incurring the cost of labelled data. In the literature, deep- 
clustering algorithms have demonstrated a high rate of performance 
for image classification [31–33], image segmentation [34], speech 
separation [35,36] and data analysis [37], among other tasks. Inspired 
by Ref. [31], we propose a tailored algorithm capable of competing with 
the state-of-the-art results achieved by supervised approaches. As a 
novelty, we include a convolutional attention module to refine the 
features embedded in the latent space. Additionally, we are the first to 
focus on the arrangement of histological structures contained in the 
high-resolution patches to classify them into non-tumour (NT), mild (M) 
and infiltrative (I) patterns, according to the criteria proposed in 
Ref. [8]. We also computed a class activation map (CAM) algorithm [? ] 
to evidence that the proposed network focuses on specific structures that 
match with the clinical patterns associated with bladder cancer 
aggressiveness. 

The proposed end-to-end framework provides a reliable benchmark 
for making diagnostic suggestions without involving a pathologist, 
which adds significant value to the body of knowledge. In summary, the 
main contributions of this work are listed below:  

● For the first time, we make use of CK AE3/1-stained images to enable 
the automatic diagnosis of bladder cancer using machine learning 
algorithms.  

● We base on advanced unsupervised deep learning techniques to 
address bladder cancer classification without the need for prior 
annotation steps.  

● We propose a new deep-clustering architecture capable of improving 
the representation space via convolutional attention modules, 
resulting in better unsupervised classification.  

● We focus on high-resolution histological patches to learn specific- 
bladder cancer patterns and stratify different levels of disease 
severity according to the literature. 

We include heat maps highlighting decisive areas to incorporate an 
explainable component for network prediction. This provides an inter-
pretability perspective that matches the clinicians’ criteria. 

2. Material 

This study made use of a private database of 136 WSIs (one per pa-
tient) from the Hospital Universitario y Politécnico La Fe (Valencia, 
Spain). The WSIs were stained by immunohistochemistry, and were 
digitised using an intelligent scanner (LEICA BIOSYSTEMS – Aperio 
CS2) providing optical magnifications of 20 × (0.5 μm/pixel) and 40 ×
(0.25 μm/pixel) with a fast network interface of 1 GB/s. Specifically, the 
40 × resolution was selected to take advantage of the inherent structure 
of the bladder patterns associated with each grade of disease, as high 
image resolution is necessary in order to achieve an accurate diagnosis 
of bladder cancer. This is because the class dependencies are only 
evident in the high frequency of the image, especially the details of the 
tumour budding. 

In the first step of the database preparation (Fig. 2), an expert from 
the Pathological Anatomy Department performed a manual segmenta-
tion to indicate possible areas of interest. At this point, it is important to 
highlight that the segmentation was carried out in a very rough manner, 
as observed in the green areas of Fig. 2, in order to reduce the expert’s 
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annotation time as much as possible. The software used to perform the 
rough annotations was GIGAVISION: a system for labelling tumour re-
gions in gigapixel histological images [38]. A patching algorithm was 
then applied to extract cropped images with an optimal block size in 
terms of computational efficiency and structural content. Specifically, 
patches of dimensions 512 × 512 pixels were extracted, according to 
some of the most recent studies focusing on histopathological images 
[18,39,40]. Next, useless regions (WSI background) were discarded by 
selecting only those patches that contained more than 75% annotated 
tissue. After this, a total of 2995 representative patches composed the 
unsupervised framework. For validation purposes, an expert pathologist 
with more than 20 years of experience manually labelled each patch as 
non-tumour (NT), mild (M) or infiltrative (I) classes, according to the 
pattern criteria previously detailed in Section 1. The labelling process 
resulted in a dataset of 763 non-tumour, 1470 mild and 762 infiltrative 
cases, as reported in Fig. 2. It is essential to remark that we did not have 
access to the labelled data during the training phase, as we propose a 
fully unsupervised strategy to achieve self-learning of the patterns. The 
labels were only considered at test time to evaluate the models’ 
performance. 

Concerning the software and hardware aspects, all models were 
developed using TensorFlow 2.3.1 on Python 3.6. The experiments were 
performed on an Intel(R) Core(TM) i7-9700 CPU @3.00 GHz machine 
with 16 GB of RAM. For deep learning algorithms, a single NVIDIA DGX- 
A100 Tensor Core with cuDNN 7.6.5 and CUDA Toolkit 10.1 was used. 

3. Methods 

Recently, deep-clustering algorithms have risen to the forefront of 
image-based unsupervised techniques, as they are able to enhance 
feature learning while improving the clustering performance in a unified 
framework [31]. In this work, we address a fully unsupervised 
self-learning strategy to cluster a large collection of unlabelled images 
into k = 3 groups corresponding to three different severity levels of 
MIBC. Inspired by Ref. [31], we propose a novel Deep Convolutional 
Embedded Attention Clustering (DCEAC) in which the feature space is 
updated in an end-to-end manner to learn stable representations for the 
clustering stage. Unlike conventional approaches [33], the proposed 
DCEAC algorithm optimises the latent space by preserving the local data 
structure, which helps stabilise the clustering-learning process without 
distorting the embedding properties [31] (see Section 3.2). 

Self-learning methods aim at learning useful representations by 
leveraging the domain-specific knowledge from unlabelled data to 
accomplish downstream tasks. This training procedure is usually tackled 
by solving pretext tasks [41], relational reasoning [42] or contrastive 
learning [43] approaches. In our bladder cancer scenario, we advocate 
for a sequential strategy that uses image reconstruction as an 

unsupervised prior task. Specifically, we carry out a two-step learning 
methodology. First, a convolutional autoencoder (CAE) is trained to 
incorporate information about the properties of the histological domain 
(Section 3.1). Second (Section 3.2), a clustering branch is included at the 
output of the CAE bottleneck to provide the class information from the 
embedded features, which are updated by re-training the CAE on a 
combined network. In the following sections, we detail both learning 
steps. 

3.1. CAE pre-training 

Autoencoder (AE) is one of the most common techniques for data 
representation and aims to minimise the reconstruction error between X 
inputs and R outputs. AE architectures consist of two training stages: the 
encoder fφ(⋅) and the decoder gθ(⋅), where φ and θ are learnable pa-
rameters. The encoder network applies a non-linear mapping function to 
extract a feature space Z from the input samples X, such that f: X → Z. 
The decoder structure is intended to reconstruct the input data from the 
embedded representations; R = gθ(Z). The learning procedure is carried 
out by minimising a reconstruction loss function. 

AE architectures are typically defined by fully connected layers 
aimed at reducing the dimensionality of the feature space [33,37], or by 
convolutional layers acting to extract features from 2D or 3D input data 
[31]. Like [31], we adopted a CAE architecture to address the recon-
struction of the histological patches as a pretext task. However, our CAE 
differs from the current literature in a specific aspect of the network: the 
bottleneck. Unlike Guo et al. [31], who combined flatten operations 
with fully connected layers at the central part of the CAE, we introduced 
a convolutional attention module through a residual connection to 
improve the latent space for the subsequent clustering task. As seen in 
Fig. 3, the proposed CAE consists of three main structures: encoder, 
bottleneck and decoder. The encoder is composed of three stacked 
convolutional layers with a 3 × 3 receptive field (blue boxes). At the 
bottleneck, we defined an attention block that allows the embedded 
features to be refined in the spatial dimension. Specifically, the proposed 
module combines 1 × 1 convolutions (green boxes) with a sigmoid 
function (purple layer) intended to re-calibrate the inputs. The inclusion 
of an identity shortcut forces the network to stabilise the feature space 
by propagating larger gradients to previous layers via skip connections. 
An additional 1 × 1 convolutional layer was included at the end of the 
bottleneck to extract the latent space (zi) without affecting the di-
mensions of the feature maps. In the decoding stage, we applied regu-
larisation operations between the transposed convolutional layers 
(yellow-contour boxes) throughout Batch Normalisation (BN) to avoid 
the internal covariate shift [44]. Notably, no pooling or up-sampling 
layers were used to adapt the dimensions of the feature maps after 
each convolutional step. Instead, we worked with a stride > 1 in both the 

Fig. 2. Database preparation process. On the left-hand side, the rough segmentation (in green) carried out by the pathologist can be seen. Note that each WSI has a 
different size. In the next section, a patching algorithm was applied on the 136 WSIs stained with CK AE1/3 to extract sub-images (patches) of 512 × 512 pixels. The 
red rectangles correspond to some examples of useful patches. Finally, a labelling step was conducted for validation purposes. The resulting 2995 sub-images were 
classified by the expert as non-tumour (NT), mild (M) or infiltrative (I) pattern to give rise to a multi-class scenario for bladder cancer grading. 
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encoder and decoder structures to provide a more transformable 
network by learning spatial sub-sampling [31]. 

As observed in Fig. 3, given an input set of patches X = {x1, x2, …, xi, 
…, xN}, with N samples per batch, the encoder network maps each input 
xi ∈ RM×M×3 into an embedded feature space zi = fφ(xi) resulting from 
the attention module. At the end of the autoencoder network, the 
decoder function was trained to provide a reconstruction map ri = gθ(zi) 
trying to minimise the mean squared error (MSE) between the input xi 
and the output ri, according to Equation (1). Note that the histological 
patches were resized from M0 = 512 to M = 128 to alleviate GPU con-
straints during model training. 

Lr =
1
N

∑N

i=1
‖xi − gθ(fφ(xi))‖

2 (1)  

3.1.1. Learning details for the CAE pre-training 
Given a training set 𝒳 = {X1,…,Xb,…,XB} composed of 2995 his-

tological patches, the proposed CAE was trained during ε = 200 epochs 
by applying a learning rate of 0.5 on B = 94 batches, with Xb⊂𝒳 being a 
single batch composed of N = 32 samples. The Adadelta optimiser [45] 
was used to update the reconstruction weights by minimising the MSE 
loss function Lr after each epoch e, as detailed in Algorithm 1. Loading 
the 2995 histological samples in memory takes 156.59 s at the beginning 
of the model’s training. Then, each epoch takes 6.87 s to train the B = 94 
batches. 

Algorithm 1. CAE training.

3.2. DCEAC training 

In the pioneer deep-clustering work [33], the authors proposed a 
Deep Embedded Clustering (DEC) algorithm in which the decoder 
structure was discarded during the second stage of clustering training. 
However, Guo et al. [31] demonstrated that fine-tuning only the encoder 
network could distort the feature space and hurt the classification per-
formance. Instead, they kept the decoder untouched under the claim 
that AE architectures can avoid embedding distortion by preserving the 
local information of the data [46]. We also propose a simultaneous 
learning process for both reconstruction and clustering branches to 
avoid feature space corruption, similar to the approach taken in 
Ref. [31]. 

Once the CAE was pre-trained in the first stage (Algorithm 1), we 
incorporated a clustering branch at the output of the CAE bottleneck 
giving rise to the proposed DCEAC model able to provide a soft label of 
class dependency. From the embedded representations zi = {zi,1, …, zi,k, 
…, zi,C}, with C = 256 the number of feature maps zi,k ∈ RH×W, we 
performed a spatial squeeze to obtain a feature vector z′

i ∈ RC leading to 
a better label assignment. As depicted in Fig. 4, a Global Average Pooling 
(GAP) layer (faded green) was used to reduce the feature maps 
zi,k ∈ RH×W, with H = W = 32, into the feature vector z′

i,k ∈ R1×1 (see 
Equation (2)). 

z′

i,k =
1

H × W

∑H

h=1

∑W

w=1
zi,k(h,w) (2) 

After the GAP operation, a clustering layer (red box in Fig. 4) was 
included to map each embedded representation z′

i onto a soft label qi,j, 
which represents the probability of z′

i belonging to cluster j. In accor-
dance with 3, qi,j was calculated via Student’s T-distribution [47], 
keeping the cluster centres {μj}

K
1 as trainable parameters. 

qi,j =
(1 +

⃦
⃦z′

i − μj

⃦
⃦2
)
− 1

∑
j(1 +

⃦
⃦z′

i − μj

⃦
⃦2
)
− 1 (3) 

Note that the cluster centres were initialised by running kmeans on 
the embedded features z′

i , as detailed in Algorithm 2. From here, a 
normal target distribution pi,j (defined in Equation (4)) was used as the 
ground truth during model training. 

Fig. 3. Architecture of the proposed CAE used for image reconstruction as a pretext task during the learning process.  
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pi,j =
q2

i,j

/∑
iqi,j

∑
jq2

i,j

/∑
iqi,j

(4) 

The learning framework for the proposed DCEAC (Algorithm 2) was 
carried out by minimising a custom loss function (Equation (5)), where 
ℒr and ℒc are the reconstruction and clustering losses, respectively. γ >
0 is a temperature parameter used to prevent the distortion of the feature 
space, as γ = 0 would be equivalent to training just the CAE architecture, 
as detailed in Section 3.1. 

ℒ = ℒr + γℒc (5) 

Specifically, the clustering loss was defined as Kullback-Leibler 
divergence (KL = (P‖Q)) according to Equation (6), whereas the MSE 
was used as a reconstruction loss function. 

ℒc =
∑

i

∑

j
pij log

pi,j

qi,j
(6) 

As mentioned above, the autoencoders are responsible for preserving 
the local structure of the data, so the clustering term must provide only a 
slight contribution to the updating of the weights in order to avoid latent 
space corruption. Therefore, we empirically set γ = 0.3 for all experi-
ments in the training process detailed in Algorithm 2. 

Algorithm 2. DCEAC training.

3.2.1. Learning details for DCEAC training 
As in the previous CAE pre-training, given an input batch Xb of N =

32 samples, we made use of the Adadelta optimiser with a learning rate 
of 0.5 to minimise the custom loss function ℒ detailed in Algorithm 2. In 

this case, a single epoch takes 12.42 s to train each batch of B = 94 
histological samples. 

4. Experimental results 

4.1. Comparison with other state-of-the-art methods 

In this section, we show a comparison between the proposed DCEAC 
model and the most relevant deep clustering-based works in the litera-
ture. In particular, we adapted the study carried out in Ref. [33], where 
the authors proposed a two-step learning strategy based on a Deep 
Embedded Clustering (DEC) model composed of fully connected layers. 
In the first step, they trained the autoencoder network to extract domain 
knowledge from the unlabelled images. In the second step, after 
encoding the specific image information, Xie et al. [33] discarded the 
decoder structure to directly address the clustering phase from the 
learned feature space without considering the reconstruction error. 
However, later works such as [31] claimed that CAEs are more powerful 
than fully connected AEs for dealing with images. Thus, we adapted the 
previous DEC methodology by including convolution operations instead 
of fully connected layers. To do this, we followed the methodology 
proposed in Ref. [48], where stacked CAEs were originally proposed for 
hierarchical feature extraction. To perform a reliable state-of-the-art 
comparison, we fused both clustering [33] and CAE architectures [48] 
to provide a refined DEC model (rDEC). 

We also replicated the experiments conducted by Guo et al. [31], 
who proposed a hybrid learning for deep-clustering with convolutional 
autoencoders. The main difference with respect to the previous rDEC is 
that [31] kept the decoder term untouched during model training, 
resulting in a hybrid framework that combines reconstruction Lr and 
clustering Lc losses. The idea behind this is that the feature space 
embedded in rDEC could be distorted if only clustering-oriented loss is 
used. Therefore, they proposed leveraging the decoder structure to avoid 
latent space corruption by also considering the reconstruction error. 
Note that one of the main contributions of Guo et al. [31] lies in the 
proposed bottleneck, as they forced the dimension of the embedded 
features to be equal to the number of clusters along the fully connected 
layers. However, this is not scalable to other classification problems with 
higher-dimensionality input images or with a reduced number of clus-
ters. Specifically, they applied the algorithms on the MNIST dataset 
composed of samples xi ∈ ℛ28×28×1 and provided an embedded space zi 
with 10 features, depending on the k = 10 number of clusters. In our 
case, we deal with 128 × 128 × 3 pixel images, where the high reso-
lution is essential for the classification performance, unlike in the MNIST 
dataset. Furthermore, our goal is to classify the histological samples into 
k = 3 classes, so replicating the architecture of [31] is unfeasible as the 
decoder term would be unable to reconstruct the images from only three 
feature values. Therefore, to drive a convincing comparison with [31], 
we kept the same architectures and training details proposed in this 
work, but removed the convolutional attention module as it is one of our 
own main contributions. Henceforth, we will refer to this approach as 
rDCEC. 

4.2. Quantitative results 

In this section, we report the unsupervised classification perfor-
mance achieved by the aforementioned rDEC [33] and rDCEC [31] al-
gorithms in comparison to our proposed DCEAC model. Conventional 
methods based on running the clustering algorithms (kmeans, spectral 
and agglomerative) on the feature space were also considered to find out 
the performance difference between the proposed model and traditional 
techniques. These conventional approaches will be referred to as AE +
kmeans, AE + spectral and AE + agg, respectively. In Table 1, we present 
the class performance obtained from the conventional clustering 
methods to show how well the three algorithms classify the 2995 his-
tological patches with non-tumour (NT), mild (M) and infiltrative (I) 
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patterns. Similarly, we also evaluate the per-class behaviour of the deep 
clustering-based algorithms (rDEC, rDCEC and DCEAC) in Table 2. In 
addition, the micro- and macro-average classification results are re-
ported in Table 3. Both metrics provide information about the overall 
average performance of the classification models, but the micro-average 
takes into account the imbalance between classes, which allows for a 
truer picture of the models’ behaviour than does the macro-average. 
Comparison among the different methods is handled by means of 
different figures of merit, such as sensitivity (SN), specificity (SP), 
F-score (FS), accuracy (ACC) and area under the ROC curve (AUC). 

To improve the comparison between the six learning approaches, we 
represent in Fig. 5 the latent space laid out by each clustering model 
with its respective confusion matrix. While the confusion matrix pro-
vides information about the classification ability of each model, the 
representation of the embedded features contributes to a more 
comprehensive clustering scenario for bladder cancer grading. Thus, 

while the latent space representation would fit better in the qualitative 
section, the confusion matrix provides a quantitative perspective that 
aids the interpretation of the embedded feature map, as discussed in 
Section 5. 

4.3. Qualitative results 

In an attempt to incorporate an interpretative perspective for the 
reported quantitative results, we computed the class activation maps 
(CAMs), which highlight the regions to which the model pays attention 
in order to predict the class of each sample. This often helps to find 
hidden patterns associated with a specific class or to determine whether 
the label prediction is based on the same patterns as the clinicians’ 
findings. In this way, the reported heat maps lead to a better under-
standing of the embedded feature space by pinpointing areas of the 
histological patches that are decisive in cluster assignment. 

Table 1 
Unsupervised classification results per class achieved from conventional clustering methods.   

NON-TUMOUR MILD INFILTRATIVE 

AE + kmeans AE + spectral AE + agg AE + kmeans AE + spectral AE + agg AE + kmeans AE + spectral AE + agg 

SN 0.9345 0.9227 0.9869 0.5020 0.6327 0.7415 0.5105 0.5827 0.2533 
SP 0.9870 0.9718 0.9960 0.7659 0.8210 0.6249 0.6556 0.7398 0.8307 
FS 0.9475 0.9203 0.9875 0.5754 0.6958 0.6960 0.4052 0.4969 0.2896 
ACC 0.9736 0.9593 0.9937 0.6364 0.7285 0.6821 0.6187 0.6938 0.6838  

Fig. 4. Architecture of the proposed Deep Convolutional Embedded Attention Clustering (DCEAC). The model is trained in an end-to-end manner by minimising both 
reconstruction and clustering loss functions. The reconstruction pretext task stabilises the feature space zi avoiding the embedding distortion, while the clustering 
term predicts the soft-class assignments qi. 

Table 2 
Unsupervised classification results per class achieved from deep-clustering methods.   

NON-TUMOUR MILD INFILTRATIVE 

rDEC rDCEC DCEAC rDEC rDCEC DCEAC rDEC rDCEC DCEAC 

SN 1 1 0.9987 0.8082 0.8952 0.9041 0.4659 0.5105 0.6168 
SP 0.9319 0.9780 0.9978 0.8262 0.7862 0.8118 0.8782 0.9319 0.9364 
FS 0.9094 0.9689 0.9961 0.8129 0.8458 0.8613 0.5112 0.5971 0.6841 
ACC 0.9492 0.9836 0.9980 0.8174 0.8397 0.8571 0.7733 0.8247 0.8551  

Table 3 
Unsupervised classification results in terms of micro- and macro-average achieved from both conventional and deep clustering methods.   

MICRO-AVERAGE MACRO-AVERAGE 

AE + kmeans AE + spectral AE + agg rDEC rDCEC DCEAC AE + kmeans AE + spectral AE + agg rDEC rDCEC DCEAC 

SN 0.6144 0.6938 0.6798 0.7699 0.8240 0.8551 0.6490 0.7127 0.6606 0.7580 0.8019 0.8399 
SP 0.8072 0.8469 0.8399 0.8850 0.9120 0.9275 0.8028 0.8442 0.8172 0.8788 0.8987 0.9153 
FS 0.6144 0.6938 0.6798 0.7699 0.8240 0.8551 0.6427 0.7043 0.6577 0.7445 0.8039 0.8472 
ACC 0.7429 0.7959 0.7865 0.8466 0.8827 0.9034 0.7429 0.7959 0.7865 0.8466 0.8827 0.9034 
AUC 0.7259 0.7784 0.7389 0.8184 0.8503 0.8776 0.7259 0.7784 0.7389 0.8184 0.8503 0.8776  
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As can be deduced from Fig. 5, the major challenge in the classifi-
cation of MIBC lies in distinguishing mild (M) and infiltrative (I) 
cancerous patterns, as expected. For this reason, in Fig. 6 we present 

several examples of heat maps corresponding to missclassified samples 
to elucidate why the proposed model is flawed. We also show examples 
of well-predicted CAMs to evidence the relevant structures to which the 

Fig. 5. The top row with the scatter graphics corresponds to the representation of the latent space from the clustering classification achieved by each method. The T- 
distributed Stochastic Neighbour Embedding (TSNE) tool was employed to illustrate the feature space in a 2D map. Well- and missclassified embedded features are 
represented by spots and crosses, respectively. The green, blue and red colours refer to the non-tumour (NT), mild (M) and infiltrative (I) patterns. In the bottom row, 
a confusion matrix per method is shown to elucidate the performance of each one in discerning the three different levels of MIBC disease severity. 

Fig. 6. Class activation maps highlighting the regions that the proposed DCEAC model considers relevant for the class prediction. The green frame refers to well- 
predicted images with mild (M) and infiltrative (I) patterns, whereas the red frame corresponds to missclassified samples where disease aggressiveness has been 
confused. The more important the areas, the warmer the colour in which they are represented in the heat maps, so that the blue tones denote less important regions, 
and red tones refer to more important ones. 
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network pays attention when predicting correctly. Specifically, we show 
five examples per case to make clear the criteria followed by the pro-
posed model to determine the class. In the green frame of Fig. 6, we 
illustrate well-classified mild (a-e) and infiltrative (f-j) histological 
patterns. Additionally, in the red frame, we show bladder cancer sam-
ples with a mild pattern missclassified as tumour budding (k-o), and vice 
versa (p-t). The findings from the class activation maps will be discussed 
in Section 5. 

5. Discussion 

5.1. About quantitative results 

From Tables 1 and 2, we can observe that all the contrasted models 
work well for detecting the non-tumour class. In the conventional ap-
proaches (Table 1), the AE + agg algorithm shows slightly better per-
formance, but at the cost of greatly compromising detection of the rest of 
the classes, as discussed below. In contrast, the proposed DCEAC model 
(Table 2) achieves the highest performance for all metrics except for 
sensitivity, as the model missclassifies a non-tumour sample as an 
infiltrative case, as reported in the confusion matrix of DCEAC in Fig. 5. 
With respect to the mild (M) and infiltrative (I) patterns, it is appreciated 
that the deep-clustering models notably improve the success of unsu-
pervised classification compared to conventional approaches. Regarding 
the mild class, AE + spectral and AE + agg clustering methods show 
similar behaviour, but the proposed model provides the highest per-
formance with an increase in accuracy of 12.85% with respect to the best 
conventional approach. Only rDEC surpasses it in any metric (by 1% in 
specificity), but in exchange for a 10% drop in sensitivity relative to the 
proposed DCEAC. During the evaluation of the infiltrative class, the AE 
+ agg method drops strongly, which places AE + kmeans and AE +
spectral as much more reliable conventional clustering algorithms. 
Comparing all algorithms side-by-side, the proposed DCEAC method 
shows the best results for all metrics, especially the F-score, in which 
DCEAC outperforms the other approaches by more than 10%. 

Table 3 reports the overall performance of the models, in terms of 
micro- and macro-average. As mentioned above, the micro-average re-
sults take into account the imbalance between classes, which is an 
important aspect in this study, as the samples with mild pattern are over- 
sampled. Nevertheless, the proposed DCEAC model consistently out-
performs the other clustering methods by 2–3% across both micro- and 
macro-averaging, as can be seen in Table 3. As a final remark on the 
quantitative results, it is worth noting that the expert’s decision co-
incides with the proposed artificial intelligence system in 90.34% of the 
cases, according to the average accuracy. 

A reinforcement of the quantitative results is reported in Fig. 5. In the 
confusion matrices, it is clear from the range of colours that all models 
tend to confuse mild cancerous and infiltrative patterns. Conventional 
algorithms demonstrate a very low ability to discern between cancerous 
samples as most of the images are predicted as a mild pattern due to 
oversampling of that class. This changes when deep-clustering algo-
rithms are profiled. Specifically, the rDEC model improves the classifi-
cation of carcinogenic images but greatly compromises that of the non- 
tumour class by missclassifying samples with infiltrative pattern. In 
contrast, the rDCEC model improves the results by significantly 
decreasing the instances of tumour budding samples erroneously pre-
dicted as non-tumour cases. In addition, rDCEC increases the number of 
true positives for tumour samples. However, this model presents a major 
shortcoming in predicting infiltrative patterns, as a large number of 
them are wrongly labelled as mild. Unequivocally, the proposed DCEAC 
model provides the best classification results. The number of samples 
with tumour budding missclassified as non-tumour cases decreases to a 
minimum, in contrast to the aforementioned methods. Moreover, the 
number of true positives increases for both mild and infiltrative patterns 
compared to the results of the other methods, while false positives and 
false negatives are reduced. 

The representation of the embedded feature space offers a visual 
perspective of the quantitative results. We can observe that the con-
ventional approaches are able to roughly discern between non-tumour 
and carcinogenic histological samples. However, the point clouds are 
too fuzzy to separate mild from infiltrative classes. Contrarily, the rDEC 
model shows a better distribution of the embedded data, although the 
features relative to each class are still close together in the latent space. 
This improves in the case of the rDCEC model, where independent 
clusters start to become apparent. The non-tumour features (shown in 
green) become unmarked in the representation space and the embedded 
tumour samples start to disperse into different classes of cluster. Indis-
putably, the DCEAC algorithm provides the best embedding represen-
tation as the features are distributed throughout the latent space, 
forming independent clusters according to a specific class. This further 
strengthens our confidence in the ability of the proposed model to 
discern between non-tumour, mild and infiltrative histological patterns. 

From the above in-depth analysis of the quantitative and interpre-
tative results, several conclusions can be drawn. The first is that the use 
of deep learning techniques improves classification performance 
compared to conventional clustering approaches. As expected, all deep 
clustering-based methods, i.e. rDEC, DCEC and DCEAC, outperform the 
baseline based on the traditional kmeans, spectral and agglomerative al-
gorithms. This is because the deep-clustering models allow for a more 
extensive learning stage in which the embedded features conform to a 
target distribution, unlike conventional algorithms, which modify the 
clusters iteratively without updating the feature learning. Additionally, 
we can observe that models with both the reconstruction and clustering 
branches integrated into a unified framework provide better results than 
the rDEC model, which carries out the learning process in two inde-
pendent stages. The reason behind rDCEC and DCEAC outperforming 
rDEC lies in the preservation of the local structure of the embedded data. 
Since rDCEC and DCEAC models have a connected output between the 
clustering and reconstruction stages, the clustering term can transfer 
class information to the reconstruction term, which is responsible for 
updating the weights of the encoder network. In this way, the embedded 
features can be optimised by incorporating the class prediction without 
distorting the latent space, thanks to the decoder structure. Finally, the 
proposed DCEAC model shows substantial performance improvements 
over the rest of the approaches. This is due to the inclusion of the con-
volutional attention block, which allows for the refinement of the latent 
space, in order to provide more suitable features for the clustering phase. 

5.2. About qualitative results 

As observed in the CAMs shown in Fig. 6, the proposed DCEAC model 
focuses on tumour cell nests (Fig. 6, a-c) and interconnected tumour 
bands (Fig. 6, d-e) when predicting samples with a mild pattern. This 
implies that the proposed network has learnt by itself to associate 
nodular and trabecular structures with a mild pattern of disease. 
Furthermore, the DCEAC model recognises small clusters of isolated 
buds (Fig. 6, f-g) or tumour cell cords (Fig. 6, h-j) as structures charac-
teristic of the infiltrative pattern. These findings are evidenced in the 
green frame of the heat maps corresponding to well-predicted samples. 

In the case of the wrong predictions (red frame in Fig. 6), we can 
observe that the proposed network maintains consistency in deter-
mining the class of each sample. The histological patches in Fig. 6(k–o), 
in which the network highlights small filaments reminiscent of tumour 
budding structures, are similar in appearance to infiltrative patterns. 
However, the true label assigned by the expert for these samples was a 
mild pattern, as trabecular structures are often difficult to distinguish 
from the cell cords of the infiltrative pattern. The qualitative results thus 
present an opportunity here for the model’s suggestions to serve a role 
similar to that of a second opinion, and lead pathologists to reconsider 
their diagnoses. In addition, the human eye is susceptible to fatigue, so 
the proposed system could help in cases where some patterns have gone 
unnoticed, in order to avoid a biased diagnosis. 
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In contrast, in the cases of Fig. 6(p–t), samples with an infiltrative 
pattern are erroneously predicted by the model as mild cases. In these 
histological patches, the proposed network focuses on larger structures 
related to nodular or trabecular patterns, but ignores small, isolated 
tumour cells that lead to increased severity of bladder cancer. It follows 
that, although the final prediction could be wrong, the pattern recog-
nition accomplished by the model maintains consistency. Note that the 
model is wrong because patterns that belong to a different class coexist 
in the same histological patch, so we will face this problem in future 
research lines. 

In summary, the proposed DCEAC model demonstrates, through heat 
maps, a high-confidence prediction as it is able to focus on the same 
patterns as the clinicians, without having prior information from them. 
As mentioned above, the expert’s opinion and the proposed model 
coincide in most cases (specifically, 90.34% of cases). Thus, the artificial 
intelligence system could help as a computer-aided system for process 
review, which would lead to an improvement in the quality of diagnosis 
without the need to involve other experts. In addition, the proposed 
system could be used as a competent tool to help inexperienced pa-
thologists by suggesting annotations for specific areas of interest. 

6. Conclusion 

In this paper, we have proposed a novel self-learning framework 
based on deep-clustering techniques to grade the severity of bladder 
cancer through histological samples. Immunohistochemistry staining 
methods have been considered to enhance the non-tumour, mild and 
infiltrative patterns, according to the literature. The proposed DCEAC 
outperforms other conventional and deep clustering-based methods, 
achieving an average accuracy of 0.9034 for grading the aggressiveness 
of MIBC. Furthermore, the reported CAMs show that the proposed sys-
tem is able to self-learn the same structures as clinicians to associate 
patterns with the correct disease severity grade, without incurring prior 
annotation steps. In this line, our fully unsupervised approach bridges 
the gap with respect to other supervised algorithms, as the proposed 
system does not require the involvement of experts for model training. 

In future research lines, we will work on improving the accuracy of 
tumour sample classification when structures of different growth pat-
terns appear in the same image. We will propose the use of convolutional 
variational autoencoders considering probabilistic and deterministic 
attention modules. We will use more powerful hardware systems to 
process entire high-resolution WSIs to provide a diagnosis per biopsy, 
instead of per patch. Finally, we will pursue an end-to-end system in 
which no prior raw annotations are necessary. 
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