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Structural identifiability of linear singular
dynamic systems

Begõna Cant́o, Carmen Coll and Elena Sánchez

Abstract Structured singular systems depending on a parametric vector are consid-
ered. The identification of the parameters is analyzed in terms of the input-output
behavior of the system. The role of the reachability and observability properties in
this analysis is studied and a characterization of the structural identifiability prop-
erty is given. Finally, the structural identifiability of a positive reachable system is
studied.

1 Introduction

Structured systems are used in the modeled of mechanical, electrical, biological and
economics models. Normally, the mathematical model incorporates parameters that
symbolize empirical relations among variables. Given a parametrized state space
model, structural identifiability is concerned with whether the unknown parame-
ters within the model can be identified from the experiment considered. A struc-
tural global identifiability analysis of the model is important in the modeling pro-
cess and is necessary for the system identification or the parameter estimation. It
means uniqueness of the parametric structure in the model. If the structural global
identifiability property holds, it is possible to determine the values of the parame-
ters uniquely in terms of known quantities. Several results on structured and global
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identifiability linear system have been published. For instance, a survey on linear
structured systems is given in [6] and references therein. For references of global
identifiability see [1] and [8]. In the singular case, few results have been given, see
for instance [2] and [7]. In this paper a characterization for the structural identifia-
bility of linear singular systems is treated.

The motivation for the study of structural identifiability of positive systems is
the used of positive structured linear systems in economics, chemistry and other
research areas. In these systems the structure of coefficients matrices plays an im-
portant role because there are the positive restrictions on the behavior of the system.

A powerful tool used in the solution of the singular systems is the Drazin inverse.
Let M ∈ Cn×n a square matrix. The matrixMD is the Drazin inverse ofM if it
satisfiesMDMMD = MD, MMD = MDM andMk+1MD = Mk, wherek= ind(M), the
least nonnegative integer such thatrank(Mk) = rank(Mk+1), is the index of matrix
M.

Consider a structured singular system

E(p)x(k+1) = A(p)x(k)+B(p)u(k), (1)

y(k) = C(p)x(k)

where the matricesE(p),A(p) ∈Rn×n, B(p) ∈Rn×m andC(p) ∈Rm×n have a fixed
structure withp belongs to a subsetP ⊆ R∇. Matrix E(p) is singular withn1 =
rank(ED(p)E(p)) andl = ind(E(p)). This structured singular system is denoted by
S(p) = (E(p),A(p),B(p),C(p),P). If there existsλ ∈ C such thatdet[λE(p)−
A(p)] 6= 0 the systemS(p) has solution. The output of the system is given by

y(k) =
(
C(p)(ED(p)A(p)

)k
ED(p)E(p)x(0)

+
k−1

∑
i=0

C(p)ED(p)
(
ED(p)A(p)

)k−i−1
B(p)u(i)

−C(p)
(
I −ED(p)E(p)

) l−1

∑
i=0

(
E(p)AD(p)

)i
AD(p)B(p)u(k+ i) ,

if E(p)A(p) = A(p)E(p) andker(E(p)) ∩ ker(A(p)) = {0}. The admissible initial
conditions set,X0, is given by

X0 = Im
[
ED(p)E(p) H0 . . . Hq−1

]

whereHi =
(
I −ED(p)E(p)

)(
E(p)AD(p)

)i
AD(p), i = 0, . . . , l −1.

Before solving the identifiability problem we will remind the definition of reach-
able, observable and similar properties.

A systemS(p) is calledstructurally reachableif, for all p ∈P the reachability
matrices



Structural identifiability of singular systems 3

R f (S(p)) =
[
ED(p)B(p) . . . ED(p)

(
ED(p)A(p)

)n−1
B(p)

]

Rb(S(p)) =
[(

I −ED(p)E(p)
)

AD(p)B(p) . . .

. . .
(
I −ED(p)E(p)

)(
E(p)AD(p)

)l−1
AD(p)B(p)

]
,

have full rank, that isrank(R f (S(p))) = n1 and rank(Rb(S(p))) = n− n1. And,
a systemS(p) is calledstructurally observableif, for all p ∈ P the observability
matrices

O f (S(p)) =
[
(C(p)ED(p))T . . . (C(p)ED(p)

(
ED(p)A(p)

)n−1)T
]T

Ob(S(p)) =
[
(C(p)

(
I −E(p)DE(p)

)
AD(p))T . . .

. . . (C(p)
(
I −ED(p)E(p)

)(
E(p)AD(p)

)l−1
AD(p))T

]T

have full rank, that isrank(O f (S(p))) = n1 andrank(Ob(S(p))) = n−n1.
Two systemsS(p) andS(q), p, q ∈P arestructurally similar if there exists an

invertible matrixT such thatE(p) = TE(q)T−1, A(p) = TA(q)T−1, B(p) = TB(q)
andC(p) = C(q)T−1.

2 Structural identifiability problem

The identifiability of the parameters of the system is concerned with the determina-
tion of these from the external behavior of the system. The response of the system
from an input given can be analyzed in thez-domain or using the input-output ap-
plication. That is, to determine the input-output behavior(io) of a modelS(p) we
can use the transfer matrix

G(z,p) = C(p)(zE(p)−A(p))−1B(p)

or the Markov parameters associated to the systemS(p). These parameters are given
by

V( j,p) = C(p)ED(p)
(
ED(p)A(p)

) j
B(p), j ≥ 0

H( j,p) = C(p)(I −E(p)ED(p))
(
E(p)AD(p)

) j
AD(p)B(p)

j = 0, . . . , l −1.

(2)

The concept of structural identifiability is given in the following definition.

Definition 1. The systemS(p) is structurally identifiable if and only if, for almost
any two candidates parameter vector valuesp, q ∈P, io(p) = io(q) impliesp = q,
whereio(·) denotes the input-output behavior of the systemS(p).

This concept is also named in the literature global identifiability (see [2], [8] to
continuous-time case). The structural reachability and observability are related to
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the structural identifiability property. However, these properties are neither neces-
sary nor sufficient conditions for global identifiability. For example, consider the
systemS(p) with the following structure

E(p) =




p1 p2 0 0
0 p3 0 0
0 0 0 p4

0 0 0 0


 ,A(p) = I +E(p), B =




0 1
1 0
0 0
1 1


 , (3)

and

C =
(

1 0 1 0
0 1 0 1

)

where the parametric vectorp∈P = {(p1, p2, p3, p4)∈R4
+, pi > 0}. Constructing

the reachability and observability matrices it is easy to see that they have full rank,
then the system is structurally reachable and observable but the system is unidenti-
fiable since its transfer matrix is

G(z,p) =




−p2(z−1)
(zp1−1− p1)(zp3−1− p3)

p4(1−z)

1
zp3−1− p3

−1




and the parameters are undetermined. Then they cannot be estimated using input-
output data, even using well-design experiments.

On the other hand there exist structurally globally identifiable systems which are
not structurally reachable. For example, the structured system(A(p),B) given by

A(p) =
(

1−α 0
0 1−α

)
, B =

(
1
0

)
,

with the parametric vectorp ∈ {α ∈ R / α 6= 0}. Since the reachability matrix
satisfies

rank

(
1 1−α
0 0

)
= 1,

the system is not reachable but as its transfer function is

G(z,p) =
1

z+α−1

(
1
0

)
,

the parameterα is uniquely determined and the system is globally identifiable.
In the following result we have a characterization of the structural global identi-

fiability property when the system is structurally reachable and observable.

Theorem 1.Consider the structured systemS(p) given in (1) structurally reachable
and structurally observable. Then,

S(p) is structurally identifiable if and only ifS(p) andS(q) structurally similar
implies thatp = q andT = I .
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Proof. ConsiderS(p) andS(q) structurally similar, then they have the same Markov
parameters. That is, the input-output behavior is the sameio(p) = io(q) and by
hypothesisp = q. Reciprocally, considerS(p) and S(q) such that they have the
same input-output behavior. It is known that each one of them is equivalent to (see
[5])

S̄(p) =
((

I O
O N(p)

)
,

(
A1(p) O

O I

)
,

(
B1(p)
B2(p)

)
, (C1(p) C2(p))

)

S̄(q) =
((

I O
O N(q)

)
,

(
A1(q) O

O I

)
,

(
B1(q)
B2(q)

)
, (C1(q) C2(q))

)

and they satisfyio(p) = io(q). Using the definition (2) of the Markov parameters
and the definition of the reachability and observability matrices we show that

O f (S(p))B1(p) = O f (S(q))B1(q)
C1(p)R f (S(p)) = C1(q)R f (S(q))

O f (S(p))A1(p)R f (S(p)) = O f (S(q))A1(q)R f (S(q))
(4)

and
Ob(S(p))B2(p) = Ob(S(q))B2(q)
C2(p)Rb(S(p)) = C2(q)Rb(S(q))

Ob(S(p))N(p)Rb(S(p)) = Ob(S(q))N(q)Rb(S(q)).
(5)

ConstructingT =
(

Tf O
O Tb

)
with

Tf = R f (S(p))RT
f (S(q))

(
R f (S(q))RT

f (S(q))
)T

Tb = Rb(S(p))RT
b (S(q))

(
Rb(S(q))RT

b (S(q))
)T

and using (4)-(5) it is easy to show thatT is nonsingular and the systems̄S(p) and
S̄(q) are similar under the transformation matrixT. By hypothesis, this implies that
T = I andp = q, and hence, the structured system is identifiable. ¤

Before we have indicated that the structured systemS(p) given by (3) is uniden-
tifiable, now we can observe that it neither satisfies the condition of the theorem 1.
Consider two structured systemsS(p) andS(q) of type (3) such that

E(p) =




p1 p2 0 0
0 p3 0 0
0 0 0 p4

0 0 0 0


 andE(q) =




p1 p2 0 0
0 p3 0 0
0 0 0q4

0 0 0 0


 .

We can prove that these systems are similar by means of the transformation matrix



6 Begõna Cant́o, Carmen Coll, Elena Śanchez

L =




1 0 0 0
0 1 0 0

p4

q4
0 1 0

0 0 0 1


 .

Hence, if we choosep4 6= q4 then p = (p1, p2, p3, p4) 6= (p1,q2, p3,q4) = q and
L 6= I .

3 Structural identifiability of positive systems

When positive restrictions are considered a concept of reachability of positive states
by means of positive controls is used. This concept is named positive reachability
(see [3]). In this context, we are interested in the study of the structural identifiabil-
ity problem when the system satisfies this property. Thus, we say that a structured
systemS(p) is

(i) structurally identifiable positive systemif it is positive for all p ∈ P and it is
structurally identifiable, and

(ii) structurally reachable positive systemif it is positive and positively reachable for
all p ∈P.

Consider the systemS(p) where the matrices are given by

E =
(

D O
O N

)
≥ 0, A(p) =

(
A1(p) O

O I

)
B(p) =

(
B1(p)

B2

)
, (6)

whereD is a nonsingular diagonal matrix,N is a nilpotent matrix,B2 ≤ 0, and

A1(p) =




0 p1 0 0

0 0
... 0

0
...

... pn1−1

pn1 0 0 0




, andB1(p) =




0
...
0
b


 ,

beingP = {p = (p1, . . . , pn1,b)∈Rn1+1 / pi ,b> 0}. This structured system is pos-
itive since it holds the conditions established in [4] in order to be a positive system,
that is,EDE≥0, EDA(p)≥0, EDB(p)≥0, and

(
I −EDE

)(
EAD(p)

)i
AD(p)B(p)≤

0, i = 0,1, ..., l −1, wherel is the index ofE. Moreover, the reachability matrices
R f (S(p)) andR f (S(p)) have a monomial matrix of sizen1 andn−n1, respectively,
then the positive structural reachability property holds (see [3]).

In the following result we prove that it is also structurally globally identifiable.

Theorem 2.Consider the positive structured system (6). This system is structurally
globally identifiable.



Structural identifiability of singular systems 7

Proof. We consider two positive structured systemsS(p) andS(q) of type (6)
with p, q ∈P such that they have the same input-output behavior(io)

V( j,p) = V( j,q), j ≥ 0
H( j,p) = H( j,q), j = 0, . . . , l −1,

and we shall prove thatp = q. If p = (p1, . . . , pn1,b) andq = (q1, . . . ,qn1, b̄), by
definition of the Markov parameters in (2) and by the structure of the matrices of
the system (6) we have

EDB(p) = EDB(q) ⇒ b = b

EDA(p)B(p) = EDA(q)B(q) ⇒ pn1−1 = qn1−1

...

(EDA(p))n1−1B(p) = (EDA(q))n1−1B(q) ⇒ p1 = q1

(EDA(p))n1B(p) = (EDA(q))n1B(q) ⇒ pn1 = qn1

Hence,p = q. ¤

4 Conclusions

The problem of structural global identifiability of the model consists in determinate
the uniqueness of the parameter vector when an input-output response is considered.
This problem has been studied for structured singular systems. The relation between
the structural properties and the structural identifiability has been analyzed for these
systems and a characterization of this property has been given. Finally, the structural
identifiability of a class of positive reachable system has been treated.
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