The discrete fractional order difference applied to an epidemic model with indirect transmission
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A B S T R A C T

A discrete fractional order model is proposed to analyze the behaviour of an epidemic process with indirect transmission. This model is based on a discrete version of the Grunwald-Letnikov fractional derivative operator. Some properties of this operator are shown and used to derive a truncated version of the operator, which is used to propose a model with short-term memory. Based on the biological meaning of the problem, some bounds have been obtained to assure the nonnegativity of the model solution. The (α, k)-Basic Reproduction Number has been introduced and used to analyze the stability of the solution around its equilibrium points. Moreover, the influence of the fractional order, α, and the memory steps, k, on the behaviour of the solution has been analyzed. Finally, the results obtained have been clarified by means of numerical simulations of a model for the evolution of an infection by Salmonella in a hen's farm.
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1. Introduction

Mathematical models, both in continuous and discrete time, are a useful tool to describe an epidemic process. Most of these models are based on differential equations or difference equations, see, for example, [1–4] and the references there in. However, this type of model only takes into account what happens in the current state without considering the historical states of the process, that is, what has happened in previous states. This implies that they neglect the effect of memory on determining the system outcomes. Models based on fractional derivative approximations can describe long-term or short-term memory processes, allowing a better simulation of the dynamical system. In the last years, several authors have introduced different definitions of fractional derivative (see, for instance, [5,6]). Particular definitions of fractional derivatives are given, for example, in [7,8], applying them on logistic map and diffusion equation in a Caputo-like delta sense, and in [9], studying fractal processes. Moreover, the physical and geometrical interpretation of some fractional derivatives is analyzed in [10].

The choice of fractional order derivatives in the construction of an epidemic model has certain advantages since infectious diseases are dynamic processes with memory. Thus, the model can be improved using a fractional order derivative since the variables depend not only on the current state but also on all previous historical states [11]. The fact of including short or long-term memory allows us to better understand some mechanisms that influence the outbreak of diseases that can be
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provided by parameters neglected if memory is not taken into account. For example, the main features of immune response involve memory, [12]. Moreover, the consideration of memory in the mathematical model is also useful for designing and determining how to implement control strategies.

In the literature, most epidemic models are based on differential equations, including fractional ones. Usually, the analysis of the model consists on applying the discretization process for the continuous-time epidemic model to better assess the effect of smaller and larger time steps on the model behaviour [13]. However, some of the reasons that make to work with discrete systems interesting are based on the fact that, populations have non-overlapping generations, [14], what happens, for example, in infectious diseases and also, statistical data on epidemics are collected at discrete times and, therefore, it is easier to compare these data with the output of a discrete system [15–17].

In recent decades, many papers have appeared in the literature dealing on how to apply the fractional order derivative to the study of epidemic models. Most models, follow the process of starting from models represented by equations or systems of differential equations, and substituting the ordinary derivatives by a fractional order ones using, for example, Caputo’s definition of fractional derivative, [6]. A discrete model is obtained by applying some of the known discretization processes for this derivative [18–22]. In the last year, a new notion of fractional G-transform using modified Riemann-Liouville derivative with the Mittag-Leffler function as a kernel is introduced to analyze fractional epidemic models, [23].

Similarly as it is done for continuous models, for discrete models the authors start from a discrete model and apply a fractional approximation of the difference operator. Linear discrete-time fractional-order systems are studied in [24] using the Grünwald-Letnikov fractional derivative discrete approximation. In [25] some new results concerning the analysis of stability of discrete-time fractional systems are given. In [26] the practical stability of positive fractional discrete-time systems is analyzed. And, a compendium for fractional-order positive system can be found in [27].

The use of the discrete fractional order operators to study the dynamics of a disease provides us with a more flexible tool to model the disease evolution since the impact of memory on the dynamics is included in the model. In our case, we will use a truncated approximation for a discrete fractional order operator that includes a short-term memory process, this could be interpreted as the inclusion of a set of delays in the model. Biologically, this may represent gestation times, incubation periods or simply consider the time required for a certain process to occur within a complicated biological system, in particular it may represent the time required between the infection of a cell and the production of new viruses. As an example, in the case of a model that reflects the dynamics of the Hepatitis C virus (HCV), the use of a fractional order operator in the model can represent intermediate cellular interactions and intracellular delay of the viral life cycle and incorporate a discrete time-delay to justify short-term memory, [28].

Motivated by the facts exposed above, in this paper, we consider a discrete-time model established from the Grünwald-Letnikov fractional order derivative. Moreover, we are interested on studying epidemic models that include the indirect transmission of the disease due to the underlying contamination in the space where we have the population, (see [3,29–33]). That is, individuals can become infected with residues found in their environment. Then, in addition to the susceptible and infected individuals variables, it is considered a variable measuring the amount of contaminant that is found in the environment, which has been generated by infected individuals. In this way, the theory of a fractional difference operator is introduced, a fractional discrete model for infectious disease is proposed and some properties of the model are analyzed.

The rest of this paper is organized as follows: Section 2 presents a formulation of the general epidemic model and a new model that uses the discrete-time fractional-order (DTFO) difference operator [24]. We also introduce some extra notation and show some properties of the DTFO operator coefficients that will be useful throughout the paper. Section 3 addresses the analysis of the stability property of the epidemic model. In Section 4, we analyze the effects of the fractional order and the memory steps on the behaviour of the model. In Section 5, we present some numerical results, corresponding to different cases that show the effect of changing the parameters of the DTFO operator on the epidemic model behaviour. Finally, the conclusions of the paper are summarized in Section 6.

2. Problem statement

In the general epidemic model we consider the following conditions:

- The population in the model is distributed in Susceptible individuals $S(t)$ and Infected individuals $I(t)$. And, we consider that the transmission of this disease occurs by contact with the environmental pollutant $C(t)$.
- The Infected individuals remain in the environment and the Contaminant produced by these individuals can infect others individuals.
- The size of the population always remains constant, $P = S(t) + I(t)$, $\forall t \geq 0$, with replacement of dead individuals.

The Infected individuals increase depends on the fraction of Infected individuals over the total population (prevalence of infection). The parameter $\sigma$ represents the exposition rate of Susceptible individuals by contact with Contaminant and the number of new infections (incidence) is given by $\sigma C(t)S(t)$; this term makes the model nonlinear. Under these conditions, the dynamics of the process can be modelled using the following system of difference equations,

$$
S(t + 1) = pS(t) - \sigma C(t)S(t) + \mu(t)P,
$$
$$
I(t + 1) = qI(t) + \sigma C(t)S(t),
$$
$$
C(t + 1) = sC(t) + \beta I(t), \quad t \geq 0;
$$

\[1\]
where the meaning of the parameters is given in Table 1.

We assume the following conditions on the parameters of the model: $0 < p, q, s, \sigma < 1$ and $\beta \geq 0$. Previous works related with this model can be found in [2,3,32].

System (1) can be rewritten using the following matrix form

$$x(t + 1) = Ax(t) + f(x(t)) + B\mu(t)P, \quad t \geq 0$$

with

$$A = \begin{pmatrix} p & 0 & 0 \\ 0 & q & 0 \\ 0 & \beta & s \end{pmatrix}$$

$$f(x(t)) = \sigma x_1(t)x_3(t)v_1$$

and $B = e_1$, being $v_1 = (-1, 0, 0)^T$ and $e_1$ the first vector of the canonical basis for the three-dimensional space $\mathbb{R}^3$. The vector $x(t) = (x_j(t))_{j=1,2,3}$ denotes Susceptible individuals ($x_1(t)$), Infected individuals ($x_2(t)$) and Contaminant ($x_3(t)$). Moreover, we assume $x_1(t) + x_2(t) = P, \forall t \geq 0$.

We define the first-order difference operator for $x(t + 1)$ as $\Delta^1 x(t + 1) = x(t + 1) - x(t)$ and, rewriting equation (2), we have

$$\Delta^1 x(t + 1) = (A - I)x(t) + f(x(t)) + B\mu(t)P, \quad t \geq 0$$

(4)

Now, our goal is to generalize the previous system by applying a discrete-time fractional order (DTFO) operator to analyze the behavior of the model. For that, we use the following discrete-time fractional order Grünwald-Letnikov operator $\Delta^\alpha$ defined with the zero initial time as follows [24]:

$$\Delta^\alpha x(t) = \frac{1}{h^\alpha} \sum_{j=0}^{t} a^\alpha_j x(t - jh),$$

(5)

where the fractional order $\alpha$ satisfies $0 < \alpha \leq 1$ and the strictly positive real number, $h \in \mathbb{R}^+$, is a sampling period taken equal to unity in all what follows. In this expression

$$a^\alpha_j = (-1)^j \left( \begin{array}{c} \alpha \\ j \end{array} \right), \quad j \geq 0,$$

(6)

with

$$\left( \begin{array}{c} \alpha \\ j \end{array} \right) = \left\{ \begin{array}{ll} 1 & \text{if } j = 0 \\ \frac{\alpha(\alpha - 1)\ldots(\alpha - j + 1)}{j!} & \text{if } j > 0. \end{array} \right.$$

(7)

Using the DTFO operator we propose the following discrete-time fractional order model given by

$$\Delta^\alpha x(t + 1) = (A - I)x(t) + f(x(t)) + B\mu(t)P, \quad t \geq 0.$$  

(8)

Note that, for $\alpha = 1$ we obtain system (4). Now, rewriting system (8) we have

$$x(t + 1) = (A - I)x(t) - \sum_{j=1}^{t+1} a^\alpha_j x(t + 1 - j) + f(x(t)) + B\mu(t)P, \quad t \geq 0.$$  

(9)

To study this system, we first analyze some properties of the coefficients introduced by the DTFO operator.

2.1. Properties of DTFO coefficients

In this subsection, we give some properties of the coefficients, which will be useful through the paper.

**Proposition 1.** The coefficients $a^\alpha_j, \quad j \geq 1, \quad 0 < \alpha \leq 1$, defined in (6), satisfy that

$$-1 < a^\alpha_j < 0 \quad \text{and} \quad |a^\alpha_{j+1}| < |a^\alpha_j| < 1.$$
Proof. From the definition of \( a_j^\alpha \) we have that, if \( j \geq 1 \) and \( 0 < \alpha \leq 1 \),
\[
 a_j^\alpha = (-1)^j \frac{\alpha(\alpha - 1) \cdots (\alpha - j + 1)}{j!} = -\frac{\alpha(1-\alpha) \cdots (j-1-\alpha)}{j!} < 0
\]
and hence \( a_j^\alpha > \frac{\alpha}{j} > -1 \).

On the other hand, we also have that \( a_{j+1}^\alpha = \frac{j-\alpha}{j+1} a_j^\alpha \) then, since \( j - \alpha < j + 1 \), we get \( |a_{j+1}^\alpha| < |a_j^\alpha| < 1 \). \( \square \)

Another quantity that will be useful through the paper is the sum of these coefficients. We denote by
\[
 \Gamma_k^\alpha = 1 - \sum_{j=1}^{\infty} a_j^\alpha, \quad k \geq 0, \ 0 < \alpha \leq 1.
\]

Next proposition gives some properties of this sum of coefficients.

**Proposition 2.** The sum \( \Sigma_k^\alpha \), \( k \geq 0 \), \( 0 < \alpha \leq 1 \) defined in (11), satisfies the following properties:

(i) \( \Sigma_0^\alpha = 1 \) and \( \Sigma_1^\alpha = 0 \).

(ii) \( 0 < \Sigma_k^\alpha = \frac{( \alpha - 1) \cdots ( \alpha - k - 1)}{k!} \), if \( k \geq 1 \).

(iii) \( \Gamma_1^\alpha = 1 \) and \( \Gamma_k^\alpha < 1 \).

**Proof.** (i) Follows from the definition of \( \Sigma_k^\alpha \).

(ii) First, we show that \( \Sigma_k^\alpha = \frac{(1-\alpha) \cdots (k-\alpha)}{k!} \) by induction on \( k \).

For \( k = 1 \), \( \Sigma_1^\alpha = \Sigma_1^\alpha + a_1^\alpha = 1-\alpha \). Now, we assume that the property is true for \( k - 1 \), so \( \Sigma_{k-1}^\alpha = \frac{(1-\alpha) \cdots (k-1-\alpha)}{(k-1)!} \) and we are going to prove it for \( k \):
\[
 \Sigma_k^\alpha = \Sigma_{k-1}^\alpha + a_k^\alpha = \frac{(1-\alpha) \cdots (k-1-\alpha)}{(k-1)!} \left( 1 - \frac{\alpha}{k} \right) = \frac{(1-\alpha) \cdots (k-\alpha)}{k!}.
\]
So, using the expression (10),
\[
 \Sigma_k^\alpha = \frac{k - \alpha}{\alpha} \frac{(1-\alpha) \cdots (k-1-\alpha)}{k!} = \frac{k - \alpha}{\alpha} a_k^\alpha.
\]
Since \( a_k^\alpha < 0 \) we have \( \Sigma_k^\alpha > 0 \). \( k \geq 1 \). Moreover,
\[
 |\Sigma_k^\alpha| = \frac{k - \alpha}{\alpha} |a_k^\alpha| < \frac{k - \alpha}{\alpha} \frac{k - \alpha}{k} < 1.
\]

(iii) The result follows directly from the relationship between \( \Gamma_k^\alpha \) and \( \Sigma_k^\alpha \), for all \( k \geq 0 \) and \( 0 < \alpha \leq 1 \). \( \square \)

2.2. Discrete-time fractional order model

In the last years, a truncated operator has been used in [25,26] to study the practical stability of a fractional order discrete system. In a similar way, from the properties of the coefficients of the DTFO operator, we observe that their absolute values form a decreasing sequence. Then, at a certain time these coefficients will be negligible. Therefore, we will truncate the definition of the operator to have a model with short-term memory. Thus, we define the truncated operator in \( k \) steps, as follows:
\[
 \Delta_k^\alpha x(t) = \sum_{j=0}^{k} a_j^\alpha x(t-j).
\]

Using this truncated DTFO operator we obtain the discrete-time fractional order model given by
\[
 \Delta_k^\alpha x(t+1) = (A-I)x(t) + f(x(t)) + B\mu(t)P, \quad t \geq 0
\]
that is,
\[
 x(t+1) = (A-I)x(t) - \sum_{j=1}^{k} a_j^\alpha x(t+1-j) + f(x(t)) + B\mu(t)P, \quad t \geq 0.
\]

This is a model with \( k \) steps of memory since the solution \( x(t+1) \) depends on the states \( x(t), x(t-1), \ldots, x(t-k+1) \). The condition of constant population \( P \) at any time \( t \geq 0 \) implies that the addition of the two first equations gives
\[
 \mu(t)P = (q-p)x_1(t) + P(1-q + \Sigma_k^\alpha), \quad t \geq 0.
\]
So, applying this condition to our model (14), it can be rewritten in components as

\[
x_1(t + 1) = (q - 1 + \alpha)x_1(t) - \sum_{j=2}^{k} a_{ij}^x x_1(t + 1 - j) - \sigma x_1(t)x_3(t) + P(1 - q + \Sigma_k^\alpha),
\]

\[
x_2(t + 1) = (q - 1 + \alpha)x_2(t) - \sum_{j=2}^{k} a_{ij}^x x_2(t + 1 - j) + \sigma x_1(t)x_3(t),
\]

\[
x_3(t + 1) = (s - 1 + \alpha)x_3(t) - \sum_{j=2}^{k} a_{ij}^x x_3(t + 1 - j) + \beta x_2(t),
\]

or, equivalently,

\[
x(t + 1) = \tilde{A} x(t) - \sum_{j=2}^{k} a_{ij}^x x(t + 1 - j) + f(x(t)) + B(1 - q + \Sigma_k^\alpha)P, \quad t \geq 0,
\]

where

\[
\tilde{A} = \begin{pmatrix}
q - 1 + \alpha & 0 & 0 \\
0 & q - 1 + \alpha & 0 \\
0 & \beta & s - 1 + \alpha
\end{pmatrix}.
\]

We can observe that, in this model, the survival rate of the Susceptible population does not appear explicitly in the equations.

We have to assure that, under the conditions of no infection and no recruitment of population, then both, Infected individuals and Contaminant, disappear. So, in order to get consistency with this particular case, the matrix \( \tilde{A} \) has to be a stable matrix, that is, \( \rho(\tilde{A}) < 1 \) where \( \rho(M) \) denotes the spectral radius of a matrix M [34]. Therefore, from now on, we only consider \( \alpha \in \Lambda_{q,s} \), where

\[
\Lambda_{q,s} = \{ \alpha \in [0, 1] / 0 \leq 1 - \alpha < q, \text{ and } 0 \leq 1 - \alpha < s \}.
\]

In the next section, we compute the equilibrium points of this discrete time fractional order system and their stability characteristics.

3. Stability

3.1. Equilibrium points

As system (16) is a fractional order system with \( k \) memory steps, then it has the form \( x(t + 1) = g(x(t), x(t - 1), \ldots, x(t + 1 - k)) \), so its equilibrium points will be those points \( x^* = (x_1^*, x_2^*, x_3^*)^T \) such that \( x^* = g(x^*, x^*, \ldots, x^*) \). For system (15) we have that the disease-free equilibrium point \( x_1^* \) is

\[
x_{1f}^* = P, \quad x_{2f}^* = 0, \quad x_{3f}^* = 0,
\]

for any value \( \alpha \in \Lambda_{q,s} \) and \( k \geq 1 \). Note, that this agrees with the case \( \alpha = 1 \) when the first order difference is considered.

The endemic equilibrium point \( x_1^*(\alpha, k) \) is obtained for \( x_2^* \neq 0 \) having that

\[
x_{1e}^*(\alpha, k) = \frac{(1 - q + \Sigma_k^\alpha)(1 - s + \Sigma_k^\alpha)}{s \beta},
\]

\[
x_{2e}^*(\alpha, k) = P - x_{1e}^*(\alpha, k),
\]

\[
x_{3e}^*(\alpha, k) = \frac{\beta(P - x_{1e}^*(\alpha, k))}{1 - s + \Sigma_k^\alpha},
\]

where clearly \( 1 - s + \Sigma_k^\alpha \neq 0 \) and \( x_2^*(\alpha, k) \geq 0 \) since \( \Sigma_k^\alpha > 0 \) and \( 0 < q, s < 1 \).

We summarize the previous reasoning in the following result.

**Proposition 3.** The DTFO system (16) has two equilibrium points:

(i) The disease-free equilibrium point, \( x_f^* = (P 0 0)^T \).

(ii) The endemic equilibrium point, \( x_e^*(\alpha, k) = (x_{1e}^*(\alpha, k) x_{2e}^*(\alpha, k) x_{3e}^*(\alpha, k))^T \) given by (18).

Before studying the stability of the DTFO system (16), it is important to assure that our model is a good representation of the epidemiologic process. Taking into account that only nonnegative solutions have biological sense, in the following proposition we establish an upper limit on the size of the population \( P \).

\[
P_u(\alpha, k) = \frac{q - 1 + \alpha}{1 - q + \Sigma_k^\alpha} x_{1e}^*(\alpha, k)
\]
in order to assure the nonnegativity condition on the solution.

**Proposition 4.** If \( P < P_0(\alpha, k) \), given in (19), then the solution of the DTFO system (16) is nonnegative.

**Proof.** From \( x_2(t) \leq P \), for all \( t \geq 0 \), and the equation of system (15) relating the contaminant and the infection, we have

\[
x_3(t + 1) \leq (s - 1 + \alpha)x_3(t) - \sum_{j=2}^{k} d_j x_3(t + 1 - j) + \beta P.
\]

Then, we can construct the following system

\[
y(t + 1) = Hy(t) + \beta Pe_1,
\]

where \( y(t) = (x_3(t), x_3(t-1) \ldots x_3(t+1-k))^T \) and \( H \) is a block matrix given by

\[
H = \begin{pmatrix}
  s - 1 + \alpha & -a_2 & -a_3 & \ldots & -a_{k-1} & -a_k \\
  1 & 0 & 0 & \ldots & 0 & 0 \\
  0 & 1 & 0 & \ldots & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \ldots & 1 & 0
\end{pmatrix},
\]

whose solution is \( y(t) = H^t y(0) + \beta P \sum_{i=0}^{t-1} H^i e_1 \).

Now, we prove that \( \rho(H) < 1 \). The characteristic polynomial of matrix \( H \) is given by

\[
|\lambda I - H| = \lambda^k - \lambda^{k-1}(s - 1 + \alpha) + \lambda^{k-2}a_2 + \ldots + \lambda a_{k-1} + a_k = 0,
\]

where we have considered that \( \alpha \in \Lambda_{\alpha,s} \).

Using a well-known algebraic result on the bounds of the roots of a polynomial, we have that the solutions of the first equation satisfy

\[
|\lambda| \leq \max(1, s - 1 + \alpha - a_2 - \ldots - a_k) = \max(1, s - \Sigma^a_k) = 1.
\]

We conclude that \( s - \Sigma^a_k < s < 1 \) using Proposition 2. Moreover, if there exists a solution \( \lambda_0 \in \mathbb{C} \) with \( |\lambda_0| = 1 \) then

\[
1 = |\lambda_0| \leq |s - 1 + \alpha| + |a_2| + \ldots + |a_k| = s - \Sigma^a_k < s < 1,
\]

which is a contradiction. So, \( |\lambda| < 1 \) for any solution of the equation. Then, we have proved that \( \rho(H) < 1 \), \( I - H \) is an invertible matrix and \( \sum_{i=0}^{\infty} H^i = (I - H)^{-1} \). Therefore,

\[
(x_3(t), x_3(t-1) \ldots x_3(t+1-k))^T \leq \beta P (I - H)^{-1} e_1 = \frac{\beta P}{1 - s + \Sigma^a_k} (1 \ldots 1)^T.
\]

From the condition \( P < P_0(\alpha, k) \), where \( P_0(\alpha, k) \) is given in (19), we arrive at

\[
x_3(t) \leq \frac{q - 1 + \alpha}{\sigma}.
\]

Hence \( q - 1 + \alpha - \sigma x_3(t) \geq 0 \), for all \( t \geq 0 \). Taking into account this result together with the conditions \( a^q_j < 0 \) and \( 1 - q + \Sigma^q_k > 0 \), we can assure that the solution of the system (16) is nonnegative for all nonnegative initial states. □

From now on we consider the following set

\[
\Omega_{\alpha,k} = \{ x \in \mathbb{R}^3 \ / \ x_1 + x_2 = P, \ P < P_0(\alpha, k) \},
\]

with \( P_0(\alpha, k) \) given by (19). Note that, if the trajectory of the system (16) is in \( \Omega_{\alpha,k} \), the system is well defined and represents an epidemiologic process with nonnegative solutions.

### 3.2. \((\alpha, k)\)–Basic reproduction number

Let us consider the linearization of system (16) around the disease-free equilibrium point \( x^*_0 = (P \ 0 \ 0)^T \). Taking \( x_1(t)x_3(t) \approx P \ x_3(t) \), we have that

\[
\dot{x}(t + 1) = E \dot{x}(t) - \sum_{j=2}^{k} a_j x_j(t + 1 - j),
\]

where
where \( \hat{x}(t) = x(t) - x_I^* \) and the coefficient matrix results

\[
E = \begin{pmatrix}
q - 1 + \alpha & 0 & -\sigma P \\
0 & q - 1 + \alpha & \sigma P \\
\beta & s - 1 + \alpha & 0
\end{pmatrix}.
\] (24)

We can analyze the evolution of this system considering the Infected individuals, \( \hat{x}_2(t) \), and the Contaminant, \( \hat{x}_3(t) \). So, we have the following linear subsystem:

\[
z(t + 1) = \tilde{E} z(t) - \sum_{j=2}^{k} a_j z(t + 1 - j),
\] (25)

where \( z(t) = (\hat{x}_2(t), \hat{x}_3(t))^T \) and \( \tilde{E} = \begin{pmatrix} q - 1 + \alpha & \sigma P \\ \beta & s - 1 + \alpha \end{pmatrix} \).

As system (25) is a \( k \)--delayed linear system, it is equivalent to the \( k \)--stacked linear system,

\[
Z(t + 1) = \mathcal{E} Z(t),
\]

with a state vector and matrix \( Z(t) = (z(t) z(t - 1) \ldots z(t + 1 - k))^T \) and \( \mathcal{E} \) given by

\[
\mathcal{E} = \begin{pmatrix}
\tilde{E} & -a_2^T I & -a_3^T I & \ldots & -a_{k-1}^T I & -a_k^T I \\
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0
\end{pmatrix},
\] (26)

respectively.

In order to define the basic reproduction number of our system, we use the next generation matrix approach [35]. For that we decompose matrix \( \mathcal{E} \) as the addition of two matrices, \( \mathcal{E} = \mathcal{T} + \mathcal{F} \), where \( \mathcal{T} \) is the transition matrix and \( \mathcal{F} \) is the infection matrix, which are given by

\[
\mathcal{T} = \begin{pmatrix}
T & -a_2^T I & -a_3^T I & \ldots & -a_{k-1}^T I & -a_k^T I \\
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0
\end{pmatrix}
\]

and

\[
\mathcal{F} = \begin{pmatrix}
F & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0
\end{pmatrix},
\] (27)

in such a way that the matrix \( \mathcal{T} \) is the diagonal matrix formed by the diagonal of matrix \( \tilde{E} \) and \( \mathcal{F} = \tilde{E} - \mathcal{T} \). Then, we define the \( (\alpha, k) \)--Basic Reproduction Number \( (\alpha, k)--\text{BRN} \), \( R_0(\alpha, k) \), as

\[
R_0(\alpha, k) = \rho(\mathcal{F}(I - \mathcal{T})^{-1}).
\] (28)

Next result gives an explicit expression of \( (\alpha, k)--\text{BRN} \).

**Proposition 5.** The \( (\alpha, k)--\text{BRN} \) of the DTFO system (16) is

\[
R_0(\alpha, k) = \sqrt{\frac{\beta \sigma P}{(1 - q + \Sigma^a_k)(1 - s + \Sigma^a_k)}}.
\] (29)

**Proof.** Firstly, we show that the matrix \( I - \mathcal{T} \) is an invertible matrix proving that \( \rho(\mathcal{T}) < 1 \). The characteristic polynomial of matrix \( \mathcal{T} \) is given by

\[
|\lambda I - \mathcal{T}| = |\lambda^k I - \lambda^{k-1} T + \lambda^{k-2} a_2 I + \cdots + \lambda a_{k-1} I + a_k I| = 0,
\] (30)

where we have used that the matrix \( \mathcal{T} \) is stable and \( I - \mathcal{T} \) is an invertible matrix since \( \alpha \in \Lambda_{q,s} \).

By the structure of the matrices involved in the above equation, we only need to study the following system of equations

\[
\begin{align*}
\lambda^k - (q - 1 + \alpha)\lambda^{k-1} + a_2 \lambda^{k-2} + \cdots + a_{k-1} \lambda + a_k &= 0, \\
\lambda^k - (s - 1 + \alpha)\lambda^{k-1} + a_2 \lambda^{k-2} + \cdots + a_{k-1} \lambda + a_k &= 0.
\end{align*}
\] (31)

In a similar way as it is done in the proof of Proposition 4, we take into account that \( |\lambda| < 1 \) for any solution of both equations. Then, we have proved that \( \rho(\mathcal{T}) < 1 \) and the matrix \( I - \mathcal{T} \) is invertible.

Next, we have to calculate the product \( \mathcal{F}(I - \mathcal{T})^{-1} \). Since the matrix \( \mathcal{F} \) is a block matrix with a unique non-null block, we only need the corresponding block of the inverse matrix. Splitting \( (I - \mathcal{T})^{-1} \) into blocks with the corresponding sizes of the blocks of \( \mathcal{F} \) we have

\[
(I - \mathcal{T})^{-1} = \begin{pmatrix}
B_1 & B_2 \\
B_3 & B_4
\end{pmatrix}.
\]
Note that, in this case, $R_0(\alpha, k) = \rho(FB_1)$.

From the definition of inverse matrix and the structure of matrix $T$ we have that
\[
\begin{pmatrix}
1 - T & X \\ Y & B_0\end{pmatrix}
\begin{pmatrix}
B_1 \\
B_2 \\
B_3 \\
B_4
\end{pmatrix}
= I,
\]
where $X = (a_1I \cdots a_nI), Y = (-I \cdots O)^T$ and
\[
B_b = \begin{pmatrix}
1 & \cdots & 0 \\
-1 & \cdots & 0 \\
0 & \cdots & 1 \\
0 & \cdots & -1 \\
\end{pmatrix}.
\]
Solving the resulting matrix equations, we have that the block $B_1$ is
\[
B_1 = (I - T + XB_b^{-1}Y)^{-1} = \text{diag}\left(\frac{1}{1 - q + \Sigma_k^\alpha}, \frac{1}{1 - s + \Sigma_k^\alpha}\right).
\]
Then, the eigenvalues of the matrix $FB_1$ are the solutions of the following equation
\[
\lambda^2 - \frac{\beta \sigma p}{(1 - q + \Sigma_k^\alpha)(1 - s + \Sigma_k^\alpha)} = 0.
\]
So, the $(\alpha, k)$–Basic Reproduction Number is
\[
R_0(\alpha, k) = \sqrt{\frac{\beta \sigma p}{(1 - q + \Sigma_k^\alpha)(1 - s + \Sigma_k^\alpha)}}.
\]

Note that, in the particular case of $\alpha = 1$, we have that $\Sigma_k^1 = 0$ and $R_0(1, k) = R_0$ where, $R_0$ is the Basic Reproduction Number of the system (1) [see 32].

From [34,35], if $R_0(\alpha, k) < 1$ then $\rho(\mathcal{E}) < 1$ and the system (25) is asymptotically stable to zero and it is unstable when $R_0(\alpha, k) > 1$. Consequently, the disease-free equilibrium point of system (16) is asymptotically stable and unstable, respectively.

Using the expressions of the endemic equilibrium point (18) and the $(\alpha, k)$–BRN (29), we can analyze the stability of the disease-free equilibrium point, $P_f$, taking into account the size of the population ($P$) of the model. Then, the following results follow.

**Theorem 1.** Given the DTIFO system (16), if $P < x_{1o}(\alpha, k)$ then $x_f^*$ is asymptotically stable and unstable if $P > x_{1o}(\alpha, k)$.

In this theorem we have discussed if the disease-free equilibrium point is asymptotically stable. This leads us to introduce the lower bound $P_1(\alpha, k) = x_{1o}(\alpha, k)$ and the set
\[
\Omega_1 = \{x \in \Omega_{\alpha,k} / P < P_1(\alpha, k)\}. 
\]

In the next result we study if this equilibrium point is globally asymptotically stable.

**Theorem 2.** If the solution of the DTIFO system (16) is in $\Omega_1$, then the disease-free equilibrium point, $x_f^*$, is the unique equilibrium point of the system and it is globally asymptotically stable.

**Proof.** Since $P < P_1(\alpha, k)$, the $(\alpha, k)$–BRN is less than 1, $\rho(\mathcal{E}) < 1$ and the linear subsystem (25) is asymptotically stable to 0. Now, we consider the last two equations of system (16). Taking into account that $x_1(t) \leq P, \forall t \geq 0$, we have that
\[
\begin{pmatrix}
x_2(t) \\
x_3(t)
\end{pmatrix} \leq \tilde{E}z(t).
\]
Then, we derive that
\[
0 \leq \begin{pmatrix}
x_2(t) \\
x_3(t)
\end{pmatrix} \leq \tilde{E}z(0) \quad \forall t \geq 0.
\]
Using that $\rho(\mathcal{E}) < 1$, we have that $\lim_{t \to \infty} \tilde{E}z(0) = 0$ and, consequently, $\lim_{t \to \infty} \begin{pmatrix}
x_2(t) \\
x_3(t)
\end{pmatrix} = 0$. Since $x_1(t) + x_2(t) = P, t \geq 0$ we get
\[
\lim_{t \to \infty} x_1(t) = P.
\]
Moreover, from $P < P_1(\alpha, k)$, the point $x_f^*$ is the unique equilibrium point of the system and it is globally asymptotically stable. □
3.3. The dynamics of the endemic equilibrium point

In this subsection we study the stability of the endemic equilibrium point, $x_1^*(\alpha,k)$, of the DFTO system (16). Thus, we are considering $R_0(\alpha,k) > 1$, that is, the solution of the system is in $\Omega_2$, given by

$$
\Omega_2 = \{x \in \Omega_{\alpha,k} / f(\alpha,k) < P\}.
$$

**Theorem 3.** Consider that the solution of the DFTO system (16) is in $\Omega_2$. If there exists $t_0 \geq 0$ such that $x_1(t_0) < x_1(t_0 - 1)$ and $x_3(t_0 + 1) \geq x_3(t_0)$, then the endemic equilibrium point, $x_1^*(\alpha,k)$, is asymptotically stable.

**Proof.** First we prove the monotony of the successions $\{x_1(t)\}_{t \geq t_0}$, $\{x_2(t)\}_{t \geq t_0}$ and $\{x_3(t)\}_{t \geq t_0}$. Since $x(t) \in \Omega_2$, $x_1(t) \geq 0$. So,

$$
\begin{align*}
x_1(t_0 + 1) - x_1(t_0) &= \left( q - 1 + \alpha - \sigma x_3(t_0) \right) x_1(t_0) - \left( q - 1 + \alpha - \sigma x_3(t_0 - 1) \right) x_1(t_0 - 1) = \\
&= (q - 1 + \alpha) \left( x_1(t_0) - x_1(t_0 - 1) \right) - \sigma \left( x_3(t_0) x_1(t_0) - x_3(t_0 - 1) x_1(t_0 - 1) \right).
\end{align*}
$$

From condition $x_3(t_0 + 1) \geq x_3(t_0)$,

$$
\begin{align*}
x_1(t_0 + 1) - x_1(t_0) &< (q - 1 + \alpha) \left( x_1(t_0) - x_1(t_0 - 1) \right) - \sigma x_3(t_0) \left( x_1(t_0) - x_1(t_0 - 1) \right) = \\
&= \left( q - 1 + \alpha - \sigma x_3(t_0) \right) \left( x_1(t_0) - x_1(t_0 - 1) \right) < 0.
\end{align*}
$$

Then $x_1(t + 1) < x_1(t)$, $\forall t \geq t_0$.

Using that $x_1(t) + x_2(t) = 1$, $\forall t \geq 0$, we obtain that $x_2(t + 1) > x_2(t)$, $\forall t \geq 0$. Then, taking into account the third equation of system (16) we have that $x_3(t + 1) > x_3(t)$, $\forall t \geq 0$.

Since $\{x_3(t)\}_{t \geq t_0}$ is an increasing succession and it is bounded, as we have seen in the proof of Proposition 4, the succession is convergent to the third component of the endemic equilibrium point. Analogously, we can do the same for $\{x_1(t)\}_{t \geq t_0}$ and $\{x_2(t)\}_{t \geq t_0}$ obtaining that they are convergent, respectively, to the first and second component of the endemic equilibrium point. □

4. Effects of the fractional order and the memory steps on the model behaviour

As we have seen in the study of the system stability, it depends on the value of $(\alpha,k)$-BRN. In this section, we are going to study the variation of $R_0(\alpha,k)$ depending on the value of the parameters $0 < \alpha \leq 1$ and $k \geq 1$.

Clearly, the variation of the $(\alpha,k)$-BRN (29) depends on the variation of $\Sigma_k^\alpha$. For this last factor, we have the following result:

**Proposition 6.** Given $0 < \alpha \leq 1$, the factor $\Sigma_k^\alpha$ satisfies

$$
\Sigma_k^\alpha < \Sigma_{k-1}^\alpha, \quad \lim_{\alpha \to 0} \Sigma_k^\alpha = 0, \quad \text{and} \quad \lim_{\alpha \to 1} \Sigma_k^\alpha = 1, \quad \forall k \geq 1.
$$

**Proof.** From the definition of $\Sigma_k^\alpha$, given by expression (11), we have that

$$
\Sigma_k^\alpha = \Sigma_{k-1}^\alpha + a_k^\alpha < \Sigma_{k-1}^\alpha
$$

since $a_j^\alpha < 0$, $\forall j \geq 1$, from Proposition 1. Moreover,

$$
\lim_{k \to \infty} \frac{k - \alpha}{\alpha} a_k^\alpha = \lim_{k \to \infty} \frac{(1 - \alpha)(2 - \alpha) \cdots (k - \alpha)}{k!} = 0
$$

and $\lim_{\alpha \to 0} \Sigma_k^\alpha = 1$ follows directly. □

From the above proposition, definitions (29) and (11), the following results follow directly:

**Proposition 7.** Given $0 < \alpha \leq 1$, the $(\alpha,k)$-BRN (29) satisfies

(i) $\lim_{k \to \infty} R_0^\alpha(\alpha,k) = \frac{\sigma \beta P}{(1 - q)(1 - s)} = R_0^\alpha(1,1)$.

(ii) $R_0(\alpha,k) > R_0(\alpha,k-1), \quad \forall k \geq 1$

Analogously, for the case when a fixed $k$ is considered:

**Proposition 8.** Given $k \geq 1$, the $(\alpha,k)$-BRN (29) satisfies

(i) $\lim_{\alpha \to 0} R_0(\alpha,k) = \frac{\sigma \beta P}{(2 - q)(2 - s)}$.

(ii) $R_0(\alpha_1,k) < R_0(\alpha_2,k), \quad \forall 0 < \alpha_1 < \alpha_2 < 1$. 
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Note that these properties can be extended to the endemic equilibrium point having that the susceptible individuals for this point grow when \( k \) grows keeping \( \alpha \) constant and decreases when \( \alpha \) grows for a given value of \( k \). That is:

\[
\frac{(2 - q)(2 - s)}{\sigma \beta} > \ldots > x_1^e(\alpha, k) > x_1^e(\alpha, k + 1) > \ldots > \lim_{k \to \infty} x_1^e(\alpha, k) = \frac{(1 - q)(1 - s)}{\sigma \beta},
\]

and

\[
\lim_{\alpha \to 0} x_1^e(\alpha, k) = \frac{(2 - q)(2 - s)}{\sigma \beta} > x_1^e(\alpha_1, k) > x_1^e(\alpha_2, k) > \ldots > x_1^e(1, k) = \frac{(1 - q)(1 - s)}{\sigma \beta},
\]

with \( 0 < \alpha_1 < \alpha_2 \leq 1 \).

5. Numerical examples

To study the fractional order model with \( k \) steps of memory numerically, we consider the system (15), with the condition of constant population \( P = x_1(t) + x_2(t) \),

\[
x_1(t + 1) = (q - 1 + \alpha)x_1(t) - \sum_{j=2}^{k} \frac{\alpha q}{\alpha^k} x_1(t + 1 - j) - \sigma x_1(t)x_3(t) + P - q + \sum_{k}^{\alpha q},
\]

\[
x_3(t + 1) = (s - 1 + \alpha)x_3(t) - \sum_{j=2}^{k} \frac{\alpha q}{\alpha^k} x_3(t + 1 - j) - \beta x_1(t) + \beta P.
\]

This model corresponds to a cubicle of an animal farm, where there is an infectious disease, which is transmitted by indirect contact. That is, Susceptible individuals \( x_1(t) \), are infected by contact with a Contaminant, \( x_3(t) \), coming from Infected animals and staying in the environment [3]. The following parameters are considered: \( q = 0.9, \sigma = 10^{-5} \) Bacteria\(^{-1} \) colony-forming unit (c.f.u.) and \( s = 0.9 \).

First, we study the dependence on the fractional order \( \alpha \) and the memory step \( k \) of the bound \( P_1(\alpha, k) = x_1^e(\alpha, k) \) given by Theorem 1 that measures the maximum population to assure that the system is asymptotically stable to the disease-free equilibrium point. The behaviour of this bound is presented in Table 2.

Now, we set the population \( P = 25 \), which is a representative value of the results presented in Table 2. Computing the square of the \((\alpha, k)\)-BRN for this population, we obtain the results presented in Table 3.

We observe that for a given value of \( \alpha \) we find models that are stable to the disease-free equilibrium point and other models that are unstable, depending on the memory steps \( k \) considered.

With the population \( P = 25 \) and the fractional order \( \alpha = 0.82 \), the evolution of the susceptible individuals, \( x_1(t) \) considering \( k = 3, 4, 5 \) and 6 is shown in Fig. 1. It is observed that for \( k = 3 \) and \( 4 \) \( x_1(t) \) tends to the disease-free equilibrium point, while for \( k = 5 \) and 6 it tends to the endemic equilibrium point, as it is stated in Theorem 3. Moreover, we have that the susceptible population decreases when the number of steps \( k \) increases. In this figure we have also plotted (in black) the evolution of \( x_1(t) \) for the standard integer case \( \alpha = 1 \), which is independent of the value of the step \( k \) since this model does not have memory. We can observe that the susceptible population is smaller in the case \( \alpha = 1 \) than for \( \alpha = 0.82 \). That is, in the case \( \alpha = 0.82 \) there is less infection than for the model with \( \alpha = 1 \).

Finally, to show that depending on the population size the model can have negative solutions we set the total population to \( P = 270 \), which is a value larger than \( P_1(\alpha, k) \) given by (19), consider \( \alpha = 0.82 \) and \( k = 5 \) and 6. The evolution of \( x_1(t) \) in both cases is shown in Fig. 2. It is observed that when \( k = 5 \) the solution remains nonnegative but for \( k = 6 \) the model provides negative values of \( x_1(t) \) presenting this solution an oscillating behaviour, with no biological sense.
6. Conclusions

A mathematical model that represents the evolution of a disease through indirect transmission has been considered and a discrete fractional order model with \( k \) memory steps is proposed. The \((\alpha, k)\)–Basic Reproduction Number has been constructed as a function of the fractional order, \( \alpha \), and memory steps, \( k \).

The stability of the equilibrium points of the model has been analyzed in terms of the \((\alpha, k)\)–Basic Reproduction Number and the population size. State admissible sets have been constructed in order to assure different situations: a nonnegative solution, that the disease disappears or that the disease remains near an endemic equilibrium point. An exhaustive anal-
ysis of the \((\alpha, k)\)–Basic Reproduction Number and the endemic equilibrium point has been performed depending on the fractional order and the memory steps considered.

A qualitative analysis of the behaviour of the model solution is given using numerical examples for different fractional orders and different number of memory steps. Also, it is shown that if we take some parameters out from the admissible sets, the biological sense of the model is lost since the solution can become negative. In future researches, it would be interesting to deep into this loss of the nonnegativity constraint of the solution by comparing this situation with other discrete or continuous models.

It is left as an open question to obtain more information about how to discriminate in a real case between the behavior of the standard model with \(\alpha = 1\) and the fractional order models with \(\alpha < 1\). For this, the inverse problem has to be considered. That is, we have to start from a set of observations, which includes the prevalence of a certain disease and the amount of contaminant, at different times, and look for determining the parameters of the model that provide a best fit to available observations. For this, efficient algorithms have to be designed because the dependence of the fractional model on the parameters \(\alpha\) and \(k\) is very involved.
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