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Abstract— This paper presents a new method for fraud 
detection in credit cards based on exploiting the dynamics of the 
card transactions. We hypothesize different behavior models in 
the use of the card between legitimate clients and fraudsters that 
are registered in the sequential pattern that follows the 
transactions. The method considers analyses in subspaces 
defined by two or three variables recorded in the transactions. 
From these subspaces, several dynamic features, such as 
transaction velocity and acceleration, are estimated as input 
vectors for a classification process. Linear and quadratic 
discriminant analysis and random forest are implemented as 
single classifiers. All the single classification results obtained for 
each of the subspaces are late fused to obtain an overall result 
using alpha integration algorithm. The proposed method was 
evaluated using a subset of real data with a very low fraud to 
legitimate transaction ratio. We demonstrated that the temporal 
dependence of card transactions exploited in different subspaces 
and fused to give an overall result improves the detection 
accuracy of fraud detection in credit cards. 
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I. INTRODUCTION 

Fraud detection in credit card transactions is a challenging 
problem that affect financial companies, representing 
economical loss and degradation of customer perception of the 
company. There are several methods that have been proposed 
to solve this problem, see for instance [1-13] and the 
references within. The great effort of fraudsters for changing 
their strategies to attack fraud detection systems strongly 
affects the problem still remains open. 

Most of the previous works on credit card fraud detection 
have used the whole set of variables of the card transaction 
record or have applied techniques of dimension reduction to 
decrease the number of variables to be processed. However, 
the variable space dimension remains high (e.g., from 10 to 40 
variables). Instead, we will focus on experimental analyses in 
subspaces of low dimension processing subgroups of two or 
three variables from the card transaction record. In these 
subspaces, we will extract features with temporal dependence 
(dynamic features) searching for sequential patterns to 
distinguish between fraud and legitimate transactions. This 
tracking of transactions is done by card and thus the number 
of transactions in a month (typical time period for analysis) is 
low avoiding high dimensional analysis. Therefore, we 
approached the tracking of transactions in low dimension 
subspaces to make the problem tractable and understandable 
[14]. 

The dynamic features are processed in each of the 
subspaces using three single classifiers: linear and quadratic 
discriminant analysis (LDA and QDA) and random forest 
(RDF). The proposed method also includes two steps of 
decision fusion of the results provided by the single classifiers 
[15-17]. The first decision fusion consist of combining the 
results of the classifiers at subspace level, i.e., obtaining a 
fused result for each of the subspaces. The second decision 
fusion consists of obtaining an overall result by combining all 
the fused results obtained for each of the subspaces. We 
applied the alpha integration technique to fuse the scores 
(posterior probabilities) given to transactions by the single 
classifiers [18-21]. This is called “late fusion”, in contrast with 
“early fusion” that is the fusion of features made before 
classification [17]. Alpha integration provides weights for an 
optimum linear combination of the scores with respect to 
criteria such as least mean squares (LMSE) or the minimum 
probability of error (MPE) [22-24]. 

The following sections are defined as follows. Section 2 
explains the proposed method for detection of frauds in credit 
card transactions. Section 3 describes the results obtained for 
a subset of real data from an international financial company. 
Finally, the conclusions and future work are included in 
Section 4. 

II. PROPOSED METHOD 

Fig. 1 shows an outline of the different steps of processing 
followed by the proposed method. 2D and 3D subspaces were 
defined selecting variables of the card transaction record with 
the help of experts. We were looking for variables with 
dissimilar temporal patterns between legitimate and fraud 
transactions. For instance, most of the cards are used in only 
one country, so transactions of the same card in different 
countries within a very short temporal gap should be 
suspicious. Another example is the relationship between 
amount and velocity of transactions. Frequently, fraud 
transactions are progressively increasing both amount and 
velocity between transactions; and conversely, legitimate 
transactions do not usually follow that kind of temporal 
pattern. Thus, six variables were selected to form different 2D 
and 3D variable combinations, i.e., subspaces for analysis. 
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Fig. 1. Diagram of the proposed method. 
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Among those variables were: amount, transaction velocity, 
and country changes of the transaction. 

The analyzed data consisted of a subset of 1,762,374 
transactions from an international financial company 

corresponding to 148,200 cards with 0.22% of the transactions 
were frauds. 

Fig. 2 and Fig. 3 shows some examples of the behavior of 
the transactions of a card in 2D and 3D subspaces, 
respectively. Those figures are directed graphs that show 
temporal patterns following the arrowheads. Blue and red 
arrows correspond to legitimate and fraud transactions, 
respectively. It can be seen patterns are more distinguishable 
in Fig. 2.a and Fig. 3.a.  

A. Feature extraction 

In order to exploit the temporal patterns that are observable 
in the subspaces, the following features sensitive to changes 
in the transaction dynamics were estimated: mean; variance; 
mean axial velocity; number of changes in speed sign; total 
mean velocity; and rotation angle between the variables. 

B. Alpha integration information fusion technique 

Alpha integration was first proposed for the binary 
classification (detection) problem [18]. Let us assume that we 
have a group of D binary classifiers (detectors) working on the 
detection problem. Each detector will produce a score 𝑠௜, 𝑖 ൌ
1 … 𝐷 , where higher values of 𝑠௜  indicate that the positive 
class is more likely than the negative class. In this context, 
alpha integration performs the optimal integration of these 
scores 𝐬 ൌ ሾ𝑠ଵ … 𝑠஽ሿ் into a single score 𝑠ఈ such that 

 𝑠ఈሺ𝐬ሻ ൌ ൝ቂ∑ 𝑤௜ሺ𝑠௜ሻ
஽
௜ୀଵ

ሺଵିఈሻ/ଶ
ቃ

ଶ/ሺଵିఈሻ
, 𝛼 ് 1

expሾ∑ 𝑤௜ logሺ𝑠௜ሻ
஽
௜ୀଵ ሿ , 𝛼 ൌ 1

  

where 𝛼  and the coefficients 𝐰 ൌ ሾ𝑤ଵ … 𝑤஽ ሿ்  are the 
parameters to be optimized, subject to 𝑤௜ ൒ 0, ∑ 𝑤௜

஽
௜ୀଵ ൌ 1. 

Due to these constraints, 𝑠ఈ is bound between 0 and 1. It can 
be shown that many classical late soft fusion techniques are 
particular cases of alpha integration, such as the average (𝛼 ൌ
െ1  and 𝑤௜ ൌ 1/𝐷∀𝐷 ), the minimum ሺ𝛼 ൌ ∞ሻ  and the 
maximum ሺ𝛼 ൌ െ∞ሻ. In practice, there are many applications 
where the parameters of alpha integration are unknown 
beforehand and have to be estimated from some training data. 
Previous works have presented the derivations required to 
optimize alpha integration with respect to the least mean 
squares (LMSE) and the minimum probability of error (MPE) 
criteria [22-23].  

III. EXPERIMENTAL RESULTS 

Fig. 4 and Fig. 5 show the results corresponding to the 
application of the method proposed in Section 2 for 2D and 
3D subspaces, respectively. For clarity, we only show the 
results of the first decision fusion of the classifiers for each 
subspace, and the result of the second (overall) decision 
fusion. It can be seen that the overall decision fusion of the 
results for all the subspaces improve the results of fraud 
detection in terms of receiver operating characteristic (ROC) 
curve in the full range of values of low and very low false 
alarm (from 0 to 10%). Note that this tight range of false alarm 
is the range of interest for this application, considering the 
economic and corporate reputation costs involved. 

Fig. 6 shows a summary of the results that includes the 
overall fusion results of processing in 2D and 3D subspaces; 
the results obtained by the single classifiers using the whole 
space of variables of the card transaction record; and the 
fusion of those classifiers. Clearly, the results using the whole 
set of the available variables without extracting dynamic 

a) 

b) 

Fig. 2. Examples of the behavior of the transactions of a card in 2D
subspaces. 

a) 

b) 

Fig. 3. Examples of the behavior of the transactions of a card in 3D
subspaces. 
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features is worse than the results obtained by the proposed 
method. Furthermore, the fusion of 3D subspaces yielded a 
better result than the fusion of 2D subspaces. 

The improvement of results also can be quantified 
estimating the area under the curve (AUC) for each of the 
ROC curves of Fig. 6. This is shown in Table I. 

IV. CONCLUSIONS 

A new method for detection of frauds in credit card 
transactions has been presented. The method is intended to 
exploit sequential or temporal patterns using dynamic features 
in low dimension subspaces of two and three variables using 
three classifiers in each of the subspaces. This causes the 
production of multiple solutions and results to the problem. 

An advanced decision fusion method called alpha 
integration is applied in two steps. In the first step, alpha 
integration obtains a single result for each 2D or 3D subspace. 
In the second step, the result for each subspace is fused to 
obtain the overall fused result, i.e., the global result. Results 
show the improvement of detection performance of the 
proposed subspace processing method compared with the 
results by processing the whole set of variables, without 
extraction of dynamic features. Thus, it was confirmed that the 
temporal patterns in the transactions in low dimension 
subspaces were able to distinguish the behavior of fraudsters 
from that of legitimate customers. 3D subspaces yielded a 
better result than 2D subspaces. This suggests that the optimal 
dimension of the subspaces might potentially be larger than 3 
variables. Thus, there is a need to determine the optimal 
dimension and subspace structure that enable to separate 
between the two classes of credit card transactions. In any 
case, it would be constrained by the ratio of the number of 
variables to the number of records available. 

Future works will focus on three topics. Firstly, this work 
has been completely experimental. Thus, future works will 
derive the theoretical basis for the proposed method and 
thoroughly demonstrate the results with an extensive number 
of experiments. Secondly, semi-supervised training will be 
considered to better exploit the large amount of transactions 
available [25,26]. Thirdly, the segmentation of the whole 
space into subspaces that are considered independently is 
similar to independent component analysis [27-29], which 
transforms the input variables into a set of independent 
components. However, the subspaces in this work was 
decided with the help of experts. Future works will consider 
hierarchical and knowledge discovery to automatically 
determine the dimension and composition of the optimal 
subspaces [30-33]. 
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Fig. 4. Results of the experiment of the proposed method on 2D subspaces.

 
Fig. 5. Results of the experiment of the proposed method on 3D subspaces.

 
Fig. 6. Results of the experiment when considering the whole set of
features, compared with the fused results for 2D and 3D subspaces. 
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