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Abstract 
Unmanned Aerial Vehicles (UAVs) have recently received significant attention by the civilian and military 
community, mostly due to the fast growth of UAV technologies supporting wireless communications and 
networking. UAVs can be used in order to improve the efficiency and performance of the Internet of Things (IoT) 
in terms of connectivity, coverage, reliability, stability, etc. In particular, to support IoT applications in an efficient 
manner, UAVs should be organized as a Flying Ad-hoc NETwork (FANET). The latter is subtype of Mobile Ad-
hoc Network (MANET) where nodes are Unmanned Artifact Systems (UAS). However, the deployment of UAVs 
in IoT is limited by several constraints, such as limited resource capacity of UAVs and ground users, signal 
collision and interference, intermittent availability of the IoT infrastructure, etc. In this paper a comprehensive 
survey on the Internet of Flying Things (IoFT) is presented, covering the state of the art regarding flying things, 
with a focus on IoFT. A taxonomy of related literature on IoFT is proposed, including a classification, description 
and comparative study of different IoFT works. Furthermore, the paper presents IoFT applications, IoFT 
challenges and future perspectives. This survey aims to provide the base concepts and a complete overview of the 
recent studies on IoFT for the scientific researchers. 

Keywords: Internet of Flying Things, Unmanned Aerial Vehicle, Unmanned Artifact System, Internet of Things, 
Flying Ad-hoc NETwork. 

I. Introduction 
The Internet of Flying Things (IoFT) is a new research domain that has received significant attention of 
both civilian and military researchers in recent times. IoFT suggests to integrate Unmanned Aerial 
Vehicles (UAVs), typically known as drones, with the Internet of Things (IoT) in order to support 
various applications in fields such as communications, smart agriculture, environmental pollution 
monitoring, surveillance, disaster management, smart city, smart industry, and object tracking [1]. For 
instance, the IoFT can be used for fire detection and management, where several UAVs are employed 
in order to collect environmental data such as temperature, pressure and humidity from the different 
sensors, and send them towards the ground station using IoT devices. The ground station can stock and 
process the received data in order to detect the fire and, therefore, alert the people in danger through 
their smartphones [2]. 

Currently, UAVs are being widely used for expanding a variety of IoT services in order to boost 
performance thanks to their mobility, flexibility, fast deployment, ubiquitous usability and cost-
effectiveness [3]. For instance, UAVs can extend the coverage and reduce the cost of IoT networks by 
collecting and dispatching data in regions missing an infrastructure to support the IoT applications [4, 
5]. The Federal Aviation Administration (FAA) Aerospace Forecast for fiscal years 2019 to 2039 
predicts that the number of small UAVs in the U.S. commercial fleet will be increased from 7,397 
million in 2019 to 8,806 million in 2039 [6]. 

A Flying Ad-hoc NETwork (FANET) is a particular case of both Mobile Ad-hoc Networks (MANETs) 
and Unmanned Artifact Systems (UAS) where the nodes are either the UAVs or fixed Ground Control 
Stations (GCSs). The FANET nodes can coordinate between them in order to accomplish an operation 
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requiring higher scalability, reliability, survivability, and a lower cost compared to a single-UAV or 
multi-UAV systems. However, FANET deployment introduces several challenges, such as: 

• Connectivity: Due to the low density and high mobility of the UAVs, link fluctuations between 
FANET nodes can affect the network connectivity. Therefore, intermittent FANET connectivity 
issues can decrease the network performance by introducing a penalty in terms of bit error rate, jitter 
and latency.  

• UAV electrical battery charge: energy consumption is perhaps the greatest challenge for current  
UAVs. The UAV battery is used for flight, communications, real-time data processing, etc. 
Therefore, the limited capacity of UAV batteries reduces the UAV flight time [7]. Due to the UAV 
energy limitation, the selection of those UAVs having a higher energy power for the data processing 
or task offloading is a key challenge for FANETs.  

• UAV storage and computing resources capacity: The restrictions regarding local UAV capacity 
in terms of data storage and processing is another FANET challenge [8]. The implementation of a 
protocol that offloads the collected UAV data towards a remote ground station having higher 
resource capacity is an important FANET issue. 

• Transmission delay: When a stable communications infrastructure is not available for the FANET, 
the multi-hop communication mode can ensure end-to-end connectivity, but with an increased 
transmission delay [9]. Therefore, real-time FANET operations are limited by the availability of an 
infrastructure. 

• Interference management: FANET nodes communicate between them mainly using wireless 
communications support. Therefore, the limited bandwidth capacity of this communications mode 
and the rapid change of FANET topologies makes interference management more complex [10]. 

• UAVs collaboration and cooperation: The collaboration and cooperation between UAVs in order 
to accomplish a mission is another FANET challenge. The latter is limited to the used 
communication modes (UAV to UAV, or UAV to infrastructure).  

The Internet of Things (IoT) is an emerging technology which provides connectivity for any thing or 
object, such as sensors, actuators and mobile devices, at any time, anywhere [11]. The IoT objects can 
collect the data, interconnect and exchange these data with each other via the Internet through a network 
infrastructure [12]. These objects will be structurally organized and coordinated with each other in order 
to drive various IoT applications and services, such as environment monitoring, E-health, smart city, 
smart industry, etc. [13]. For a faster and more reliable processing and storage of data, IoT provides 
multiple intelligent computing technologies, such as cloud-computing, edge-computing, or fog-
computing, typically combined with cellular networks (3G, 4G/LTE, 5G) [14, 15, 16, 17]. However, the 
IoT is restricted by various issues and challenges, such as the following: 

• IoT nodes deployment: The placement of IoT objects in inaccessible positions or in places where 
there is no permanent electrical power supply is the main IoT challenge [18]. Therefore, in these 
cases, the replacement of the node battery introduces a high effective cost by requiring a 
considerable amount of time. 

• IoT services availability: IoT services are not always accessible anywhere and anytime, due to the 
intermittent availability the communication technologies used, or due to an inaccessible deployment 
of the IoT nodes. To overcome this issue, an efficient protocol should be developed which enables 
the continuity of IoT services [19]. 

• Weather conditions: Under heavy weather conditions, such as natural disasters or terrorist attacks, 
the damaged communication infrastructure can severely destroy the IoT coverage. Multi-hop 
transmission can be used in this case in order to extend the IoT coverage [20]. 

• High number of client queries:  IoT applications and services operate a high number of sensors in 
order to collect the client data. However, the large number of sensors which must be handled by the 
network nodes introduces high IoT resource requirements in terms of storage, processing, and 
energy, in addition to increasing delays [21]. 
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• Energy demand of IoT nodes: IoT devices and sensors are characterized by limited power [22]. 
Therefore, efficient management and of the IoT nodes’ power supply is an interesting issue.  

IoFT have emerged as a practical solution to solve FANET and IoT challenges thanks to the advantages 
offered by UAVs in terms of flexibility, maneuverability, efficient mobile dissemination of data, fast 
deployment and low cost [23]. In addition, IoT and associated technologies (e.g. cloud-computing, edge-
computing, fog-computing and cellular networks) also offer advantages in terms of connectivity, data 
processing and storage capacity, real-time services, etc. [24]. The integration of FANETs with IoT 
networks provides many benefits. Table 1 provides a comparison between IoT, FANET and IoFT 
according to various key points. 

• Connectivity and coverage: The use of IoT with UAVs can significantly extend the network 
connectivity and coverage by jointly using the Internet connection and local connections provided 
by the FANET. For instance, in rural areas, the IoFT can increase the network coverage by two 
times compared to a standard IoT approach without UAVs, being that the coverage can reach up to 
45 km with an UAV altitude of only 50 m [25]. Therefore, the high IoFT connectivity and coverage 
increases the IoT services availability and accessibility.  

• Reliability: In the IoFT, the UAV can play the role of an aerial station which boosts the IoT capacity 
in order to ensure a reliable downlink and uplink of the data for ground users. Furthermore, the 
mobility and high altitude of the UAVs can mitigate the signal blockage and shadowing which make 
the connection between the IoT ground devices more reliable [26]. 

• Data processing and storage: IoT cloud-computing infrastructures provide the processing and 
storage of massive-scale data [27]. This IoT feature can handle the limited resources of UAVs in 
terms of processing, storage and energy availability. Therefore, the UAVs can offload their tasks 
and collected data towards the cloud for processing and storage. 

• Real-time services: The IoT edge-computing infrastructure is expected as a new technology that 
analyses the IoT data and provides real-time services efficiently [28]. Therefore, IoFT mitigates the 
increased transmission delay of UAVs multi-hop communications by integrating the IoT 
infrastructure. 

• Resistance to weather conditions: The integration of UAVs with IoT networks can recover the 
missed connectivity of destroyed IoT infrastructures in bad weather conditions. Furthermore, the 
cooperation and collaboration between UAVs in a multi-hop manner can handle the IoT connectivity 
interruptions in such weather conditions. 

• Energy supply of IoT nodes: In IoFT, the UAVs can be used to provide energy to IoT ground 
devices [29]. Moreover, several technologies can be adopted to perform this task, including Wireless 
Power Transfer (WPT) solutions. 

 

Table 1: Comparison between IoT, FANET and IoFT 

Feature IoT FANET IoFT 

Connectivity and 
coverage 

Connected using the 
Internet 

Locally connected using 
U2U and U2I 
communication modes 

Highly connected using the 
Internet and local FANET 
connections 

Reliability Low High Very High 

Data processing and 
storage Available Limited to UAVs resource 

capabilities Highly available 

Energy consumption and 
supply 

Limited to energy 
power capacity of IoT 
nodes  

Limited to UAV energy 
power capacity 

More flexible management 
of power of both UAVs and 
IoT nodes 



4 
 

Cooperation and 
Collaboration 

Limited by Internet 
availability 

Limited by FANET 
connection availability 

Includes IoT and FANET 
infrastructure and 
communication modes 
capabilities 

Real-time  
communication 

Limited to IoT 
connectivity and 
coverage 

Limited to local FANET 
connection 

Highly available due to 
higher IoFT connectivity 

Effective cost High Low Medium 

 

There are several survey papers [9, 30, 31, 32, 172, 33], which addressed the IoFT issues. However, 
they do not present details about the main IoFT concepts and recent IoFT stat-of-art works in different 
lines of research, such as flying things, IoFT characteristics, flying cloud-computing, flying edge-
computing, flying fog-computing, flying cellular-networks, IoFT applications, IoFT challenges, etc. 
Table 2 presents a brief comparison between related survey papers on IoFT according to several crucial 
points. The main contributions of our proposed survey compared with the other IoFT survey papers [9, 
30, 31, 32, 172, 33] can be summarized as follows: 

• Presentation of the different flying things concepts, such as UAS, UAV architecture, FANET 
characteristics, etc. 

• Description of the main characteristics of IoFT with a comparative study between flying things, IoT 
and IoFT. 

• Proposition of a new taxonomy of existing IoFT related works. 
• Recapitulation and a comprehensive comparative study of all referenced IoFT related works. 
• Classification and description of the most useful IoFT applications. 
• Summary of the proposed survey by presenting the main IoFT issues and challenges with the future 

directions for IoFT research. 

Table 2: Comparison study of related survey papers 
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Description 

Ref. [31] (2015)    √    √ Introduced the based concepts and scenarios of flying fog-computing. The paper 
outlined a range of issues and challenges of fog-computing services delivered via 
UAVs. 

Ref. [9] (2016) √       √ Provided a comprehensive survey on the UAVs potentials for the IoT services delivery 
from the sky, and addressed the relevant challenges and requirements. 

Ref. [32] 
(2018) 

√     √ √  Reviewed the UAV application domains over IoT and 5G cellular networks. The paper 
analyzed the IoT sensors required by the UAVs, and summarized the privacy and 
security issues of UAV-based IoT. 

Ref. [33] 
(2018) 

     √  √ Presented a survey of UAV communication for 5G cellular networks. The design 
challenges and future trends of existing related works on integrated UAV 
communications with 5G technologies are discussed. 

Ref. [172] 
(2018) 

      √ √ Provided an overview on Internet of Flying Robots (IoFR), including its designing 
issues for real-applications, such as coverage, connectivity, limited energy capacity, 
path planning, search of target, collision avoidance and flying robots navigation. 
Moreover, the survey reviewed and compared the existing IoFR works and provides 
some IoFR future perspectives. 
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Ref. [30] 
(2019) 

√     √   Surveyed the state-of-art on the integration of UAVs into cellular networks. The main 
issues and opportunities were addressed. Furthermore, the paper outlined the testbed 
prototypes for UAV-based cellular networks. 

Proposed survey √ √ √ √ √ √ √ √ Surveys the most recent works on IoFT in various fields, such as flying things, flying 
computing, flying cellular networks, IoFT characteristics and applications, IoFT 
challenges and futures trends. A general comparative study about the discussed IoFT 
related works is also provided. 

 

The remainder of this survey paper is organized as follows. Section 2 outlines the flying things-based 
aspects. Section 3 presents a taxonomy of the most cited IoFT works with a comparative study. In section 
4, we classify and describe the IoFT applications. Section 5 discuss the IoFT challenges and presents 
some future research directions. Finally, section 6 concludes this paper.  

For the sake of completeness, table 3 presents the list of abbreviations list used in this survey. 

Table 3: Abbreviations used in this document. 

Acronym Definition 
IoFT 
FT 
IoT 
UAS 
UAV 
GCS 
WSN 
FANET 
MANET 
VANET 
UANET 
WPT 
GPS 
RFID  
SBC  
SOA  
API  
SDN  
NFV 
SOAP 
REST  
GSC  
URC  
UAVaaS  
IMU  
UTM  
AGMEN  
TDMA  
AP  
MES 
SMDP 
DRL 
IoD 
AG-IoT 
CH  
MEC 
LPWA 
DA 
NO2 
ORP 
DO 
LBPH 
LTE 
ANN  
MIMO 

Internet of Flying Things 
Flying Things 
Internet of Things 
Unmanned Artifact System 
Unmanned Aerial Vehicle 
Ground Control Station 
Wireless Sensor Network 
Flying Ad-hoc NETwork 
Mobile Ad-hoc Network 
Vehicular Ad-hoc Network 
Underwater Ad-hoc Network 
Wireless Power Transfer 
Global Position System 
Radio Frequency IDentification 
Single-Board Computer 
Service-Oriented Architecture 
Application Programming Interface 
Software Defined Networks 
Network Functional Virtualization 
Simple Object Access Protocol 
Representational State Transfer 
General Static Cloud 
UAV Resource Controller 
UAV as a Service 
Inertial Measurement Unit 
UAVs Traffic Management 
Aerial-Ground Integrated Mobile Edge Network 
Time Division Multiple Access  
Access Point 
Mobile Edge Server 
Semi-Markov Decision Process 
Deep Reinforcement Learning 
Internet of Drones 
AGriculture-IoT 
Cluster Head 
Multi-access Edge Computing 
Low Power Wide Area 
Data Analytic 
Nitrogen Dioxide 
Oxidation-Reduction Potential 
Dissolved Oxygen 
Local Binary Pattern Histogram method 
Long Term Evolution 
Artificial Neural Network 
Multiple Input Multiple Output 
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II. Flying Things 
Flying Things (FT) includes both aircraft units and systems, such as UAV, drones, UAS, FANET, etc. 
FT provides many benefits, like mobility, flexibility and fast deployment. Therefore, the integration of 
FT with IoT can extend the IoT coverage and connectivity, and can ensure high performance of data 
transmission for IoT applications. This section outlines the base concepts of FT, including UAS, UAV 
architecture, FANET communication, FANET characteristics, etc. 

II.1. Unmanned Aircraft System  

UAS is a control system composed of three main components: Unmanned Aircraft (UA), known as 
UAV or more popularly as drone [34], Ground Control Station (GCS), and communication links [35]. 
The GCS of UAS houses the system operators, while the UAV performs specific operation mission in 
the flight area. Many civilian and military applications are based on the UAS due to their simplicity of 
deployment, low cost of acquisition and maintenance, as well as high capability of maneuvering and 
hovering [36]. For instance, UAS can be applied in fields including agriculture, fire detection and 
forestry, incident control, pipeline security, water boards, atmosphere analysis, face recognition, 
surveillance of enemy activity, etc. Figure 1 shows an example of different UAS. 

Figure 1: Unmanned Aircraft Systems. 

II.1.1. UAS architecture  

The main components of UAS are the UAV, GCS and the communication data link. Within a UAV, the 
most crucial component is the flight controller, which represents the UAV central processing unit. In 
addition, the UAV is equipped with a communications interface to exchange the commands and data 
with GCS. Below different UAS components are reviewed. 

II.1.1.1 Unmanned Air Vehicles 

The UAV is the key component of a UAS, which able to collect, store, process and exchange the sensing 
data with other UAVs and with GCS. The UAVs can be of different sizes, shapes, components, 
configurations and missions. As depicted in Figure 2, the UAV is formed mainly by the following 
components: 

• Airframe: UAV airframe is the platform which payloads the different UAV components. It is 
characterized by his lightweight, stability and limited space. 

• Flight controller: This component is responsible for measuring and monitoring the UAV stability 
and navigation. In addition, the flight controller generates control signals for the different UAV 
states in order to provide users a manual control of the UAV. 

• Sensors: The UAV uses the sensors in order to sense environment data such as temperature, 
humidity, pressure, gas, etc. The sensing data can be partially processed by the UAV, or transmitted 
to the GCS for further analysis and processing [37]. 
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• Global Position System (GPS): The GPS provides the UAV geographic location, UAV speed and 
UAV direction at specific time intervals. 

• Radio Frequency IDentification (RFID) reading system: The RFID reader is used to collect the 
data from RFID tags using a single antenna. Moreover, the RFID reader carries out the following 
tasks: tag search in the area, data download from the tags, and tags localization [38].  

• Single-Board Computer (SBC): SBC obtains the collected data from the RFID reading system, 
processes them, and sends these data to the GCS via the UAV communication interface. 

• Communication interface: The UAV should be equipped with a communication device, such as 
an omni-directional antenna, which provides wireless communications with other UAVs and the 
GCS.  

• Battery: This component is used to supply the power for the different UAV devices. However, the 
UAV is characterized by limited battery, which requires an efficient energy management algorithm. 

Figure 2: Unmanned Air Vehicle. 

II.1.1.2 Ground Control Station 

The GCS is an on-land system which provides for the human operator the capability of observation, 
control and monitoring of the UAVs during their flight [39].   

II.1.1.3 Communication links 

In a UAS, the communication links ensure the safe exchange of data and control messages between the 
UAVs and the GCS with highly reliable, low-latency, and two-way communications. These UAS 
communication links can be classified into two types: control communication links, and data 
communication links [40]. The first type allows the transmission of control messages in the UAS, such 
as the commands from GCS to UAV, status reports from UAVs to GCS, and control information 
between UAVs. On the other hand, the data communication links ensure the transmission of the data 
captured by the UAVs towards the GCS. These data can be exploited by the user applications. 

II.2. Flying Ad-hoc NETwork  
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A FANET is a special case of a MANET where the communicating nodes are autonomous UAVs 
connected in wireless ad-hoc manner [41]. These UAVs move with a higher speed compared to MANET 
nodes, VANET ground vehicles or UANET aquatic vehicles. Each UAV is equipped with some physical 
devices such as sensors, GPS, camera, etc. FANETs attract the attention of military and civilian 
applications due to their flexibility, fast deployment, self-configuration, decentralized control, etc. 
Figure 3 shows an example of a FANET. 

Figure 3: Flying Ad-hoc Network. 

II.2.1 FANET communication 

In a FANET, the UAVs can exchange real-time data between them or with the ground control station 
via the wireless medium, and without any infrastructure. The communication between the UAVs handles 
the problem of a limited communications range and allows the real-time exchange of data. As presented 
below, there can be three types of communications in a FANET:  

• UAV to UAV communication: In this type of communication (see Figure 4.a), the UAVs 
communicate with each other in a multi-hop manner in order to extend the communications range 
and increase the data rate [42]. The UAV can use this communication type when it wants to send 
data packets to another UAV or ground station outside of its range. 

• UAV to GCS communication: In this communication mode (see Figure 4.b), the UAV 
communicates directly with the GCS which is installed near from the UAV mission area. Using this 
type of communication, the GCS can provide some services to the UAVs. In addition, the UAV can 
send some important data to the ground station.  

• Hybrid communication: This communication type represents a combination between UAV-to-
UAV and UAV-to-GCS communications (see Figure 4.c). Therefore, the UAV can send its data 
directly to the GCS in a one-hop or in a multi-hop fashion via the different UAVs in the mission 
area.  

As mentioned earlier, a FANET is characterized by the frequent topology changes due to the high 
mobility and low density of UAVs. Therefore, the UAV-to-UAV and/or the UAV-to-GCS 
communications for data transmission is a challenging issue which requires an efficient routing protocol 
to be adopted. 

 

 

 

 

 



9 
 

 

Figure 4: Types of FANET communications. 

 

II.2.2 FANET characteristics 

The existing Wireless Ad-hoc Networks (WANETs) are classified into four categories: Mobile Ad-hoc 
Networks (MANETs) where the nodes are mobile, Vehicular Ad-hoc Networks (VANETs) in which the 
nodes are ground vehicles, Underwater Ad-hoc Networks (UANETs) where the nodes are aquatic 
mobile vehicles, and Flying Ad-hoc Networks (FANETs) where the nodes are the mobile UAVs. This 
classification of WANETs is based on their application, implementation, deployment, communication 
and objectives [43].  

FANETs inherits some properties from MANETs, such as mobility, wireless medium, decentralized 
control, and multi-hop communication. Otherwise, FANETs have their own characteristics compared 
with MANETs, VANETs and UANETs, as detailed below. Table 4 summarizes the differences between 
MANET, VANET, UANET and FANET. 

• UAVs mobility: The main feature of a FANET is the higher mobility of its nodes compared with 
MANETs, VANETs and UANETs. According to [44], UAV speed is typically between 30 km/h 
and 460 km/h. Due to the higher degree of mobility of UAVs, FANET topologies can change 
frequently, which increases the fluctuation of the link quality between UAVs and affects the network 
connectivity. 

• Mobility model: Unlike MANET nodes which move in random directions and with random speed, 
FANET nodes (UAVs) generally move following a predefined path. Therefore, the FANET mobility 
model is regular and predictable like the mobility model of VANETs and UANETs.  

• Radio propagation model: Each WANET is characterized by a specific environment in which its 
nodes move. For instance, MANET nodes move at ground terrain, while VANET vehicles move in 
highway or urban roads, UANET aquatic vehicles moves in the water and FANET UAVs fly in the 
sky. The radio propagation model is affected by the geographic structure of the network 
environment. Therefore, the FANET radio propagation model is different from the radio 
propagation models of MANETs and VANETs, because in the FANET environment the number of 
the obstacles is reduced compared to either of the former ones. 

• UAVs density: The distance between the UAVs is typically higher than the distance between the 
mobile nodes in the case of MANETs, VANETs and UANETs [45]. Therefore, the UAVs density, 
which represents the average number of the nodes within an area, is much lower compared to the 
other WANETs. This situation increases the link disconnection between the UAVs. 

• Energy and computation power: Unlike MANET nodes, which are characterized by small battery 
capacity that reduces the network lifetime, FANETs, like VANETs and UANETs, do not suffer 
from this problem when the UAVs are ordinary, in which these UAVs are equipped with sufficient 
energy power resources. However, when the flying nodes are a mini-UAVs, such as drones, the 
capacity of their batteries is also quite limited [46]. Based on the energy resources, the UAVs can 
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communicate and react as routers, in addition to their computation capacity for real-time data 
processing. 

Table 4: Comparison between MANET, VANET, UANET and FANET. 

Feature MANET VANET UANET FANET 

Nodes Mobility Medium High High Very High 

Network 
connectivity 

High Low Low Low 

Mobility model Random Regular et 
predictable 

Regular et 
predictable 

Regular et predictable 

Environment Specific ground 
terrain 

Highway/urban 
road 

Water Sky 

Nodes density High High Low Low 

Energy power Low High High High (Ordinary UAVs) 
Low (Mini-UAVs) 

Computation 
power 

Low High High High (Ordinary UAVs) 
Low (Mini-UAVs) 

 

In addition to FANET characteristics in the scope of WANETs, FANETs also have specific features 
when comparing single-UAV with multi-UAV systems. Table 5 summarizes the differences between 
Single-UAV systems, Multi-UAV systems, and FANETs. 

• Scalability: Contrarily to single-UAV and multi-UAV systems which are mainly based on UAV-
to-infrastructure communication, FANETs are based on UAV-to-UAV multi-hop and UAV-to-
infrastructure communications. Therefore, the operation coverage in the mission area can be highly 
extended, and the coordination between the UAVs can be increased. 

• Mission speedup: Due to the high number of UAVs in a multi-UAV system and in a FANET, the 
mission can be completed faster than in the case of a single-UAV system.  

• Reliability: In single-UAV and multi-UAV systems, the UAV must be connected directly to the 
infrastructure. Therefore, the UAV may be disconnected from the infrastructure in the presence of 
adverse weather conditions. However, the UAV-to-UAV communication in a FANET increases the 
UAV connectivity, which ensures a high network reliability. 

• Survivability: When a UAV fails, the mission cannot be completed in a single-UAV system. 
However, in a multi-UAV system and in a FANET, the failure of an UAV does not affect the 
survivability of the operation mission. 

• Cost: Generally, multi-UAV systems and FANETs use small UAVs as they introduce  lower 
maintenance and acquisition costs compared to with single-UAV systems based on large UAVs.  

 

Table 5: Comparison between Single-UAV system, Multi-UAV system and FANET. 

Feature Single-UAV system Multi-UAV system FANET 

Scalability Low High Very High 

 
Communication 

UAV-to-infrastructure UAV-to-infrastructure UAV-to-UAV 
UAV-to-infrastructure 
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Coordination Not existed Low High 

Mission speed-up Low High High 

Reliability Low Low High 

Survivability Low High High 

Cost High Low Low 

 

III. Internet of Flying Things 

Figure 5: Proposed Internet of Flying Things taxonomy 
The fast growth of UAV technology makes it applicable and able to be integrated with the other networks 
and systems in order to accomplish complex missions, including disaster management, accident 
prevention, crop management, etc. IoFT is a new research domain that integrates FANETs with IoT in 
order to efficiently support the different IoT applications with high reliability and flexibility. 
Furthermore, the IoFT can improve the availability of IoT services in the areas which are badly served 
by the existing IoT infrastructure, such as the rural area. In this section, a taxonomy of the most important 
and recent related works in the IoFT literature are reviewed and discussed. We classify IoFT works into 
four main categories: flying cloud-computing, flying edge-computing, flying fog-computing and flying 
cellular-networks, as shown in figure 5. All these works aim at improving the IoFT capabilities in terms 
of scalability, reliability, stability, security, etc. In addition, a recapitulation and a comparative study of 
all referenced IoFT related works is presented at the end of this section. 

 

III.1. Flying cloud-computing 
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Flying cloud-computing is presented as an integration of FANETs with cloud-computing, in order to 
increase the processing, storage, network bandwidth and tenancy capacity of FANETs by sharing the 
high-power IoT cloud-server resources [47].  

Figure 6: Flying cloud-computing  

The flying cloud-computing architecture consists of three layers: UAV front-end, communication, and 
cloud [48, 49]. As shown in figure 6, the first layer is the UAV front-end layer, which is responsible for 
collecting the sensor data in the sky, such as temperature, pressure, and gas. Then, the collected data 
should be transmitted to the cloud for storage and processing. For instance, these data can be used for 
fire detection, pollution monitoring, environmental recognition, etc. The next layer of flying cloud-
computing architecture is named communication, which provides for the UAVs a wireless 
communications interface to communicate with them and with the GCS. Moreover, in this layer, the 
UAVs can transfer the collected data to the cloud through an access network using 3G/4G cellular 
communication devices, or other alternative technologies like WiFi, WiMAx, etc. The last layer includes 
a cloud server which allows for storage and real-time processing of the streamed data captured by the 
cloudlet UAVs. The data aggregation is the main objective of cloud storage, in which the civilian and 
private agencies can easily access the stored data. The cloud servers contain a database or a file system 
to store the collected data. The latter can be of various types, such as environment variables, 
geographical location parameters, mission information, sensor data and images, etc. [50]. In addition, to 
the data storage, the cloud server processes the data received from the cloudlet UAVs in order to detect 
critical events including forest fires, human activity, etc. Moreover, the cloud layer contains a services 
interface which enables user applications to control the UAVs missions and parameters. 

In the literature of flying cloud computing, several works were proposed. Hong and Shi [51] proposed 
a multi-UAV cloud-based control system. The proposed system allows multiple users to simultaneously 
control and monitor different UAVs. Moreover, the system allows users to dispatch missions over the 
UAVs, in addition to collecting and processing sensor data through the cloud-computing. To 
demonstrate the effectiveness of the designed system, a simulation based on Software In The Loop 
(SITL) simulator was performed. However, the proposed system did not take into account the security 
and collaborative issues of the UAVs.  
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Mahmoud and Mohamed [52] proposed a Service-Oriented Architecture (SOA) for collaborative 
cloudlet UAVs. In the proposed SOA architecture, the authors propose a mapping between the UAVs 
and cloud computing in order to combine the UAVs capability with the cloud-computing resources in 
terms of data storage and processing. The proposed architecture provides for UAV collaboration in terms 
of essential services, including mission organization, location monitoring, security, real-time control 
and data storage, in addition to customized services such as  sensing, actuation, data analysis, etc. A 
generic description of the proposed architecture was provided, including its complements and services 
without any real implementation. In [53, 54], the same authors enhanced their previous work [52] by 
proposing a UAV-cloud platform which is based on a Resource-Oriented Architecture (ROA) in order 
to facilitate the modeling of UAV resources and services. In the proposed platform, the UAVs are 
considered as servers where their resources can be accessed by Application Programming Interfaces 
(APIs). Moreover, a broker layer was proposed which dispatches the mission-requests to the UAVs. A 
real prototype of the proposed UAV-cloud architecture was developed using Arduino devices as UAVs 
with a WiFi shield for the communication, and using RESTful APIs for access to UAVs resources and 
services. However, the developed prototype of the proposed UAV-cloud platform is very simple due to 
a limited validation using a simple Arduino board. In [55], Mahmoud et al. extended their implemented 
prototype in [53, 54] by integrating Arduino on-board with various sensors to detect and measure some 
environmental events, such as humidity and temperature. Each of these sensors was manipulated using 
RESTful web services through a Web interface. The authors provided a testbed evaluation study in order 
to prove the effectiveness of the implemented prototype in terms of access time to UAV resources. 
However, the scalability of this prototype is limited since the experimental testbed was applied to a small 
network.  

In [56, 57], the authors presented a cloud-based softwarization architecture for collaborative UAVs and 
Wireless Sensor Networks (WSNs). The proposed architecture separates the UAV physical resources 
layer from the control layer. Moreover, this architecture is based on three strategies which include 
softwarization, Software Defined Networks (SDN) and Network Functional Virtualization (NFV). The 
first strategy is based on the modularity concept, which permits the higher layer to be changed easily 
without modifying the network architecture. The second one consisted of separating the physical layer 
from the control layer. The third strategy allowed the higher layer to visualize the physical devices. The 
proposed system which consisted of sensors, UAVs and a WSN controller, which were implemented 
and evaluated in the scope of an agriculture scenario. However, the proposed architecture should be 
improved by considering the security factor.  

Koubâa et al. [58, 50] proposed Dronemap Planner for the cloud-based management of UAVs. The 
proposed system allows access to the UAVs through web services (SOAP, REST), UAV missions 
scheduling, and facilitates the coordination between the UAVs. The communication between the 
proposed system, UAVs and users is performed using MAVLink [59] and ROSLink [60] protocols. 
Experimental results have shown the effectiveness of Dronemap Planner to visualize and to facilitate 
the access to the UAVs through the Internet. However, security and QoS factors should be investigated 
as well in order to improve Dronemap Planner. In [61], Koubâa et al. proposed a cloud-based system 
called DroneTrack for real-time tracking of moving objects using UAVs. DroneTrack is based on the 
Dronemap Planner management system to monitor and communicate with the UAV via Internet. 
DroneTrack is based on the exchange of UAV and object GPS coordinates over the cloud in order to 
follow them in real time. The experimental study proved that DroneTrack can track moving objects with 
low connectivity between the UAVs, cloud and users. However, the DroneTrack tracking accuracy must 
be further improved. 

In [48, 49], the authors studied the stability and reliability of a cloud-based multi-UAV system. In the 
first step, the authors analyzed the ability of the cloud system to control and monitor the UAVs. Second, 
the authors modeled the proposed cloud-based UAV control system in order to find out the relationship 
between the maximum sensor data rate generated by the UAVs with the system stability and reliability. 
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This relationship was summarized by analyzing the on-demand service capability of both the General 
Static Cloud (GSC) and the UAV Resource Controller (URC). The simulation results showed that the 
cloud-based UAV system stability decreased with the increase of the generated data rate. However, the 
proposed system was validated based on theorical analysis and experimental simulations without any 
real implementation.  

Majumder et Prasad  [62] proposed a cloud platform to control the UAVs. This platform allows the users 
and controllers to communicate simultaneously with the UAVs. The users introduce the UAVs 
parameters, such as altitude, speed and direction, and the cloud platform monitors the UAVs based on 
the user requirements. The UAVs communicate with the cloud platform through the GCS, where 
wireless communications are used between the UAV and GCS, being the Internet used to connect the 
GCS to the cloud platform.   

In [63], Yapp et Babiceanu designed a framework which enables the users to access to the UAV as a 
Service (UAVaaS) through the cloud for commercial applications. Using the proposed framework, a 
multiple customer can allocate different UAVs to execute commercial operations, such as uploading the 
updated waypoint to UAVs, watching the live video, etc. In order to optimize the UAV resource 
utilization and guaranteeing a better security, a cloud coordinator was proposed. The latter handles the 
communication between the users and UAVs, manages the tasks assignment, and controls the access to 
UAVs from different categorized users.  

Rodrigues et al. proposed the Cloud–SPHERE platform [64, 65] based on cloud-computing that provides 
a secure communication channel between the UAVs, and between the UAVs and the infrastructure, 
including identification, authentication and data security. Furthermore, the designed platform allows the 
service management for the UAVs to be connected to the cloud, including service classification and 
service provision. A basic and generic conceptual model of the proposed platform is provided. However, 
more implementation and experimental evaluations should be performed in order to demonstrate the 
effectiveness of the Cloud–SPHERE platform.  

Hadj et al. [66] proposed a three-layer cloud architecture which uses the UAVs as a sink for ground 
wireless sensor networks (WSNs). The first layer of the proposed architecture consists of the terrestrial 
wireless sensor nodes, characterized mainly by a short communications range which makes it not always 
connected. The second layer represents the cloudlet UAVs which provides a sink for service delivery. 
Each UAV collects the data from the ground sensor nodes, and collaborates with the other UAVs to 
transmit these data towards the GCS. The third layer is the cloud control center which is responsible of 
the processing and the analysis of the collected data in order to take a decision. The numerical evaluation 
showed that the proposed architecture provides optimal values for the number of terrestrial sensors, 
delivery delay and UAV energy consumption. However, it would be necessary to validate the proposed 
architecture through simulation or real experiments.  

In [67], the authors presented the AnDrone architecture, which allows the users to access a UAV using 
the cloud. Furthermore, the proposed system enables a physical UAV to execute simultaneously and 
separately multiple virtual UAVs. In addition, a virtualization of the UAVs is provided using Linux. An 
AnDrone prototype was implemented based on a Raspberry Pi 3. Experimental results demonstrated 
that the AnDrone prototype ensures real-time virtualization and control of the UAVs, secure 
communication, minimal energy overhead of the UAVs, and low latency.  

Zhang et Yuan [68] implemented a cloud-based server using Python in order to analyze the UAV flight 
data, and to allow the users to remotely control and visualize the UAV. The authors proposed to use 4G 
to transmit the UAV data to end users. A simple testbed evaluation of the proposed system was 
performed using a single UAV. 

Many other flying cloud-computing were proposed in order to support the storage and computing of 
large amounts of data, such as [69, 70, 71, 72]. However, cloud computing is not a suitable solution for 
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real-time applications due to associated delays between end-user and cloud-servers, which are located 
far from these users [73]. To overcome this issue, many IoFT works were based on the flying edge-
computing and the flying fog-computing paradigms, that aim to provide low-latency communication by 
offloading the UAV tasks to cloud-servers that are close-by.  

III.2. Flying edge-computing 

Flying edge-computing is created in order to extend the flying cloud-computing capabilities for real-
time sensitive IoT applications. The edge-layer reduces the computing load by handling some UAVs 
data locally at the edge IoT devices without an intervention of the cloud. Therefore, this switching of 
the data computing and storage to the edge layer decreases the latency significantly.  

Most recent works on IoFT are based on flying edge computing in order to support real-time IoT 
applications such as smart transportation, video streaming surveillance, augmented reality, emergency 
intervention, etc. In [74], Bekkouche et al. proposed to use the MEC with the UAVs Traffic Management 
(UTM) system in order to reduce the latency (e.g. end-to-end delay) and increase the reliability of the 
communication between UAVs and UTM. In the proposed system, the control of the UAV flight was 
performed by the nearest edge server to this UAV in order to ensure the latency and reliability. 
Furthermore, the authors measure the consumption of MEC resources when varying the number of 
UAVs in order to determine the required resources to ensure MEC scalability. A realistic 
experimentation has been performed to prove the effectiveness of the proposed system using only one 
UAV and one edge server. Therefore, multiple UAVs and edge servers should be considered to 
efficiently evaluate this system. 

In [75], Narang et al. proposed an architecture for a UAV-based MEC infrastructure which solves the 
problems of challenged networks, including the disfunction and services unavailable under natural 
disaster situations or in rural areas. The main objective of this architecture is to provide the coverage 
and the MEC services to users in such situations. Therefore, the UAV and MEC were deployed in order 
to host the GCSs and the edge-computing resources. The analytical results have showed that the 
proposed architecture can better cover the user services even when an important number of GCSs fail. 
However, this architecture can be improved by using coverage optimization techniques.  

Cheng et al.  [76] proposed an architecture for an Aerial-Ground Integrated Mobile Edge Network 
(AGMEN) that addressed many edge-computing network issues, such as communication, computing 
and caching. In this architecture, multiple UAVs are deployed in order to cover spatially and temporally 
the user areas for data delivery. These UAVs play the role of edge network controllers in order to allocate 
efficiently the computing and storage resources. Any experimental evaluation of AGMEN was provided 
in order to prove its effectiveness.  

In [77], Zhou et al. proposed an integrated air-ground framework for MEC. The proposed framework 
combines the capabilities of ground vehicles with UAVs in terms of communication, computing and 
storage in order to allow fast on-demand deployment of edge servers. Four use cases were introduced in 
order to demonstrate the effectiveness of the proposed framework which supports high mobility, high 
throughput and low latency. Simulation results showed that the proposed platform greatly reduces the 
overall delay.  

Chen et al. [78] designed a hybrid Edge-Cloud model for UAV swarms in order to guarantee high QoS 
for resource-intensive and real-time applications, including crowedsensing within smart cities. The 
proposed model extends the UAV resources capacity by using the closer edge servers, which are able to 
process the data with a low delay. Furthermore, cooperation between edge and cloud-computing was 
proposed for the processing and storage of big data at the cloud. The simulation results showed that the 
proposed model can improve the QoS of the UAV. However, in order to validate the proposed model, a 
real implementation and testbed evaluation should be performed.  
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Zhou et al. [79] proposed a MEC with a UAV-based wireless system in order to handle the limited 
resource capacity of ground users in terms of energy power and computing. In the proposed system, the 
UAV transmits the energy to the mobile ground users in order to exploit it for computation tasks. 
Moreover, an algorithm which minimizes the UAV power consumption was proposed by jointly 
optimizing the computing offloading and the design of the UAV trajectory. The simulation results 
showed that the proposed system outperforms the other benchmark schemes in terms of convergence. 
In [80], the same authors addressed the resource allocation problem in order to maximize the 
computation rate of users using the system proposed in [79] under binary and partial modes of 
computation offloading. Two algorithms were proposed in order to guarantee a maximized user 
computation rate by optimizing UAV computation, energy resources and the UAV trajectory. 
Simulations showed that the proposed resource allocation scheme is able to converge faster than the 
other disjoint schemes while introducing a low computation complexity.  

In [81], Hu et al. proposed to use a MEC server with a UAV in order to provide MEC services for ground 
users by using Time Division Multiple Access (TDMA). Furthermore, a globally and locally optimal 
scheme was proposed which minimizes the user energy consumption by optimizing the UAV 
coordinates, allocation of time slots, and partitioning of computation tasks. Numerical results 
demonstrated that the proposed scheme is superior compared to other offloading schemes.  

In [82], the authors proposed an UAV-based MEC architecture where the UAV acted as a MEC server 
that helps ground users to accomplish their tasks. In addition, the UAV offloaded these tasks towards 
the Access Point (AP) for further computing. In order to minimize the energy consumption of both UAV 
and users, the authors proposed an algorithm which optimizes the scheduling of computation resources, 
allocation of bandwidth and UAV trajectories. Simulation results showed that the proposed algorithm 
provides higher and more stable performance than baseline schemes.  

In [83], Li et al. proposed to use the UAV as Mobile Edge Server (MES) in order to provide real-time 
offloading of computation tasks for ground users. Furthermore, a maximization of user tasks’ throughput 
with limited UAV energy was performed using two technics: Semi-Markov Decision Process (SMDP) 
and Deep Reinforcement Learning (DRL). The first technique was used to formulate the maximization 
problem as SMDP, while the second technique was applied to solve this problem. Simulation results 
showed that the proposed scheme provides optimal user task throughput values with acceptable 
convergence.  

In [84, 85, 86], the authors addressed the task computation offloading problem in MEC-based UAV 
networks in order to simultaneously reduce the UAV energy overhead and the execution delay.  This 
problem was formulated and solved using a theorical game strategy, where three types of players are 
considered: UAV, GCS and edge server, all cooperating together for the computing task. Therefore, the 
task can be processed in the UAV, offloaded to the nearest GCS, or offloaded to the edge server. 
Simulation results demonstrated that the proposed task computation offloading scheme achieves the best 
tradeoff between computation cost, energy consumption and execution delay compared to the cases of 
task execution on UAV, edge server and GCS, respectively.  

Sedjelmaci et al. [87] proposed in a cyber defense system for a UAV-Edge computing network in order 
to protect this network against attacks, while taking into account the limited UAV energy and 
computation resources. The proposed security system was modeled based on a non-cooperative 
Stachelberg game, in which each UAV had a security agent that protects it and its offloading link against 
the attacker agents. Simulation results showed that, with low UAV energy and computation resources, 
the proposed defense system can provide a high level of the security, while a high number of UAVs and 
attackers was considered.  

In [88], Tian et al. addressed the security and the privacy issues in the Internet of Drones (IoD). The 
authors proposed an MEC-based authentication framework for UAVs which ensures real-time and fast 
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authentication, high privacy protection and non-repudiation. The proposed framework allows the UAVs 
to control the generation of its signature key without the problem of key escrow. The analysis results 
demonstrated that this framework can efficiently protect UAVs against threats to authentication, privacy 
and repudiation. Moreover, in order to respect the UAV resources constraints, experimental results 
showed that the proposed framework does not introduce high costs in terms of computation, 
communication or storage.  

In the literature related to flying edge computing, several other works have been proposed [89, 90, 91, 
92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107]. Although flying edge-computing 
is good for IoT real-time applications, some of these applications need the storage and computing of 
voluminous data, like the video streams, which cannot be supported efficiently by the local resources of 
edge IoT devices. To overcome this challenge, flying fog computing provides edge computing in order 
to guarantee low-latency, and it can be expanded to the core network as well (e.g. cloud-computing) 
[108], for the storage and processing of high volumes of UAV data. 
 
III.3. Flying fog-computing 

Flying fog-computing integrates cloud servers and edge IoT devices in order to provide high capacity 
in terms of storage and computing, and a low latency for UAV-assisted IoT applications. As shown in 
figure 7, flying fog computing provides an intermediate layer between UAVs and the cloud layer, which 
is located at the edge of the network, and that consists of a large number of fog nodes. The fog layer can 
communicate with cloud layer via the Internet, or with the UAVs using a wireless connection. 

Figure 7: Flying fog computing. 

Some flying fog-computing works were proposed in recent years. In [109], Hou et al. proposed the 
integration of fog-computing with a UAV swarm system in order to handle UAV computation tasks 
with a low latency and a high level of reliability. Furthermore, the authors proposed a genetic-based 
heuristic algorithm which optimizes task allocation in order de reduce as much as possible the UAV 
energy consumption. Simulation results proved that the proposed algorithm can efficiently offload and 
process UAV tasks, and that it can provide minimal energy consumption while satisfying the latency 
and reliability requirements. However, the complexity of the proposed algorithm should be reduced in 
order to further improve its practicability.  

Lee et al. studied [110] the problem of UAV-based fog computing for the smart industry 4.0. 
Furthermore, a framework for task computing offloading was proposed which allows the ground sensors 
to offload its tasks towards the nearby fog UAVs. In addition, the proposed framework allows the fog 
UAVs to optimize their task allocation in order to maximize the computed tasks number, while taking 
into account the communication and latency of computation. A greedy algorithm was proposed in order 
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to perform this optimization. Simulation results showed that the proposed algorithm can effectively 
optimize task allocation with an optimum gap which is not higher than 7.5 %. However, the proposed 
platform can be extended by optimizing the UAV trajectory.  

Mohamed et al. [111] proposed a UAV-based fog-computing system named UAVFog in order to 
provide data storage, flexible communication, and low latency for IoT applications. UAVFog exploits 
the fog-computing capabilities and the UAV mobility in order to support IoT applications at different 
locations. Furthermore, many IoT services are offered by UAVFog, such as discovery and integration 
of IoT resources, broker services, and location-based services, as well as invocation and security 
services. A prototype of UAVFog was implemented, and the experimental results proved the 
effectiveness of UAVFog in terms of latency.  

In [112], He et al. addressed the security, safety and privacy protection issues of fog UAVs in an airborne 
fog-computing platform. Therefore, the authors proposed a GPS spoofing detection method which is 
based on a monocular camera and the Inertial Measurement Unit (IMU) of the UAV. Experimental 
results showed that the proposed method is more effective than solely using the IMU.  

Ti and Le [113] studied the computation offloading in a UAV-assisted hierarchical fog-computing 
system. This proposed system exploits the distribution architecture of UAVs and the centralized 
architecture of the cloud for task computing. Furthermore, Multiple Input Multiple Output (MIMO) 
technology was employed to ensure efficient data communications. In order to minimize the system 
power consumption, the authors proposed to optimize computing offloading, resource allocation, user-
cloud/cloudlet association and path planning using a convex optimization method. 

The flying fog-computing paradigm extends the storage and processing capacity of flying cloud-
computing towards the flying edge-computing in order to reduce service latency and ensure a higher 
computing capacity to end users. However, the main challenge of flying fog-computing is how to 
integrate the UAVs at the edge-computing layer to the cloud-computing layer. This integration can be 
performed through various communication technologies, such as WiFi, WiLAN, cellular-networks, etc.  

III.4 Flying cellular-networks 

Flying cellular-network is considered as a promising technology for real-time applications, due to its 
high reliability, high data rate and low latency. Furthermore, flying cellular networks can enhance the 
IoFT performance in many aspects, such as connectivity, accessibility, monitoring, management, 
navigation and cost-effectiveness [114]. 

Many recent works on flying cellular networks have been proposed. For instance, in [115], Challita et 
al. addressed wireless connectivity and security challenges in cellular-connected UAVs. An Artificial 
Neural Network (ANN)-based solution was introduced in order to overcome these challenges. In order 
to prove the effectiveness of the proposed solution, three use-case applications of cellular-connected 
UAVs have been considered: UAV-based delivery, UAV-based real-time streaming of multimedia, and 
UAV-based intelligent transportation. 

The authors in [116], proposed an interference-aware path-planning algorithm for cellular-connected 
UAVs. The proposed algorithm is based on deep reinforcement learning in order to maximize the energy 
efficiency and jointly minimize the interference and latency.  

Mei et al. proposed [117] an inter-cell interference coordination solution for the uplink transmission 
from the UAV to cellular base stations. In order to maximize the network throughput, and to mitigate 
the uplink interference, the proposed solution jointly optimizes the UAV uplink cell association, transmit 
power and resource block allocation.  

In [118], Moon et al. proposed a preamble design technique for UAV communication in cellular 
networks using scalable sequences. In order to increase the detection performance, and to reduce the 
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UAV battery consumption, three scalable sequence techniques were proposed, analyzed and compared 
depending on the bandwidth capacity, and under different channel conditions.  

Chowdhury et al. [119] addressed the UAV trajectory optimization in cellular networks based on 
dynamic programming. The proposed work aims to the enhance the wireless coverage and to maximize 
the data rate of cellular-networks. Both interference in cellular networks and UAV mission duration 
constraints were considered to find the optimum UAV trajectory.  

Zhang et al. proposed [120] a cooperative UAV protocol for data uploading in cellular networks. The 
proposed protocol enables data sensing from the UAV to the base station using both UAV-to-
infrastructure and UAV-to-UAV communications. Furthermore, an optimization algorithm of sub-
channel allocation and of UAV speeds is proposed in order to maximize the uplink data rate. Simulation 
results showed that the proposed algorithm outperforms the greedy algorithm.  

In [121], Amorosi et al. proposed to enhance the cellular-network coverage using UAVs, and they 
proposed to recharge the UAVs and ground sites batteries using solar panels. The latter were installed 
in different ground sites over the cellular network infrastructure. Furthermore, a modified genetic 
algorithm based on a decomposition-based technique was proposed in order to guarantee a high cellular-
network coverage with maximized UAVs and ground site battery level, while taking into account the 
UAVs mission duration.  

In [122], Azari et al. developed a generic framework that improves the UAVs’ connectivity in cellular 
networks. Furthermore, the analytical results of the integrated UAV with a cellular network showed that 
the optimum choice of the UAV antenna tilt and UAV altitude can highly improve the link coverage 
and throughput. 

III.5 Comparison of IoFT works 

The existing IoFT works suggest integrating FANETs with IoT in order to improve the connectivity, 
reliability, scalability, stability, data storage and processing and security for IoT real-time applications. 
Table 6 provides a summary of existing IoFT works in the literature, including their objectives and 
addressed problems, explained as follows:  

• Connectivity and coverage: The proposed IoFT work guarantees a high network connectivity and 
large-scale coverage. 

• Scalability: Capability of the network to grow without any major changes in its overall design. 
• Reliability: Measured based on error-free operations on the network. Ideal network reliability means 

that no errors or failures were produced in this network. 
• Stability: Measured by the fast access and rapid error recovery. The high UAV mobility decreases 

the network stability.  
• Real-time latency: The network ability to guarantee a reduced transmission delay for real-time 

services. 
• Security: The network safety against external threats and attacks. 
• UAVs controlling: The ground user ability to control the UAVs via the IoT devices. 
• Cloud processing: The network capacity to process the UAVs data using sufficient processing 

resources.   
• Cloud storing: The network stockage capacity of voluminous data collected by the UAVs. 
• Energy consumption minimization: Capacity of the network to supply and manage the powered 

energy of UAVs and IoT ground devices. 
• UAVs collaboration: The UAVs collaborate with them in order to accomplish a mission. 
• Tasks computing offloading: The UAVs transmit their tasks towards the IoT cloud for processing 

and storage. 
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• UAVs trajectory: Take into account the UAVs trajectory optimization in order to minimize the 
UAVs energy consumption. 

• Resources allocation: Proposing a resource allocation strategy in order to mitigate the collision and 
interference problems. 

• Routing optimization: Proposing a new routing protocol in order to improve the data transmission 
in IoFT. 

As shown in the table 6, we have categorized the IoFT works according to the used IoFT technology for 
the computing and data transmission into four categories: flying cloud-computing, flying edge-
computing, flying fog-computing and flying cellular-networks. We can see in this table that each IoFT 
work have been proposed in order to ensure a specific objective, such as connectivity and coverage, 
scalability, reliability, stability, low latency, UAVs controlling, data storage and processing, energy 
consumption reducing, security. Furthermore, the table 6 depicts that each work addressed some 
problems in order to ensure his objectives, such as UAVs trajectory optimization, resources allocation, 
UAVs collaboration, tasks computing offloading, routing optimization, etc.  

We can remark from that table that most flying cloud-computing studies aim to guarantee a high 
computation rate and storage of UAVs’ collected data by offloading the tasks towards the cloud servers. 
The latter are characterized by a high resource capacity in terms of data processing and storage. 
However, the low latency cannot be ensured by flying cloud-computing works due to the high 
transmission time of the data between the UAVs and the cloud servers which are located far from these 
UAVs. 

The table 6 illustrates that the flying edge computing and flying fog computing studies to ensure a low 
data transmission latency. This is achieved thanks to the local processing and storage of the UAVs 
collected data at the edge and fog nodes of the network. However, most flying edge-computing works 
cannot provide high computation rates and data storage of massive data, due to the limited resources of 
edge nodes. In addition, table 6 proved that flying fog-computing works can achieve q minimal latency 
with high data computation and storage, because this IoFT works category combines local resources of 
fog nodes with cloud nodes’ resources. 

As shown in table 6, works on flying cellular networks aim to enhance the network connectivity and 
coverage while providing a minimal latency. This result is motivated by the effective use of the available 
cellular network infrastructure in order to reinforce the data transmission from the UAVs towards the 
internet servers. We remark in table 6 that few of the IoFT works have to deal with the routing 
optimization problem. However, the latter is a very interesting issue and can highly enhance the IoFT 
performance.  

 

Table 6: Objectives and addressed problems of open research on Internet of Flying Things 
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Flying cloud-computing 

Mahmoud and Mohamed [53]        √ √  √     
Mahmoud and Mohamed [54]        √ √  √     
Mahmoud and Mohamed [52]        √ √  √     
Mahmoud et al. [55]        √ √  √     
Koubâa et al. [58]       √ √ √  √     
Luo et al. [48]   √ √   √ √ √       
Yu et al. [69]        √ √       
Majumder and Prasad [62]       √ √ √       
Koubâa et al. [61]       √ √ √       
Koubâa et al. [50]       √ √ √  √     
Wang et al. [49]   √ √   √ √ √       
Van't hof and Nieh [67]     √ √ √ √ √ √      
Hong and Shi [51]       √ √ √       
Mahmoud et al. [56]        √ √  √     
Yapp and Babiceanu [63]     √  √ √ √       
Mahmoud et al. [57]        √ √  √     
Capello et al. [70]        √ √       
Gao et al. [71]   √     √ √ √  √  √  
Rodrigues et al. [65]     √   √ √       
Hadj et al. [66]      √  √ √ √ √     
Rodrigues et al. [64]     √   √ √       
Zhang and Yuan [68]       √ √ √       
Sulaj et al. [72]      √  √ √       

 
 
 
 
 
 
 
 
 
 

Flying edge-computing 

Narang et al. [75] √     √          
Dong et al. [90]      √        √  
Zhou et al. [77] √  √   √        √  
Chen et al. [78]      √  √ √  √     
Zhou et al. [79]      √    √  √ √   
Zhou et al. [80]      √  √  √  √ √ √  
Cheng et al. [76]      √          
Jeong et al. [91]      √    √  √ √ √  
Hu et al. [81]      √    √  √ √ √  
Xiong et al. [100]      √    √  √ √ √  
Bekkouche et al. [107]      √       √ √  
Liu et al. [92]      √      √   √ 
Messous et al. [84]  √    √    √  √    
Cao et al. [93]      √      √ √   
Zhang et al. [94]      √    √  √ √ √  
Bekkouche et al. [74]  √ √   √ √         
Hu et al. [97]      √      √ √   
Wang et al. [98]      √    √  √  √  
Hu et al. [82]    √  √    √  √ √ √  



22 
 

 

 
IV. IoFT applications 
IoFT is currently shaping various human application domains, such as smart agriculture, environmental 
pollution monitoring, disaster management, video streaming surveillance, objects tracking, smart city, 
smart industry, etc. This section presents some recent works addressing different IoFT applications.  

IV.1. Smart agriculture 

Precision smart agriculture is one of the domains which can use the IoFT advantages in order to improve 
the production efficiency and to optimize crop quality with minimizing the negative impact on the 
environment.  

In the IoFT literature, several smart agriculture works have been proposed in order to increase the food 
quality and quantity. Uddin et al. proposed [123] a dynamic clustering and data collecting scheme based 
on UAVs for Agriculture-IoT (AG-IoT). This study proposes to use a set of IoT ground devices to 
control various parameters related to environment, soil and crops. Moreover, a UAV is used to locate 
and assist these IoT devices to form a cluster and to select the best Cluster Head (CH). Therefore, the 
use of a UAV allows the proposed clustering scheme to achieve a reliable uplink for data collection.  

In [124], Saha et al. presented different solutions that combine IoT with drones for crop quality 
improvement in smart agriculture. The work proposed an IoT-based drone model which consisted of a 
Raspberry Pi integrated with various sensors and modules, such as GAS sensor, RGB-D sensor, and 
GPS module. The Raspberry Pi module collects the agriculture data from different sensors, including 
soil temperature, ground images, humidity, etc. Moreover, The Raspberry Pi sends these data to a cloud-
based storage area for further analysis.  

In [125], Faraci et al. proposed an IoFT platform for smart agriculture monitoring in rural areas. To 
provide the connectivity, the proposed platform constituted of a set of UAVs which collect the 

Xu et al. [99]      √    √  √    
Hua et al. [101]      √    √  √  √  
Callegaro et Levorato [102]      √      √    
Messous et al. [85]      √    √  √    
Du et al. [95]      √    √    √  
Bai et al. [89]     √ √    √  √    
Qian et al. [103]      √    √  √ √   
Yu et al. [104]      √       √ √  
Fan et al. [96]      √    √   √ √  
Zhang et al. [105]      √    √  √ √ √  
Li et al. [83]      √      √    
Sedjelmaci et al. [87]     √ √    √      
Sharma et al. [106] √  √   √    √      
Tian et al. [88]  √   √ √  √ √       
Messous et al. [86]      √    √  √    

 
 
Flying fog-computing 

Mohamed et al. [111]  √    √  √ √       
Hou et al. [109]   √   √  √ √ √  √    
Ti and Le [113]      √  √ √ √  √ √ √  
Lee et al. [110]      √  √ √   √  √  
He et al. [112]     √ √  √ √       

 
 

 
 
 

Flying cellular-networks 

Challita et al. [115] √    √ √          
Challita et al. [116]      √    √      
Mei et al. [117]          √    √  
Moon et al. [118]          √      
Chowdhury et al. [119] √     √       √   
Zhang et al. [120]              √  
Amorosi et al. [121] √     √    √      
Azari et al. [122] √               
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agriculture data from some critical places in the territory, such as trees, plants, rivers, soil, cropland, etc. 
Therefore, these UAVs transfer the collected data using 5G to a local data center that consisted of a 
limited number of servers. The data center uses a Multi-access Edge Computing paradigm [126] for the 
management, processing and storage of the collected agriculture data. To handle the electrical power 
unavailability in rural areas for UAVs batteries recharge and data center supply, the proposed platform 
integrated a hybrid power generation system which consisted of diesel and power renewable generators. 
An analytical model is defined in this work to design and evaluate the performances of the proposed 
platform. However, the design of the latter did not consider some issues, such as the variation of the 
number of UAVs that are in the ground to be recharged. 

IV.2. Environmental pollution monitoring 

Environmental pollution causes changes to the ecosystem and the atmosphere due to various forms of 
chemical and energy pollutants which can deteriorate the quality of the environmental air, water and 
soil. Therefore, these pollutants directly affect the life of biological entities in the environment.  

Many IoFT studies on environmental pollution monitoring have been proposed in order to keep our 
nature safe. Elijah et al. [127] proposed a smart Malaysian river monitoring solution that controls the 
water pollution. The proposed solution was based on UAV, IoT, Low Power Wide Area (LPWA) 
communication technology and Data Analytics (DA). The UAV is used for monitoring the river water, 
collecting river water sample data and sending them towards IoT cloud server using LPWA. The latter 
provides a long range, low-power and low-cost wireless communication system [128]. The DA allows 
to know the water quality and pollution level discharged into the river based on the collected data. The 
proposed smart river monitoring solution provides low-cost, high-resolution in time and space, real-time 
monitoring and pollution identification. However, this work did not resolve the UAV electrical power 
supply and proposes to use only one UAV.  

In [129], Hernandez-Vega et al. presented an air pollution monitoring system based on UAVs and IoT 
that measures the air quality in a smart city. The proposed system was composed of a UAV which uses 
a set of MQ sensors to control the criterion pollutants in the air: carbon monoxide, hydrogen, ozone, and 
carbon dioxide. The UAV also uses a data acquisition system to covert the analog data values of the 
sensors to numerical data values which can be manipulated by the computer. In addition, the proposed 
system also included a ground control station that monitors the UAV, receives the air quality data for 
processing, and uploads these data to the IoT servers. A radiofrequency communication channel is used 
for the data transmission between the UAV and ground control station. Experimental results showed 
that the used UAV MQ sensors are ideal due to their size and weight, but fail to provide a reliable 
measure of the air quality.  

Agarwal et al. designed [130] an air and water monitoring system based on a master drone, four slave 
robots and IoT. On the one hand, and to cope with air pollution monitoring, two flying slave robots are 
used which are composed of a microcontroller and some sensors for air pollutants detection, such as 
Nitrogen Dioxide (NO2) gas sensor, Ozone (O3) gas sensor, humidity sensor, and temperature sensor. 
On the other hand, two land slave robots are mobilized for monitoring the water pollution. Each land 
slave robot consisted of a microcontroller and a set of water pollutants detection sensors, like Oxidation-
Reduction Potential (ORP) sensor, Dissolved Oxygen (DO) sensor, PH sensor and temperature sensor. 
Moreover, the four slave robots have a power supply and an RF modem to communicate with the master 
drone. The latter receives the real-time air and water quality data from the slave robots, records and 
maintains these data, and uploads them towards the IoT servers in order to analyze the different levels 
of air and water pollution. This proposed designed system should be implemented in order to prove its 
real efficiency for air and water pollution monitoring.  

In [131], Yang et al. proposed an IoT-based flying system for environmental pollution monitoring. The 
designed system was composed of three parts: quad-rotor UAV, environmental detection module and 
web servers. The quad-rotor UAV supports the environmental detection module, which serves to detect 
the different environmental parameters using some sensors, such as temperature, humidity and air 
quality. Furthermore, the environmental detection module sends the collected environmental data to the 
web servers using 3G technology and TCP/UDP transmission protocols in order to analyze and process 
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these environmental data. Although the proposed system can efficiently monitor the environmental 
pollution, the power shortage problems of quad-rotor UAV batteries was not addressed in this work.  

Hu et al. presented [132] an air quality monitoring architecture based on IoT and UAVs. This 
architecture consisted of four layers: sensing layer, transmission layer, processing layer and presentation 
layer. The first layer is composed of ground devices and UAVs, which collect the real-time air quality 
data from the environment and transmit it to transmission layer using wireless communications. The 
second layer consists of base stations which guarantee the bidirectional communication between the 
sensing layer and processing layer. The third layer is composed of web servers and database servers 
which receive the air quality data via IoT communication from transmission layer, analyze these data, 
and predict the air quality values using spatial fitting and short-term prediction techniques. The last layer 
provides a graphic interface for the users and system managers. This proposed architecture takes into 
account the deployment strategies of UAVs and ground devices in the environment, and also considers 
the control power of UAVs and ground devices in order to achieve a balance between the data accuracy 
and power consumption. However, this system did not consider the transmission and processing delay 
of sensing real-time air quality data.  

IV.3. Disaster management 

This type of applications aims to manage natural disasters, such as forest fires, floods, storms and 
earthquakes, in order to ensure a suitable and immediate assistance to victims, and to provide a rapid 
and effective recovery in such situations.  

Some works were proposed which examine the usefulness of IoFT for disaster management. In [133], 
Kalatzis et al. proposed an agent-based layered architecture for early forest fire detection based on UAVs 
and IoT. The proposed architecture is composed of three layers: edge-computing layer, fog-computing 
layer and cloud-computing layer. This architecture aims to select in real-time the forest fire images, and 
to reduce the utilization of UAV energy, processing and communication resources. The first layer 
provides UAVs with a low-latency access to the servers. The second layer accomplishes the most 
energy-consuming tasks, such as the classification, recognition and selection of UAV-captured images. 
The third layer receives the fog selected images from fog-computing layer for further processing and 
analysis. The initial experiments showed that the processing of the captured images at the fog-computing 
layer provided better results in terms of energy consumption, response time and network load than the 
processing of these images at the edge-computing or cloud-computing layers. This work can be 
improved by including different resource allocation techniques in order to optimize the utilization of 
UAV resources in terms of energy and processing.  

Kumar et al. proposed [134] to combine UAVs and IoT in order to collect environmental data from 
sensors in disaster-prone areas, and send them towards the GCS. The collected data represents the 
critical environmental parameters, such as temperature, humidity, luminosity, strain, stress, etc. 
Moreover, the disaster types considered in this study can be of different types: fires in forests and 
buildings, landslides, heavy floods, etc. For the real-time communication between the UAVs and a 
ground station, the authors propose to use the Internet. The ground station receives the collected data 
and protects the UAVs during extreme conditions. The efficiency of the proposed solution is proved 
based on a series of experimental tests. However, only the temperature parameter is considered in this 
experiment. Furthermore, the solution did not consider the electrical supply of UAV batteries.  

In [20], Liu et al. proposed an emergency extension of IoT coverage using UAVs in disasters when the 
communication infrastructures are destroyed. Two optimal transceiver schemes were proposed in order 
to uplink the data from the ground devices to the UAV, and in order to downlink data from the UAV to 
ground devices. Moreover, the proposed solution relies on multi-hop device-to-device communications 
to extend the coverage of the UAV. Simulation experiments proved the effectiveness of the proposed 
solution to extend the IoT coverage using the UAV, and to guarantee a reliable transmission. However, 
the proposed scheme can be improved by using multiple UAVs, and by handling the UAV electrical 
supply problem.  
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Luo et al. proposed and implemented [135] a UAV-cloud platform for disaster sensing applications, 
considering some constraints such as intermittent network connectivity, network resources’ limitation, 
high volume of data, limited UAV resources, etc.  The proposed platform consisted of two parts: client 
and server. The client component represents the UAVs that collect the data, stores them in its onboard 
hard disk, performs the pre-processing of these data, and sends them to the cloud network and to the 
control center. The server component represents the cloud-computing network which stores the received 
data and performs its post-processing to reduce the utilization of UAVs resources. The results proved 
that the proposed framework is suitable when the disaster applications require a large amount of real-
time data, such as video streaming data.  

In [136], Choksi et al. proposed the use of UAVs to collect the real-time data from sensors, and transmit 
them to the cloud platform in disaster situations. The UAV of the proposed system is equipped with IoT 
devices to achieve IP-based communication with the ground station and with the cloud-servers. The 
ground station receives the real-time sensor data, such as temperature, luminosity and humidity a via 
802.15.4 radio,  and sends it to the UAV. Therefore, when the UAV receives the sensors’ data, it 
transmits them to the cloud-platform. Afterwards, the latter analyses the received data and alerts the 
authorities about the location of the disaster. This study proposed to use only one UAV, failing to 
adequately cover all the region associated to a disaster. 

IV.4. Video streaming surveillance 

Video streaming-oriented flying things enables the dissemination and real-time communication of video 
among IoT devices using a set of UAVs. The latter can capture the video using their local camera, and 
forward it towards the IoT network for processing and storage.  

In the IoFT-related literature we can find many state-of-art video streaming surveillance works. In [137], 
Motlagh et al. presented a UAV-based IoT platform for crowd surveillance based on face recognition. 
The proposed platform consisted of set of UAVs which are equipped with various devices such as 
camera, IoT devices, WIFI devices, GPS, sensor, etc. These devices allow UAVs to collect and deliver 
the video data towards the ground station and towards the Mobile Edge Computing (MEC) nodes. This 
transfer of UAV data is performed by a wireless network, such as a WiFi or a cellular-network (such as 
4G-LTE and 5G). Two case studies were considered in this work: when the video processing is 
performed locally by the UAV, and when the offloaded video is processed by MEC nodes in the network. 
The work proposed to use the Local Binary Pattern Histogram method (LBPH) in order to perform face 
recognition. The testbed results have been demonstrated that face recognition at the MEC nodes 
significantly reduces the UAV energy and the video processing time.  

Qazi et al. presented [138] an architecture for real-time video streaming surveillance by using UAVs 
and 4G LTE communication technology. The proposed architecture included several outdoor cells, each 
representing a UAV equipped with camera for external video streaming monitoring of the building 
(OK). In addition, this architecture consisted of several indoor cells which contained UAVs equipped 
with cameras within the controlled building. Therefore, both outdoor and indoor cells capture and send 
the real-time video to base stations using 4G-LTE cellular network. Simulation results showed that the 
UAVs number and mobility are both factors that influence data throughput.  

In [139], Grasso et al. proposed a Tactile Internet architecture for video-surveillance based on UAVs, 
and a set of sensors and actuators installed on the ground. This architecture is composed of three 
domains: the master, the network and the slave. The first domain represents the users which control the 
UAV operations for the video-surveillance. The second domain allows the interconnection between the 
master and slave domains. The last domain consisted of UAVs equipped with a camera to capture the 
images, and also of sensors and actuators fixed on the ground. Moreover, each UAV is equipped with a 
micro-controller which combines the received images from the local camera with the received sensors 
data to generate the jobs. In addition, the UAV consisted of a micro-computer to process the generated 
jobs and consisted of a job queue. The simulation results proved that the proposed system can provide 
an end-to-end delay not greater than 1ms, and a loss probability not greater than 10−7. However, the 
UAV energy power consumption is not considered in this architecture.  
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Although the most recent IoFT application studies were cited in this section, we can find in IoFT 
research other application works in various domains, such as object tracking [140, 141, 142], smart cities 
[143, 144], smart home [145], smart industry [146, 147], etc. These IoFT applications are very 
diversified, and keep increasing every day. 

V. IoFT challenges and future perspectives 
Due to the advancement in FANET and IoT technologies, the integration of these two networks provides 
a flexible support for various IoT services including control and monitoring, surveillance, emergency 
management, or search and rescue scenarios. However, IoFT faces various challenging issues, such as 
collision and interference, UAV deployment, UAV selection, energy consumption, security and privacy, 
UAV control and management, and UAV path planning. In this section, we outline the different IoFT 
challenges that need a more in-depth study. Furthermore, we propose future IoFT perspectives to 
overcome the highlighted challenges, and to guide scientists to develop novel solutions which make the 
IoFT more reliable, efficient and secure. Table 9 summarizes the open research challenges of IoFT, 
along with the different recommended references and proposed future research directions. 

• Collision and interference: The offloading of voluminous data, such as a real-time video streams 
by the multiple UAVs, to GCS under high IoFT connectivity, can produce significant collisions and 
interference among the UAVs and the GCS. Many IoFT works have addressed the collision and 
interference management challenges [148, 149, 150, 151, 152]. In order to mitigate the interference 
problem, several IoFT parameters must be optimized: UAV trajectory, UAV path planning, UAV 
and IoT resource allocation, control of UAV altitude and mobility, etc. 

• UAV deployment: The deployment of UAVs in critical places is another issue addressed by some 
IoFT works [153, 154]. The placement of UAVs in suitable locations can reduce the wireless latency 
of IoT ground users and mitigate traffic congestion. Furthermore, UAV deployment in areas with a 
high density of users can provide good channel conditions, but it increases the congestion due to the 
limited capacity of this channel. In contrast, when the UAVs are placed over areas with a low density 
of users, the offloading of traffic loads can be limited, which affects the wireless latency of the users. 
An optimum UAV deployment can also maximize the UAV coverage and throughput. While UAV 
deployment in a three-dimensional space remains an NP-hard optimization problem, different 
optimization heuristics, such as ant colony, particle swarm, genetic algorithm, etc., can be used to 
solve this problem with a low complexity. 

• UAV selection: The selection of an appropriate UAV to do a specific task is another IoFT challenge 
which is envisioned by different IoFT works in order to reduce both the total energy consumption 
and the operation time. This selection should take into account several parameters like the remaining 
UAV energy, the required task energy, the distance to the task location, the UAV speed, or the 
required time for the task transmission and processing. Some IoFT algorithms and mechanisms have 
been proposed in order to select the appropriate UAV in these cases [155, 156]. 

• UAV path planning: The development of an optimum UAV path planning mechanism is a great 
IoFT challenge discussed in different IoFT works [157, 158, 159, 160, 161]. UAV path planning 
aims to maximize the data collection rate, and minimize the UAV flying cost in terms of flying time, 
energy consumption and flying risk level. Therefore, different types of information can be used to 
address this challenge, including geographical topology, locations of static sensor nodes, flying risk 
levels, and airspace restrictions. 

• Energy consumption: Although IoFT seeks to minimize the energy consumption of both UAVs 
and IoT ground devices by integrating the resource capacities of FANET and IoT networks, the 
energy consumption remains an interesting IoFT challenge. Energy consumption can be used for 
multiple IoFT activities, such as data processing and storage, data transmission, routing, querying, 
etc. In the literature, we find that several IoFT works have addressed this issue [162, 163, 164, 165, 
166, 167]. Future research can use the wireless medium in order to recharge UAV and IoT device 
batteries.  

• Security and privacy: Due to the broadcast nature of the wireless medium, UAVs are prone to face 
ecurity and privacy issues. The security of exchanged data between UAVs and CGSs against 
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malicious eavesdropping can be ensured at the physical layer by including relay selection, multiple-
antenna arrays, and friendly jamming. Most IoFT works addressing security and privacy challenges 
[168, 169] focus on the physical layer. However, future IoFT research in this area can handle the 
security and privacy at the other layers, such as transportation and application layers. 

• UAV control and management: When the number of UAVs is high, their control and management 
from a remote Internet locations can become complex due the frequent data transmissions between 
the concurrent UAVs and the IoT ground devices. Although some IoFT works have addressed this 
issue [170, 171], efficient algorithms should be proposed to provide some UAV control and 
management functionalities, such as subscription and notification, data management, UAV 
localization, group management, etc. 

 

Table 9: Open research issues for IoFT 

IoFT challenge (s) Recommended IoFT reference (s) Future IoFT research direction (s) 
Collision and 
interference 

[148], [149], [150], [151], [152] Several IoFT parameters must be optimized, such as: 
• UAV trajectories. 
• UAV path planning. 
• UAV and IoT resource allocation. 
• Control of UAV altitude and mobility. 

UAVs deployment [153], [154] UAV deployment using optimization heuristics, such as:  
• Ant colony. 
• Particle swarm. 
• Genetic algorithms. 

UAV selection [155], [156] Take into account several parameters, such as: 
• UAV energy levels. 
• Required task energy. 
• Distance to the task location. 
• UAV speed. 
• Required time for the task transmission and processing. 

UAV path-planning [157], [158], [159], [160], [161] Various information can be used for UAV path planning, such as:  
• Geographical topology. 
• Location of static sensor nodes. 
• Flight risk levels.  
• Airspace restrictions. 

Energy consumption [162], [163], [164], [165], [166], 
[167] 
 

Recharge of UAV and IoT device batteries using the wireless medium. 

Security and privacy [168], [169] Enhancing IoFT security and privacy at three layers: 
• Application layer. 
• Transportation layer. 
• Physical layer. 

UAV control and 
management 

[170], [171] Proposed efficient algorithms for UAV control and management which 
provide some functionalities, such as: 

• Subscription and notification.  
• Data management. 
• UAV localization. 
• Group management. 

 
VI. Conclusion 
IoFT is becoming a promising filed to efficiently support real-time IoT applications by combining UAVs 
with IoT. IoFT aims to extend the IoT coverage and to ensure the connectivity, scalability, reliability, 
stability, high processing and storage capacity with a minimal energy consumption of UAVs and IoT 
devices. In this survey, we presented the based concepts of flying things, including UAS, UAV 
architecture, FANET communications, etc. In addition, a comprehensive taxonomy of IoFT research 
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studies was provided, including the IoFT networking and transmission technologies, IoFT objectives, 
IoFT problems, IoFT applications, IoFT challenges, etc. Furthermore, a classification, study and 
comparison of different IoFT works (e.g. flying cloud-computing, flying edge-computing, flying fog-
computing and flying cellular-networks) is presented. Based on this proposed survey, we conclude that, 
in order to further improve IoT applications support, IoFT works should address several IoFT issues, 
including  collision and interference, UAV deployment, UAV selection, UAV path-planning, energy 
consumption, security and privacy, and UAV control and management. As future work, we envisage to 
conceive a new IoFT scheme which addresses the different IoFT challenges in order to ensure reliable 
and efficient computing, as well as storage and transmission of UAV collected data towards Internet 
servers. 

References 
[1] MATOS, João et POSTOLACHE, Octavian. IoT enabled aquatic drone for environmental monitoring. In : 2016 International Conference 
and Exposition on Electrical and Power Engineering (EPE). 2016. p. 598-603. 

[2] RADU, Dan, CRETU, Adrian, PARREIN, Benoît, et al. Flying ad hoc network for emergency applications connected to a fog system. In 
: International conference on emerging internetworking, data & web technologies. 2018. p. 675-686. 

[3] XUE, Zhen, WANG, Jinlong, DING, Guoru, et al. Maximization of data dissemination in UAV-supported internet of things. IEEE Wireless 
Communications Letters, 2018, vol. 8, no 1, p. 185-188. 

[4] WANG, Xuanxuan, FENG, Wei, CHEN, Yunfei, et al. Coverage Optimization for UAV-Aided Internet of Things with Partial Channel 
Knowledge. Journal of Communications and Information Networks, 2018, vol. 3, no 4, p. 55-63. 

[5] LI, Ting, OTA, Kaoru, WANG, Tian, et al. Optimizing the coverage via the UAVs with lower costs for information-centric Internet of 
Things. IEEE Access, 2019, vol. 7, p. 15292-15309. 

[6] Federal Aviation Administration. 2019. Federal aerospace forecast: Fiscal years 2019 to 2039. Washington, DC: Federal Aviation 
Administration. https://www.faa.gov/data_research/aviation/aerospace_forecasts/media/FY2019-39_FAA_Aerospace_Forecast.pdf. 
Accessed Sep 11, 2019. 

[7] YU, Yeong, LEE, Sanghoon, LEE, Jaekeun, et al. Design and implementation of wired drone docking system for cost-effective security 
system in iot environment. In : 2016 IEEE International Conference on Consumer Electronics (ICCE). 2016. p. 369-370. 

[8] CHEN, Yunfei, FENG, Wei, et ZHENG, Gan. Optimum placement of UAV as relays. IEEE Communications Letters, 2017, vol. 22, no 2, 
p. 248-251. 

[9] MOTLAGH, Naser Hossein, TALEB, Tarik, et AROUK, Osama. Low-altitude unmanned aerial vehicles-based internet of things services: 
Comprehensive survey and future perspectives. IEEE Internet of Things Journal, 2016, vol. 3, no 6, p. 899-922. 

[10] WANG, Haichao, DING, Guoru, GAO, Feifei, et al. Power control in UAV-supported ultra dense networks: Communications, caching, 
and energy transfer. IEEE Communications Magazine, 2018, vol. 56, no 6, p. 28-34. 

[11] KHAN, Rafiullah, KHAN, Sarmad Ullah, ZAHEER, Rifaqat, et al.Future internet: the internet of things architecture, possible applications 
and key challenges. In: 2012 10th international conference on frontiers of information technology. 2012. p. 257-260 

[12] ARASTEH, H., HOSSEINNEZHAD, V., LOIA, V., et al. Iot-based smart cities: a survey. In : 2016 IEEE 16th International Conference 
on Environment and Electrical Engineering (EEEIC). 2016. p. 1-6. 

[13] CHEN, Shanzhi, XU, Hui, LIU, Dake, et al. A vision of IoT: Applications, challenges, and opportunities with china perspective. IEEE 
Internet of Things journal, 2014, vol. 1, no 4, p. 349-359. 

[14] TRUONG, Hong-Linh et DUSTDAR, Schahram. Principles for engineering IoT cloud systems. IEEE Cloud Computing, 2015, vol. 2, no 
2, p. 68-76. 

[15] DASTJERDI, Amir Vahid et BUYYA, Rajkumar. Fog computing: Helping the Internet of Things realize its potential. Computer, 2016, 
vol. 49, no 8, p. 112-116. 

[16] SATYANARAYANAN, Mahadev. The emergence of edge computing. Computer, 2017, vol. 50, no 1, p. 30-39. 

[17] GANDOTRA, Pimmy et JHA, Rakesh Kumar. Device-to-device communication in cellular networks: A survey. Journal of Network and 
Computer Applications, 2016, vol. 71, p. 99-117. 

[18] ZORBAS, Dimitrios et DOULIGERIS, Christos. Computing optimal drone positions to wirelessly recharge IoT devices. In : IEEE 
INFOCOM 2018-IEEE Conference on Computer Communications Workshops (INFOCOM WKSHPS). 2018. p. 628-633. 

[19] ČOLAKOVIĆ, Alem et HADŽIALIĆ, Mesud. Internet of Things (IoT): A review of enabling technologies, challenges, and open research 
issues. Computer Networks, 2018, vol. 144, p. 17-39. 

https://www.faa.gov/data_research/aviation/aerospace_forecasts/media/FY2019-39_FAA_Aerospace_Forecast.pdf


29 
 

[20] LIU, Xiaonan, LI, Zan, ZHAO, Nan, et al. Transceiver design and multi-hop D2D for UAV IoT coverage in disasters. IEEE Internet of 
Things Journal, 2018.  

[21] SHARMA, V., KUMAR, R., et KAUR, R. UAV-assisted content-based sensor search in IoTs. Electronics Letters, 2017, vol. 53, no 11, 
p. 724-726. 

[22] CHEN, Jie, LIANG, Ying-Chang, KANG, Xin, et al. Effective-Throughput Maximization for Wireless-Powered IoT Networks with Short 
Packets. In : 2018 IEEE Globecom Workshops (GC Wkshps). 2018. p. 1-6. 

 [23] WU, Qingqing, ZENG, Yong, et ZHANG, Rui. Joint trajectory and communication design for multi-UAV enabled wireless 
networks. IEEE Transactions on Wireless Communications, 2018, vol. 17, no 3, p. 2109-2121. 

[24] SHARMA, Shree Krishna et WANG, Xianbin. Live data analytics with collaborative edge and cloud processing in wireless IoT 
networks. IEEE Access, 2017, vol. 5, p. 4621-4635. 

[25] CARRILLO, Dick et SEKI, Jorge. Rural area deployment of internet of things connectivity: LTE and LoRaWAN case study. In : 2017 
IEEE XXIV International Conference on Electronics, Electrical Engineering and Computing (INTERCON). 2017. p. 1-4. 

[26] Mozaffari, M., Saad, W., Bennis, M., & Debbah, M. (2017). Mobile unmanned aerial vehicles (UAVs) for energy-efficient Internet of 
Things communications. IEEE Transactions on Wireless Communications, 16(11), 7574-7589.  

[27] FAZIO, Maria, RANJAN, Rajiv, GIROLAMI, Michele, et al. A note on the convergence of IoT, edge, and cloud computing in smart 
cities. IEEE Cloud Computing, 2018, vol. 5, no 5, p. 22-24. 

[28] ROY, Diptendu Sinha, BEHERA, Ranjit Kumar, REDDY, K. Hemant Kumar, et al. A Context-Aware Fog Enabled Scheme for Real-
Time Cross-Vertical IoT Applications. IEEE Internet of Things Journal, 2018, vol. 6, no 2, p. 2400-2412. 

 [29] DU, Yao, YANG, Kun, WANG, Kezhi, et al. Joint Resources and Workflow Scheduling in UAV-Enabled Wirelessly-Powered MEC for 
IoT Systems. IEEE Transactions on Vehicular Technology, 2019.  

[30] FOTOUHI, Azade, QIANG, Haoran, DING, Ming, et al. Survey on uav cellular communications: Practical aspects, standardization 
advancements, regulation, and security challenges. IEEE Communications Surveys & Tutorials, 2019. 

[31] LOKE, Seng W. The internet of flying-things: Opportunities and challenges with airborne fog computing and mobile cloud in the 
clouds. arXiv preprint arXiv:1507.04492, 2015. 

[32] LAGKAS, Thomas, ARGYRIOU, Vasileios, BIBI, Stamatia, et al.UAV IoT framework views and challenges: towards protecting drones 
as “things”. Sensors, 2018, vol. 18, no 11, p. 4015. 

[33] LI, Bin, FEI, Zesong, et ZHANG, Yan. UAV communications for 5G and beyond: Recent advances and future trends. IEEE Internet of 
Things Journal, 2018, vol. 6, no 2, p. 2241-2263.  

[34] ONO, Fumie, OCHIAI, Hideki, et MIURA, Ryu. A wireless relay network based on unmanned aircraft system with rate 
optimization. IEEE Transactions on Wireless Communications, 2016, vol. 15, no 11, p. 7699-7708. 

[35] MARSHALL, Douglas M., BARNHART, Richard K., HOTTMAN, Stephen B., et al. Introduction to unmanned aircraft systems. Crc 
Press, 2016.  

[36] HAYAT, Samira, YANMAZ, Evşen, et MUZAFFAR, Raheeb. Survey on unmanned aerial vehicle networks for civil applications: A 
communications viewpoint. IEEE Communications Surveys & Tutorials, 2016, vol. 18, no 4, p. 2624-2661. 

[37] PASTOR, Enric, LOPEZ, Juan, et ROYO, Pablo. UAV payload and mission control hardware/software architecture. IEEE Aerospace and 
7Electronic Systems Magazine, 2007, vol. 22, no 6, p. 3-8. 

[38] GRECO, G., LUCIANAZ, C., BERTOLDO, S., et al. Localization of RFID tags for environmental monitoring using UAV. In : 2015 
IEEE 1st International Forum on Research and Technologies for Society and Industry Leveraging a better tomorrow (RTSI). 2015. p. 480-483. 

[39] ALTAWY, Riham et YOUSSEF, Amr M. Security, privacy, and safety aspects of civilian drones: A survey. ACM Transactions on Cyber-
Physical Systems, 2017, vol. 1, no 2, p. 7. 

[40] ZENG, Yong, ZHANG, Rui, et LIM, Teng Joon. Wireless communications with unmanned aerial vehicles: Opportunities and 
challenges. IEEE Communications Magazine, 2016, vol. 54, no 5, p. 36-42. 

[41] KHAN, Muhammad Asghar, SAFI, Alamgir, QURESHI, Ijaz Mansoor, et al. Flying ad-hoc networks (FANETs): A review of 
communication architectures, and routing protocols. In : 2017 First International Conference on Latest trends in Electrical Engineering and 
Computing Technologies (INTELLECT). 2017. p. 1-9. 

[42] SAHINGOZ, Ozgur Koray. Mobile networking with UAVs: Opportunities and challenges. In : 2013 International Conference on 
Unmanned Aircraft Systems (ICUAS). 2013. p. 933-941. 

[43] BEKMEZCI, Ilker, SAHINGOZ, Ozgur Koray, et TEMEL, Şamil. Flying ad-hoc networks (FANETs): A survey. Ad Hoc Networks, 
2013, vol. 11, no 3, p. 1254-1270. 

[44] J. Clapper, J. Young, J. Cartwright, J. Grimes, Unmanned Systems Roadmap 2007–2032, Tech. rep., Dept. of Defense, 2007. 



30 
 

[45] BEKMEZCI, Ilker, SEN, Ismail, et ERKALKAN, Ercan. Flying ad hoc networks (FANET) test bed implementation. In : 2015 7th 
International Conference on Recent Advances in Space Technologies (RAST). 2015. p. 665-668. 

[46] OUBBATI, Omar Sami, LAKAS, Abderrahmane, ZHOU, Fen, et al. A survey on position-based routing protocols for Flying Ad hoc 
Networks (FANETs). Vehicular Communications, 2017, vol. 10, p. 29-56. 

[47] NOOR, Talal H., ZEADALLY, Sherali, ALFAZI, Abdullah, et al. Mobile cloud computing: Challenges and future research 
directions. Journal of Network and Computer Applications, 2018, vol. 115, p. 70-85. 

[48] LUO, Feng, JIANG, Chunxiao, YU, Shui, et al. Stability of cloud-based UAV systems supporting big data acquisition and 
processing. IEEE Transactions on Cloud Computing, 2017. 

[49] WANG, Jingjing, JIANG, Chunxiao, NI, Zuyao, et al. Reliability of cloud controlled multi-UAV systems for on-demand services. In 
: GLOBECOM 2017-2017 IEEE Global Communications Conference. 2017. p. 1-6. 

[50] KOUBÂA, Anis, QURESHI, Basit, SRITI, Mohamed-Foued, et al.Dronemap planner: A service-oriented cloud-based management 
system for the internet-of-drones. Ad Hoc Networks, 2019, vol. 86, p. 46-62 

[51] HONG, Chen et SHI, Dianxi. A Cloud-based Control System Architecture for Multi-UAV. In : Proceedings of the 3rd International 
Conference on Robotics, Control and Automation. 2018. p. 25-30. 

[52] MAHMOUD, Sara et MOHAMED, Nader. Collaborative uavs cloud. In : 2014 International Conference on Unmanned Aircraft Systems 
(ICUAS). 2014. p. 365-373. 

[53] MAHMOUD, Sara Yousif Mohamed et MOHAMED, Nader. Toward a cloud platform for UAV resources and services. In : 2015 IEEE 
Fourth Symposium on Network Cloud Computing and Applications (NCCA). 2015. p. 23-30. 

 [54] MAHMOUD, Sara et MOHAMED, Nader. Broker architecture for collaborative uavs cloud computing. In : 2015 International 
Conference on Collaboration Technologies and Systems (CTS). 2015. p. 212-219. 

[55] MAHMOUD, Sara, MOHAMED, Nader, et AL-JAROODI, Jameela. Integrating uavs into the cloud using the concept of the web of 
things. Journal of Robotics, 2015, vol. 2015, p. 10. 

[56] MAHMOUD, Sara, JAWHAR, Imad, MOHAMED, Nader, et al.UAV and WSN softwarization and collaboration using cloud computing. 
In : 2016 3rd Smart Cloud Networks & Systems (SCNS). 2016. p. 1-8. 

[57] SARA, Mohamed, JAWHAR, Imad, et NADER, Mohamed. A softwarization architecture for UAVs and WSNs as part of the cloud 
environment. In : 2016 IEEE International Conference on Cloud Engineering Workshop (IC2EW). 2016. p. 13-18. 

[58] KOUBÂA, Anis, QURESHI, Basit, SRITI, Mohamed-Foued, et al.A service-oriented cloud-based management system for the internet-
of-drones. In : 2017 IEEE International Conference on Autonomous Robot Systems and Competitions (ICARSC). 2017. p. 329-335. 

[59] “Mavlink developer guide,” https://mavlink.io/.  

[60] A. Koubaa, M. Alajlan, and B. Qureshi, ROSLink: Bridging ROS with the Internet-of-Things for Cloud Robotics. Cham: Springer 
International Publishing, 2017, pp. 265–283. 

[61] KOUBÂA, Anis et QURESHI, Basit. Dronetrack: Cloud-based real-time object tracking using unmanned aerial vehicles over the 
internet. IEEE Access, 2018, vol. 6, p. 13810-13824. 

[62] MAJUMDER, Shibarchi et PRASAD, Mani Shankar. Cloud based control for unmanned aerial vehicles. In : 2016 3rd International 
Conference on Signal Processing and Integrated Networks (SPIN). 2016. p. 421-424. 

[63] YAPP, Justin, SEKER, Remzi, et BABICEANU, Radu. UAV as a service: Enabling on-demand access and on-the-fly re-tasking of multi-
tenant UAVs using cloud services. In : 2016 IEEE/AIAA 35th Digital Avionics Systems Conference (DASC). 2016. p. 1-8. 

 [64] RODRIGUES, Mariana, PIGATTO, Daniel F., et BRANCO, Kalinka RLJC. Cloud-SPHERE: a security approach for connected 
unmanned aerial vehicles. In : 2018 International Conference on Unmanned Aircraft Systems (ICUAS). 2018. p. 769-778. 

[65] RODRIGUES, Mariana et BRANCO, Kalinka Regina Lucas Jaquie Castelo. Cloud–SPHERE: Towards Secure UAV Service 
Provision. Journal of Intelligent & Robotic Systems, 2019, p. 1-20. 

[66] HADJ, Soumaya Bel, REKHIS, Slim, BOUDRIGA, Noureddine, et al. A cloud of UAVs for the delivery of a sink as a service to terrestrial 
WSNs. In : Proceedings of the 14th International Conference on Advances in Mobile Computing and Multi Media. 2016. p. 317-326. 

[67] VAN'T HOF, Alexander et NIEH, Jason. AnDrone: Virtual Drone Computing in the Cloud. In : Proceedings of the Fourteenth EuroSys 
Conference 2019. 2019. p. 6. 

[68] ZHANG, Yujie et YUAN, Zhenhui. Cloud-based UAV data delivery over 4G network. In : 2017 Tenth International Conference on 
Mobile Computing and Ubiquitous Network (ICMU). 2017. p. 1-2. 

[69] YU, Tianqi, WANG, Xianbin, JIN, Jiong, et al. Cloud-orchestrated physical topology discovery of large-scale IoT systems using 
UAVs. IEEE Transactions on Industrial Informatics, 2018, vol. 14, no 5, p. 2261-2270. 



31 
 

[70] CAPELLO, Elisa, DENTIS, Matteo, MASCARELLO, Laura Novaro, et al. Regulation analysis and new concept for a cloud-based UAV 
supervision system in urban environment. In : 2017 Workshop on Research, Education and Development of Unmanned Aerial Systems (RED-
UAS). 2017. p. 90-95. 

[71] GAO, Ang, HU, Yansu, LIANG, Wei, et al. A QoE-Oriented Scheduling Scheme for Energy-Efficient Computation Offloading in UAV 
Cloud System. IEEE Access, 2019. 

 [72] SULAJ, Peter, HALUSKA, Renat, OVSENIK, Lubos, et al.Examples of Real-Time UAV Data Processing with Cloud Computing. In 
: Proceedings of the 23rd Conference of Open Innovations Association FRUCT. FRUCT Oy, 2018. p. 76. 

[73] DOLUI, Koustabh et DATTA, Soumya Kanti. Comparison of edge computing implementations: Fog computing, cloudlet and mobile 
edge computing. In : 2017 Global Internet of Things Summit (GIoTS). 2017. p. 1-6. 

[74] BEKKOUCHE, Oussama, TALEB, Tarik, et BAGAA, Miloud. Uavs traffic control based on multi-access edge computing. In : 2018 
IEEE Global Communications Conference (GLOBECOM). 2018. p. 1-6. 

[75] NARANG, Mamta, XIANG, Simon, LIU, William, et al. UAV-assisted edge infrastructure for challenged networks. In : 2017 IEEE 
Conference on Computer Communications Workshops (INFOCOM WKSHPS). 2017. p. 60-65. 

 [76] CHENG, Nan, XU, Wenchao, SHI, Weisen, et al. Air-ground integrated mobile edge networks: Architecture, challenges, and 
opportunities. IEEE Communications Magazine, 2018, vol. 56, no 8, p. 26-32. 

[77] ZHOU, Zhenyu, FENG, Junhao, TAN, Lu, et al. An air-ground integration approach for mobile edge computing in IoT. IEEE 
Communications Magazine, 2018, vol. 56, no 8, p. 40-47. 

 [78] CHEN, Wuhui, LIU, Baichuan, HUANG, Huawei, et al. When UAV swarm meets edge-cloud computing: The QoS perspective. IEEE 
Network, 2019, vol. 33, no 2, p. 36-43. 

[79] ZHOU, Fuhui, WU, Yongpeng, SUN, Haijian, et al. UAV-enabled mobile edge computing: Offloading optimization and trajectory design. 
In : 2018 IEEE International Conference on Communications (ICC). 2018. p. 1-6. 

[80] ZHOU, Fuhui, WU, Yongpeng, HU, Rose Qingyang, et al.Computation rate maximization in UAV-enabled wireless-powered mobile-
edge computing systems. IEEE Journal on Selected Areas in Communications, 2018, vol. 36, no 9, p. 1927-1941. 

 [81] HU, Jiawen, JIANG, Miao, ZHANG, Qi, et al. Joint Optimization of UAV Position, Time Slot Allocation, and Computation Task 
Partition in Multiuser Aerial Mobile-Edge Computing Systems. IEEE Transactions on Vehicular Technology, 2019. 

[82] HU, Xiaoyan, WONG, Kai-Kit, YANG, Kun, et al. UAV-assisted relaying and edge computing: scheduling and trajectory 
optimization. IEEE Transactions on Wireless Communications, 2019 

[83] LI, Jun, LIU, Qian, WU, Pingyang, et al. Task Offloading for UAV-based Mobile Edge Computing via Deep Reinforcement Learning. In 
: 2018 IEEE/CIC International Conference on Communications in China (ICCC). 2018. p. 798-802.30 

[84] MESSOUS, Mohamed-Ayoub, SEDJELMACI, Hichem, HOUARI, Noureddin, et al. Computation offloading game for an UAV network 
in mobile edge computing. In : 2017 IEEE International Conference on Communications (ICC). 2017. p. 1-6. 

[85] MESSOUS, Mohamed-Ayoub, ARFAOUI, Amel, ALIOUA, Ahmed, et al. A sequential game approach for computation-offloading in an 
UAV network. In : GLOBECOM 2017-2017 IEEE Global Communications Conference. 2017. p. 1-7. 

[86] MESSOUS, Mohamed-Ayoub, SENOUCI, Sidi-Mohammed, SEDJELMACI, Hichem, et al. A Game Theory Based Efficient 
Computation Offloading in an UAV Network. IEEE Transactions on Vehicular Technology, 2019, vol. 68, no 5, p. 4964-4974. 

[87] SEDJELMACI, Hichem, BOUDGUIGA, Aymen, JEMAA, Inès Ben, et al. An Efficient Cyber Defense Framework for UAV-Edge 
Computing Network. Ad Hoc Networks, 2019, p. 101970. 

[88] TIAN, Yifan, YUAN, Jiawei, et SONG, Houbing. Efficient privacy-preserving authentication framework for edge-assisted Internet of 
Drones. Journal of Information Security and Applications, 2019, vol. 48, p. 102354. 

 [89] BAI, Tong, WANG, Jingjing, REN, Yong, et al. Energy-Efficient Computation Offloading for Secure UAV-Edge-Computing 
Systems. IEEE Transactions on Vehicular Technology, 2019 

[90] DONG, Yanjie, HASSAN, Md Zoheb, CHENG, Julian, et al. An edge computing empowered radio access network with UAV-mounted 
FSO fronthaul and backhaul: Key challenges and approaches. IEEE Wireless Communications, 2018, vol. 25, no 3, p. 154-160. 

[91] JEONG, Seongah, SIMEONE, Osvaldo, et KANG, Joonhyuk. Mobile edge computing via a UAV-mounted cloudlet: Optimization of bit 
allocation and path planning. IEEE Transactions on Vehicular Technology, 2017, vol. 67, no 3, p. 2049-2063. 

[92] LIU, Baichuan, HUANG, Huawei, GUO, Song, et al. Joint Computation Offloading and Routing Optimization for UAV-Edge-Cloud 
Computing Environments. In : 2018 IEEE SmartWorld, Ubiquitous Intelligence & Computing, Advanced & Trusted Computing, Scalable 
Computing & Communications, Cloud & Big Data Computing, Internet of People and Smart City Innovation 
(SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI). 2018. p. 1745-1752. 

 [93] CAO, Xiaowen, XU, Jie, et ZHANGT, Rui. Mobile edge computing for cellular-connected UAV: Computation offloading and trajectory 
optimization. In : 2018 IEEE 19th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC). 2018. p. 
1-5. 



32 
 

[94] ZHANG, Long, ZHAO, Zhen, WU, Qiwu, et al. Energy-aware dynamic resource allocation in UAV assisted mobile edge computing over 
social internet of vehicles. IEEE Access, 2018, vol. 6, p. 56700-56715. 

[95] DU, Yao, WANG, Kezhi, YANG, Kun, et al. Energy-Efficient Resource Allocation in UAV Based MEC System for IoT Devices. In 
: 2018 IEEE Global Communications Conference (GLOBECOM). 2018. p. 1-6. 

[96] FAN, Lingyan, YAN, Wu, CHEN, Xihan, et al. An energy efficient design for UAV communication with mobile edge computing. China 
Communications, 2019, vol. 16, no 1, p. 26-36. 

[97] HU, Qiyu, CAI, Yunlong, YU, Guanding, et al. Joint offloading and trajectory design for UAV-enabled mobile edge computing 
systems. IEEE Internet of Things Journal, 2018, vol. 6, no 2, p. 1879-1892. 

[98] WANG, Feng, XU, Jie, WANG, Xin, et al. Joint offloading and computing optimization in wireless powered mobile-edge computing 
systems. IEEE Transactions on Wireless Communications, 2017, vol. 17, no 3, p. 1784-1797. 

[99] XU, Xiaolong, LIU, Qingxiang, LUO, Yun, et al. A computation offloading method over big data for IoT-enabled cloud-edge 
computing. Future Generation Computer Systems, 2019, vol. 95, p. 522-533. 

[100] XIONG, Jingyu, GUO, Hongzhi, et LIU, Jiajia. Task Offloading in UAV-Aided Edge Computing: Bit Allocation and Trajectory 
Optimization. IEEE Communications Letters, 2019, vol. 23, no 3, p. 538-541. 

[101] HUA, Meng, WANG, Yi, ZHANG, Zhengming, et al. Optimal Resource Partitioning and Bit Allocation for UAV-Enabled Mobile Edge 
Computing. In : 2018 IEEE 88th Vehicular Technology Conference (VTC-Fall). 2018. p. 1-6. 

[102] CALLEGARO, Davide et LEVORATO, Marco. Optimal computation offloading in Edge-Assisted UAV systems. In : 2018 IEEE Global 
Communications Conference (GLOBECOM). 2018. p. 1-6. 

 [103] QIAN, Yuwen, WANG, Feifei, LI, Jun, et al. User Association and Path Planning for UAV-Aided Mobile Edge Computing with Energy 
Restriction. IEEE Wireless Communications Letters, 2019. 

[104] YU, Ye, BU, Xiangyuan, YANG, Kai, et al. UAV-Aided Low Latency Mobile Edge Computing with mmWave Backhaul. In : ICC 2019-
2019 IEEE International Conference on Communications (ICC). 2019. p. 1-7. 

 [105] ZHANG, Jiao, ZHOU, Li, TANG, Qi, et al. Stochastic Computation Offloading and Trajectory Scheduling for UAV-Assisted Mobile 
Edge Computing. IEEE Internet of Things Journal, 2018, vol. 6, no 2, p. 3688-3699. 

 [106] SHARMA, Vishal, YOU, Ilsun, JAYAKODY, Dushantha Nalin K., et al. Neural-blockchain based ultra-reliable caching for edge-
enabled UAV networks. IEEE Transactions on Industrial Informatics, 2019. 

[107] BEKKOUCHE, Oussama, TALEB, Tarik, BAGAA, Miloud, et al. Edge Cloud Resource-aware Flight Planning for Unmanned Aerial 
Vehicles. In : 2019 IEEE Wireless Communications and Networking Conference (WCNC). 2019. p. 1-7. 

[108] BONOMI, Flavio, MILITO, Rodolfo, ZHU, Jiang, et al. Fog computing and its role in the internet of things. In : Proceedings of the first 
edition of the MCC workshop on Mobile cloud computing. 2012. p. 13-16. 

[109] HOU, Xiangwang, REN, Zhiyuan, CHENG, Wenchi, et al. Fog Based Computation Offloading for Swarm of Drones. In : ICC 2019-
2019 IEEE International Conference on Communications (ICC). 2019. p. 1-7. 

[110] LEE, Gilsoo, SAAD, Walid, et BENNIS, Mehdi. Online Optimization for UAV-Assisted Distributed Fog Computing in Smart Factories 
of Industry 4.0. In : 2018 IEEE Global Communications Conference (GLOBECOM). 2018. p. 1-6. 

[111] MOHAMED, Nader, AL-JAROODI, Jameela, JAWHAR, Imad, et al. UAVFog: A UAV-based fog computing for Internet of Things. In 
: 2017 IEEE SmartWorld, Ubiquitous Intelligence & Computing, Advanced & Trusted Computed, Scalable Computing & Communications, 
Cloud & Big Data Computing, Internet of People and Smart City Innovation (SmartWorld/SCALCOM/UIC/ATC/CBDCom/IOP/SCI). 2017. 
p. 1-8. 

[112] HE, Daojing, QIAO, Yinrong, CHAN, Sammy, et al. Flight security and safety of drones in airborne fog computing systems. IEEE 
Communications Magazine, 2018, vol. 56, no 5, p. 66-71. 

[113] TI, Nguyen Ti et LE, Long Bao. Joint Resource Allocation, Computation Offloading, and Path Planning for UAV Based Hierarchical 
Fog-Cloud Mobile Systems. In : 2018 IEEE Seventh International Conference on Communications and Electronics (ICCE). 2018. p. 373-378. 

 [114] SHAKHATREH, Hazim, SAWALMEH, Ahmad H., AL-FUQAHA, Ala, et al. Unmanned aerial vehicles (UAVs): A survey on civil 
applications and key research challenges. IEEE Access, 2019, vol. 7, p. 48572-48634. 

[115] CHALLITA, Ursula, FERDOWSI, Aidin, CHEN, Mingzhe, et al.Machine learning for wireless connectivity and security of cellular-
connected UAVs. IEEE Wireless Communications, 2019, vol. 26, no 1, p. 28-35 

[116] CHALLITA, Ursula, SAAD, Walid, et BETTSTETTER, Christian. Interference management for cellular-connected UAVs: A deep 
reinforcement learning approach. IEEE Transactions on Wireless Communications, 2019, vol. 18, no 4, p. 2125-2140. 

[117] MEI, Weidong, WU, Qingqing, et ZHANG, Rui. Cellular-connected UAV: Uplink association, power control and interference 
coordination. IEEE Transactions on Wireless Communications, 2019. 



33 
 

[118] MOON, Su Hyuk, PARK, Chang Hwan, et CHO, Yong Soo. Preamble Design for UAV Communications Over Cellular Networks. IEEE 
Access, 2019, vol. 7, p. 82015-82026. 

[119] CHOWDHURY, Md Moin Uddin, BULUT, Eyuphan, et GUVENC, Ismail. Trajectory optimization in UAV-Assisted cellular networks 
under mission duration constraint. In : 2019 IEEE Radio and Wireless Symposium (RWS). 2019. p. 1-4. 

[120] ZHANG, Shuhang, ZHANG, Hongliang, DI, Boya, et al. Cellular UAV-to-X communications: Design and optimization for multi-UAV 
networks. IEEE Transactions on Wireless Communications, 2019, vol. 18, no 2, p. 1346-1359. 

[121] AMOROSI, Lavinia, CHIARAVIGLIO, Luca, et GALÁN-JIMÉNEZ, Jaime. Optimal Energy Management of UAV-Based Cellular 
Networks Powered by Solar Panels and Batteries: Formulation and Solutions. IEEE Access, 2019, vol. 7, p. 53698-53717. 

[122] AZARI, M. Mahdi, ROSAS, Fernando, et POLLIN, Sofie. Cellular connectivity for UAVs: Network modeling, performance analysis 
and design guidelines. IEEE Transactions on Wireless Communications, 2019. 

[123] UDDIN, M. Ammad, MANSOUR, Ali, LE JEUNE, Denis, et al.Agriculture internet of things: AG-IoT. In : 2017 27th International 
Telecommunication Networks and Applications Conference (ITNAC). 2017. p. 1-6. 

[124] SAHA, Arnab Kumar, SAHA, Jayeeta, RAY, Radhika, et al. IOT-based drone for improvement of crop quality in agricultural field. In 
: 2018 IEEE 8th Annual Computing and Communication Workshop and Conference (CCWC). 2018. p. 612-615. 

[125] FARACI, Giuseppe, RACITI, Angelo, RIZZO, Santi, et al. A 5G platform for Unmanned Aerial Monitoring in Rural Areas: Design and 
Performance Issues. In : 2018 4th IEEE Conference on Network Softwarization and Workshops (NetSoft). 2018. p. 237-241. 

[126] TALEB, Tarik, SAMDANIS, Konstantinos, MADA, Badr, et al. On multi-access edge computing: A survey of the emerging 5G network 
edge cloud architecture and orchestration. IEEE Communications Surveys & Tutorials, 2017, vol. 19, no 3, p. 1657-1681. 

[127] ELIJAH, O., RAHMAN, T. A., YEEN, H. C., et al. Application of UAV and Low Power Wide Area Communication Technology for 
Monitoring of River Water Quality. In : 2018 2nd International Conference on Smart Sensors and Application (ICSSA). 2018. p. 105-110. 

[128] RAZA, Usman, KULKARNI, Parag, et SOORIYABANDARA, Mahesh. Low power wide area networks: An overview. IEEE 
Communications Surveys & Tutorials, 2017, vol. 19, no 2, p. 855-873. 

[129] HERNÁNDEZ-VEGA, José-Isidro, VARELA, Elda Reyes, ROMERO, Natividad Hernández, et al. Internet of Things (IoT) for 
Monitoring Air Pollutants with an Unmanned Aerial Vehicle (UAV) in a Smart City. In : Smart Technology. 2018. p. 108-120. 

[130] AGARWAL, Aditya, SHUKLA, Vishakha, SINGH, Rajesh, et al.Design and development of air and water pollution quality monitoring 
using IoT and quadcopter. In : Intelligent Communication, Control and Devices. 2018. p. 485-492. 

[131] YANG, Qingquan, SUN, Lingling, JIE, Jin, et al. The design of quad-rotor environmental monitoring system based on Internet of things. 
In : 2015 IEEE 16th International Conference on Communication Technology (ICCT). 2015. p. 97-101. 

[132] HU, Zhiwen, BAI, Zixuan, YANG, Yuzhe, et al. UAV Aided Aerial-Ground IoT for Air Quality Sensing in Smart City: Architecture, 
Technologies, and Implementation. IEEE Network, 2019, vol. 33, no 2, p. 14-22. 

 [133] KALATZIS, Nikos, AVGERIS, Marios, DECHOUNIOTIS, Dimitris, et al. Edge Computing in IoT Ecosystems for UAV-Enabled Early 
Fire Detection. In : 2018 IEEE International Conference on Smart Computing (SMARTCOMP). 2018. p. 106-114. 

[134] KUMAR, J. Sathish, ZAVERI, Mukesh A., KUMAR, Saurabh, et al. Situation-Aware Conditional Sensing in Disaster-Prone Areas 
Using Unmanned Aerial Vehicles in IoT Environment. In : Data and Communication Networks. 2019. p. 135-146. 

 [135] LUO, Chunbo, NIGHTINGALE, James, ASEMOTA, Ekhorutomwen, et al. A UAV-cloud system for disaster sensing applications. In 
: 2015 IEEE 81st Vehicular Technology Conference (VTC Spring). 2015. p. 1-5. 

[136] CHOKSI, Meghavi, ZAVERI, Mukesh A., KUMAR, J. Sathish, et al. Cloud-Based Real Time Data Acquisition in IoT Environment for 
Post Disaster Management. In : 2018 9th International Conference on Computing, Communication and Networking Technologies (ICCCNT). 
2018. p. 1-6. 

 [137] MOTLAGH, Naser Hossein, BAGAA, Miloud, et TALEB, Tarik. UAV-based IoT platform: A crowd surveillance use case. IEEE 
Communications Magazine, 2017, vol. 55, no 2, p. 128-134. 

[138] QAZI, Sameer, SIDDIQUI, Ali Shuja, et WAGAN, Asim Imdad. UAV based real time video surveillance over 4G LTE. In : 2015 
International Conference on Open Source Systems & Technologies (ICOSST). 2015. p. 141-145. 

[139] GRASSO, Christian et SCHEMBRA, Giovanni. Design of a UAV-Based Video surveillance System with Tactile Internet Constraints in 
a 5G Ecosystem. In : 2018 4th IEEE Conference on Network Softwarization and Workshops (NetSoft). 2018. p. 449-455. 

 [140] SEIBER, Carl, NOWLIN, David, LANDOWSKI, Bob, et al.Tracking hazardous aerial plumes using IoT-enabled drone swarms. In 
: 2018 IEEE 4th World Forum on Internet of Things (WF-IoT). 2018. p. 377-382. 

[141] LI, Hang et SAVKIN, Andrey V. Wireless sensor network based navigation of micro flying robots in the industrial internet of 
things. IEEE Transactions on Industrial Informatics, 2018, vol. 14, no 8, p. 3524-3533. 

[142] COELHO, Gavin, KOUGIANOS, Elias, MOHANTY, Saraju P., et al. An IoT-enabled modular quadrotor architecture for real-time 
aerial object tracking. In : 2015 IEEE International Symposium on Nanoelectronic and Information Systems. 2015. p. 197-202. 



34 
 

[143] GIYENKO, Andrey et IM CHO, Young. Intelligent UAV in smart cities using IoT. In : 2016 16th International Conference on Control, 
Automation and Systems (ICCAS). 2016. p. 207-210. 

[144] QI, Fei, ZHU, Xuetian, MANG, Ge, et al. UAV network and IoT in the sky for future smart cities. IEEE Network, 2019, vol. 33, no 2, 
p. 96-101. 

[145] PENG, Zhaoqing, KATO, Takumi, TAKAHASHI, Hideyuki, et al.Intelligent home security system using agent-based IoT Devices. In 
: 2015 IEEE 4th Global Conference on Consumer Electronics (GCCE). 2015. p. 313-314. 

[146] AL-TURJMAN, Fadi et ALTURJMAN, Sinem. 5G/IoT-enabled UAVs for multimedia delivery in industry-oriented 
applications. Multimedia Tools and Applications, 2018, p. 1-22. 

[147] SHARMA, Vishal, CHOUDHARY, Gaurav, KO, Yongho, et al. Behavior and vulnerability assessment of drones-enabled industrial 
internet of things (iiot). IEEE Access, 2018, vol. 6, p. 43368-43383. 

[148] HELLAOUI, Hamed, CHELLI, Ali, BAGAA, Miloud, et al. Towards mitigating the impact of uavs on cellular communications. In 
: 2018 IEEE Global Communications Conference (GLOBECOM). 2018. p. 1-7. 

[149] CHALLITA, Ursula, SAAD, Walid, et BETTSTETTER, Christian. Deep reinforcement learning for interference-aware path planning 
of cellular-connected UAVs. In : 2018 IEEE International Conference on Communications (ICC). 2018. p. 1-7. 

[150] AMORIM, Rafhael, NGUYEN, Huan, WIGARD, Jeroen, et al.Measured uplink interference caused by aerial vehicles in LTE cellular 
networks. IEEE Wireless Communications Letters, 2018, vol. 7, no 6, p. 958-961. 

[151] YAJNANARAYANA, Vijaya, WANG, Y.-P. Eric, GAO, Shiwei, et al. Interference mitigation methods for unmanned aerial vehicles 
served by cellular networks. In : 2018 IEEE 5G World Forum (5GWF). 2018. p. 118-122. 

[152] KIM, Hyunbum et BEN-OTHMAN, Jalel. A Collision-Free Surveillance System Using Smart UAVs in Multi Domain IoT. IEEE 
Communications Letters, 2018, vol. 22, no 12, p. 2587-2590. 

[153] FAN, Qiang et ANSARI, Nirwan. Towards traffic load balancing in drone-assisted communications for IoT. IEEE Internet of Things 
Journal, 2018, vol. 6, no 2, p. 3633-3640. 

[154] JIANG, Bin, YANG, Jiachen, XU, Huifang, et al. Multimedia data throughput maximization in Internet-of-Things system based on 
optimization of cache-enabled UAV. IEEE Internet of Things Journal, 2018, vol. 6, no 2, p. 3525-3532. 

 [155] MOTLAGH, Naser Hossein, BAGAA, Miloud, et TALEB, Tarik. Uav selection for a uav-based integrative iot platform. In : 2016 IEEE 
Global Communications Conference (GLOBECOM). 2016. p. 1-6. 

[156] YAN, Shi, PENG, Mugen, et CAO, Xueyan. A game theory approach for joint access selection and resource allocation in UAV assisted 
IoT communication networks. IEEE Internet of Things Journal, 2018, vol. 6, no 2, p. 1663-1674. 

 [157] YANG, Qin et YOO, Sang-Jo. Optimal UAV path planning: Sensing data acquisition over IoT sensor networks using multi-objective 
bio-inspired algorithms. IEEE Access, 2018, vol. 6, p. 13671-13684. 

[158] YOO, Sang-Jo, PARK, Jae-hyun, KIM, Su-hee, et al. Flying path optimization in UAV-assisted IoT sensor networks. ICT Express, 2016, 
vol. 2, no 3, p. 140-144. 

[159] ABD-ELMAGID, Mohamed A. et DHILLON, Harpreet S. Average Peak Age-of-Information Minimization in UAV-Assisted IoT 
Networks. IEEE Transactions on Vehicular Technology, 2018, vol. 68, no 2, p. 2003-2008. 

[160] ABDELHAMID, Sherin. UAV Path Planning for Emergency Management in IoT. In : 2018 IEEE International Conference on 
Communications Workshops (ICC Workshops). 2018. p. 1-6. 

[161] ZHANG, Shuowen, ZENG, Yong, et ZHANG, Rui. Cellular-enabled UAV communication: A connectivity-constrained trajectory 
optimization perspective. IEEE Transactions on Communications, 2018, vol. 67, no 3, p. 2580-2604. 

 [162] SHARMA, Vishal, SONG, Fei, YOU, Ilsun, et al. Energy efficient device discovery for reliable communication in 5G-based IoT and 
BSNs using unmanned aerial vehicles. Journal of Network and Computer Applications, 2017, vol. 97, p. 79-95. 

[163] HANDOUF, Sara, SABIR, Essaid, et SADIK, Mohammed. Energy-throughput tradeoffs in ubiquitous flying radio access network for 
IoT. In : 2018 IEEE 4th World Forum on Internet of Things (WF-IoT). 2018. p. 320-325. 

[164] SIKERIDIS, Dimitrios, TSIROPOULOU, Eirini Eleni, DEVETSIKIOTIS, Michael, et al. Wireless powered Public Safety IoT: A UAV-
assisted adaptive-learning approach towards energy efficiency. Journal of Network and Computer Applications, 2018, vol. 123, p. 69-79. 

[165] MOZAFFARI, Mohammad, SAAD, Walid, BENNIS, Mehdi, et al.Mobile Internet of Things: Can UAVs provide an energy-efficient 
mobile architecture?. In : 2016 IEEE global communications conference (GLOBECOM). 2016. p. 1-6. 

[166] CHAKARESKI, Jacob, NAQVI, Syed, MASTRONARDE, Nicholas, et al. An energy efficient framework for UAV-assisted millimeter 
wave 5G heterogeneous cellular networks. IEEE Transactions on Green Communications and Networking, 2019, vol. 3, no 1, p. 37-44. 

[167] ALMASOUD, Abdullah M. et KAMAL, Ahmed E. Data Dissemination in IoT Using a Cognitive UAV. IEEE Transactions on Cognitive 
Communications and Networking, 2019. 



35 
 

[168] LI, Bin, FEI, Zesong, ZHANG, Yan, et al. Secure UAV communication networks over 5G. IEEE Wireless Communications, 2019. 

[169] KIM, Hyunbum, BEN-OTHMAN, Jalel, MOKDAD, Lynda, et al.On Collision-free reinforced barriers for multi domain IoT with 
heterogeneous UAVs. In : 2017 IEEE 8th Annual Ubiquitous Computing, Electronics and Mobile Communication Conference (UEMCON). 
2017. p. 466-471. 

 [170] CHOI, Sung-Chan, SUNG, Nak-Myung, PARK, Jong-Hong, et al. Enabling drone as a service: OneM2M-based UAV/drone 
management system. In : 2017 Ninth International Conference on Ubiquitous and Future Networks (ICUFN). 2017. p. 18-20. 

[171] HELLAOUI, Hamed, BEKKOUCHE, Oussama, BAGAA, Miloud, et al. Aerial Control System for Spectrum Efficiency in UAV-to-
Cellular Communications. IEEE Communications Magazine, 2018, vol. 56, no 10, p. 108-113. 

[172] HUANG, Hailong et SAVKIN, Andrey V. Towards the internet of flying robots: A survey. Sensors, 2018, vol. 18, no 11, p. 4038. 


