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Abstract  24 

Homogenous charge compression ignition engines have been studied as an alternative 25 

to the conventional diesel combustion to attain high efficiency with ultra-low NOx and 26 

soot emissions for a wide variety of fuels. However, its usage in real applications has 27 

been restricted due to the difficulties regarding combustion control and operating range 28 

extension. The modification of the fuel characteristics may be a pathway to solve the 29 

previous hurdles. Therefore, this research presents a relevant methodology to assess 30 

the fuel response to HCCI boundary conditions based on 0-D and 1-D modelling for 31 

detailed chemistry solution and state conditions definition, respectively. The results 32 

suggest that the methodology can predict the early stages of the fuel oxidation with 33 

good accuracy. For the objective of predicting the start of combustion, the best results 34 

are obtained using tabulated chemistry when investigating fuels that have pre reactions 35 

and a low temperature heat release. As the oxidation process progresses, the deviation 36 

of the pressure-temperature trajectory from non-reactive to reactive conditions after 37 

the low temperature heat release decreases the predictive capability to some extent. 38 

Nonetheless, the methodology outcomes are still valid as a qualitative metric for 39 

reactivity determination as well as the intermediate and high temperature ignition 40 

delay.  41 

Keywords 42 
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1. Introduction 47 

Energy transition and the best energy vector for the automotive sector have been 48 

subjects of discussion in the last years. While the demand of electric vehicles has been 49 

continuously rising, its market share is still not comparable to those of conventional 50 

vehicles using internal combustion engines [1]. Different projections have reported that 51 

internal combustion engines will still be responsible for more than 80% of the total 52 

energy in the transport sector by 2040 [2] [3]. Nonetheless, significant improvements 53 

on the internal combustion engine (ICE) and aftertreatment systems technology must 54 

be accomplished to fulfil the upcoming regulations for both CO2 and pollutant emissions 55 

[4][5]. This scenario encourages the development of advanced  fuels [6] and combustion 56 

concepts aiming at both high thermodynamic efficiency and pollutant mitigation[7][8].  57 

Significant development advancements have been achieved for internal combustion 58 

engines [9][10], attaining improvements on injection [11][12], combustion system 59 

[13][14], aftertreatment[15], and air management systems [16] which have enabled 60 

reductions of fuel consumption [17], soot and NOx emissions [18][19]. Nonetheless, 61 

among the different accomplishments, low temperature combustion (LTC) techniques 62 

are pointed as a breakthrough as they have realized a pathway to achieve high brake 63 

thermal efficiency while decoupling the emission formation mechanism of NOx and 64 

particulate matter [16]. Homogeneous charge compression ignition (HCCI) [20], 65 

Reactivity Controlled Compression Ignition (RCCI) [21][22], Dual-Mode Dual-Fuel 66 

combustion[23][24] and -sensitivity [25][26] are some of the most promising LTC 67 

techniques that have been developed in the last years. HCCI is a pioneer technique on 68 

the LTC field, having as advantages the use of a single fuel if compared to RCCI [27][28]. 69 

Nonetheless, the lack of control on the combustion development as well as the limited 70 

operating range of the engine map are some of the hurdles that have limited its 71 

implementation in real applications [29]. 72 

Recently, HCCI was restated as a potential concept for automotive applications with its 73 

introduction in a commercial engine platform by Mazda (Skyactive-X engine). The HCCI 74 

mode was enabled through an inclusion of a spark plug to enhance the combustion 75 

control, delivering significant benefits in terms of emissions and fuel consumption 76 

during driving cycle evaluations [30]. The use of HCCI operation for hybrid vehicles is 77 

also referred as a potential application due to the flexibility that is provided to the 78 

thermal engine when combined to the electric machines for the vehicle propulsion [31]. 79 

Moreover, HCCI combustion was demonstrated to be fuel flexible by several authors 80 

that combined HCCI with naphtha-like fuels, alcohols, DME, etc. [32][33]. The ability of 81 

using different fuels increases the attractiveness of HCCI since it can deal with the fuel 82 

composition variation that can be found at different regions. Additionally, it can also 83 

enable the use of low CO2 footprint fuels as Ammonia, OMEx [34][35] and PODE[36], 84 

thus contributing to reduce the CO2 emissions at both tank-to-wheel and well-to-wheel 85 

bases [37]. Despite the benefits and recent advances, the HCCI concept is still strongly 86 

affected by the variations of the boundary conditions and the fuel characteristics[38] 87 

[39]. The former dictates the pressure and temperature evolution inside the cylinder, 88 

which may result in different ignition quality even with small variations of the initial 89 

boundary conditions for non-sensitive fuels [40]. The second influences fundamental 90 

combustion metrics as the ignition delay and the load extension due to the appearance 91 

of knock or combustion stability (knock/stability limit)[41] [42].  92 



The determination of the fuel response to HCCI conditions was extensively addressed in 93 

the literature. Truedsson et al. [43] have attempted to translate the fuel behavior to a 94 

single combustion metric called the Lund-Chevron HCCI number, which relates the fuel 95 

composition with the required compression ratio to attain a fixed combustion phasing, 96 

CA50 at 3 CAD aTDC. In addition, Tanaka et al. [44] investigated the effect of the fuel 97 

composition, temperature, and equivalence ratio on the HCCI combustion in a rapid 98 

compression machine, concluding that the fuel structure plays a determinant role on 99 

the ignition delay and burning rates. Later, Shibata et al. [42] identified the relation 100 

between LTHR, HTHR and engine performance through experimental engine tests. They 101 

also demonstrated that different fuel components as olefins and naphthenes can reduce 102 

the LTHR phase in the fuel oxidation. Despite the contributions from these experiments, 103 

their evaluation range was limited to few fuels at specific operating conditions, either 104 

by time limitation or experimental setup safety (pressure gradients, maximum pressure, 105 

compression ratio requirements and maximum exhaust temperatures).  106 

In this sense, alternative methods to evaluate the fuel response to engine-like conditions 107 

were proposed during the years. Commercial reaction kinetic codes can deliver precise 108 

solution of kinetic mechanisms at specific state conditions. They can be extended to 109 

different domains from 0-D to 3-D at the expense of increasing the computational cost. 110 

Alternative solutions based on phenomenological description of HCCI combustion were 111 

also proposed along the years, aiming at reliable calculation of performance parameters. 112 

Nonetheless, they require an extensive quantity of experimental information for fitting 113 

and calibration, restricting their predictive capability. Additionally, fluid flow and 114 

thermal description are generally not based on conservative methods, being focused, 115 

generally, to the closed loop phase. Since the gas exchanges phase is neglected, the 116 

determination of quantities such as trapped residual mass must be imposed. This may 117 

result in discordances with the experimental verifications, requiring the tuning of 118 

additional settings to tailor the combustion metrics. The coupling of a reliable predictive 119 

solver to determine the in-cylinder conditions with a reaction kinetics solver may solve 120 

the limitations of the individual approach previously discussed. Nonetheless, these 121 

methodologies are not fully addressed in the literature. Different results have showed 122 

the benefits of coupling 0-D and 1-D simulations for combustion description 123 

[45][46][47]. Differently from these works, the present methodology extends the 124 

application of this coupled methodology to solve fundamental quantities such as the 125 

different ignition delays while saving significant time. 126 

In this sense, the aim of this investigation is to develop, validate and applicate a 127 

numerical methodology to investigate the fuel response to HCCI conditions in terms of 128 

ignition delay characterisation. To do this, two contrasting fuels (ethanol and PRF63) 129 

were investigated experimentally to provide a database for the model development. 130 

This was followed by an extensive analysis to characterize the most accurate species to 131 

define low temperature, intermediate and high temperature ignition delay. These 132 

species were then used as tracking species for the Livengood and Wu method 133 

considering both full mechanism solution and ignition delay correlations, evaluating the 134 

benefits and limitations of each approach. Next, a calibrated GT-Power model was used 135 

to generate boundary conditions to assess its capability on representing engine-like 136 

conditions and the impact of not considering the in-cylinder state variation in the early 137 

phases of the combustion process.  138 



2. Experimental materials and methodology 139 

2.1. Modified CFR F-1 engine 140 

CFR engines have been developed as a solution to the need of having standard methods 141 

to evaluate the combustion characteristics of fuels. Given the broad spectra of reactivity 142 

that can be found in conventional diesel and spark ignition engines fuels, two different 143 

CFR engines were developed. The CFR F-1 was designed to provide reliable information 144 

of research octane number (RON) and motor octane number (MON) values for a given 145 

fuel under controlled boundary conditions. This engine was conceptualized aiming at 146 

reproducing the geometrical characteristics of the engines of that time as it can be 147 

evidenced in Table 1. As it can be seen, the CFR F-1 presents a bore of 82.5 mm and a 148 

stroke of 114.3 mm. These characteristics are responsible for rendering the pressure 149 

and temperature evolution on the combustion chamber as well as to dictate metrics like 150 

the constant volume time. 151 

Table 1. CFR - F1 geometrical characteristics.  152 

Parameter Value 

Bore [mm]  82.5 

Stroke [mm]  114.3 

Con. rod length [mm]  254 

Compression ratio  Variable from 4:1 to 18:1 

TDC clearance height  (114.3)/(CR - 1) 

Head/bore area ratio  1 

Piston/bore area ratio  1 

Wrist pin crank offset 0 

Intake Valve Closing (IVC) 146 CAD bTCD 

Exhaust Valve Opening (EVO) 140 CAD aTDC 

Intake Valve Opening (IVO) 350 CAD bTDC 

Exhaust Valve Closing (EVC) 345 CAD bTDC 

 153 

During the recent years, advanced combustion concepts have been introduced aiming 154 

at exploring the limits of conventional cycles by means of combining proper in-cylinder 155 

reactivity design and pressure-temperature evolution matching. As it was stressed in the 156 

introduction, HCCI demonstrated to be one of the most promising advanced combustion 157 

concepts. Nonetheless, original CFR engines are not suitable to operate at this 158 

combustion mode. Therefore, the CFR F-1 engine was modified to enable the use of HCCI 159 

combustion. First, an electronic port fuel injector (PFI) was installed, allowing the precise 160 

control of fuel injection as well as its timing, which is fundamental for HCCI combustion 161 

stability. To do this, the original carburettor was removed, and the injector was installed 162 

in its housing, controlled by a dedicated electronic control unit (ECU). Additionally, the 163 

spark plug was disabled to avoid any energy discharge from the spark that could 164 

influence the ignition process. 165 

2.2. Experimental facility 166 



The CFR F-1 engine was installed in a fully instrumented test cell facility allowing to 167 

control and monitor the required boundary conditions during the tests. Figure 1 168 

presents the schematic of the test cell facility. First, the air is conditioned by means of 169 

an air refrigerator and heater to control the humidity and the temperature, respectively. 170 

Next, the fuel is delivered by means of a PFI. The engine load is provided by means of an 171 

ABB dynamometer with maximum capacity of 30 kW and 97 Nm of torque. Finally, a 172 

Horiba Mexa 7500 is used to monitor and acquire the exhaust gas composition allowing 173 

to obtain parameters as the equivalence ratio for a given operating condition. 174 

 175 

Figure 1. Experimental setup using during the CFR investigations. 176 

In addition to this, the engine was equipped with different sensors to monitor and 177 

acquire the most relevant state conditions during the test. The instantaneous in-cylinder 178 

pressure was acquired by means of a Kistler 6125 C pressure transducer while time-179 

averaged pressures were monitored at both intake and exhaust manifold with piezo 180 

resistive Kistler 4045A sensors. Time averaged temperature was obtained with a Pt100 181 

thermocouple. Table 2 summarizes the uncertainty associated to each one of the 182 

measurement systems used in this investigation. 183 

Table 2. Instrumentation with the respective measurement and principle and accuracy used to acquire the different 184 
variables of interest.   185 

Variable measured Device Manufacturer / model Accuracy 

In-cylinder pressure Piezoelectric transducer Kistler / 6125C ±1.25 % 

Intake/exhaust pressure Piezoresistive transducers Kistler / 4045A ±25 mbar 

Temperature in settling 
chambers and manifolds 

Thermocouple TC direct / type K ±2.5 °C 

Crank angle, engine 
speed 

Encoder AVL / 364 ±0.02 
CAD 

NOx, CO, HC, O2, CO2 Gas analyzer HORIBA / MEXA 7500  4% 

 186 

2.3. Test methodology 187 

The experimental campaign was designed to obtain a representative dataset for the 188 

model development and validation. To do this, an equivalence ratio sweep was 189 

performed targeting both stable operation condition as well as limiting conditions in 190 



terms of pressure gradient and misfire. All the tests were performed at an engine speed 191 

of 900 rpm to have comparable results. Table 3 presents the different operating 192 

conditions that were assessed. 193 

Table 3. Operating conditions and fuel properties for both Ethanol and PRF63 evaluations.  194 

 
Ethanol PRF63 

 [kg/m3] (15ºC) 789.5 687.8 

 [mm2/s] (40ºC) 1.056 0.56 

RON/MON[-] 108.6/90.7 63/63 

Formulation C2H5OH 63% C8H18 + 37% n-C7H16 (%vol) 

LHV [MJ/kg] 26.7 44.75 

λ [-] 2.70:0.15:3.60 2.70:0.15:3.15 

Tintake [oC] 100, 150 50, 100, 150 

Pintake [bar] 0.98±0.03 0.98±0.03 

 195 

In an engine with a constant CR any λ variations at a constant intake temperature will 196 

shorten or longer the ignition delay respectively [25][48]. Variable CR of a CFR engine 197 

enables the adjustment and maintaining of a constant combustion phasing (e.g. CA50) 198 

while varying the ɸ. In this investigation, the compression ratio in response to the 199 

equivalence ratio and fuel variation was modified to obtain the same center of 200 

combustion for all of the operating conditions (CA50=3 CAD aTDC). In this sense, the 201 

differences in the reactivity of the different operating conditions are compensated 202 

mainly by the compression ratio instead of by the combustion development process 203 

itself. 204 

3. Numerical tools and ignition delay background 205 

3.1. GT-Power model definition 206 

The determination of proper state variables during the compression stroke are of 207 

utmost importance to obtain a reliable calculation of the development of the first 208 

initiation reactions. To do this, a GT-Power model was developed for the CFR-F1 engine. 209 

In this investigation, two different simulation approaches were used.  210 

First, a three-pressure analysis (TPA) methodology was used for calibrating the 211 

phenomenological models of heat transfer and pressure losses at different model sites. 212 

The TPA routine relies on using the instantaneous pressure traces from both intake and 213 

exhaust manifold and the in-cylinder pressure to provide information about the gas-214 

exchange process and the closed cycle. The use of instantaneous pressure traces for the 215 

intake and exhaust conditions can be avoided by means of the complete modelling of 216 

the intake and exhaust system up to the respective environments. In spite of having 217 

drawbacks as higher simulation time, this approach is acceptable since it relies on a 218 

conservative method (finite volumes) to solve the conservation equations of mass and 219 

energy, being an alternative if the instantaneous measurement of the pressures is only 220 

available at the cylinder. The detailed description of the TPA routine can be found in 221 

previous works from the authors [49] as well as in [50]. Figure 2 depicts the model 222 

developed in GT-Power for the CFR-F1 engine, which is composed of the inlet 223 

environment, manifold and ports, the engine cylinder, and the exhaust line. The 224 

different geometries as pipe lengths and diameters were obtained from the engine 225 



manual as well as experimental measurements. Valve discharge coefficients and lifts are 226 

those reported in [51].  227 

 228 

Figure 2. Numerical model developed in GT Power. 229 

Most of the calibration process focused on the thermal characterization of the engine 230 

since the flow was demonstrated to be properly described by the model once the 231 

geometry and pressure boundary conditions are well defined. Both heat transfer and 232 

pipes require dedicate heat transfer correlations to calculate the temperature 233 

distribution and heat losses. For the pipes, the wall temperature was calculated by 234 

means of an energy balance considering the fluid properties, pipes material and 235 

environment properties for both convective and radiative heat transfer. Moreover, the 236 

pipes connected to the cylinder were set to account the heat transfer from the cylinder 237 

(thermal primitive). The cylinder thermal description was accomplished by means of a 238 

specific convective heat transfer approach proposed by Morel, Keribar and Leonard [52], 239 

which consists of a zonal heat transfer coefficient determination and a detailed wall 240 

temperature solution by means of a finite element approach.  241 

Figure 3 depicts a pressure-volume diagram comparing the TPA results obtained with 242 

the calibrated model to those from the experiments. The figure shows a good 243 

agreement for this operating condition, even for the case of using averaged pressures 244 

at intake and exhaust, as can be evidenced on the pumping loop phase. Small differences 245 

are still visible, nonetheless, it is important to remark that the logarithm scale enhances 246 

the differences for small values. The same procedure was extended for different 247 

operating conditions, resulting in similar results.  248 

In this sense, the calibrated model was used as a boundary condition generator for the 249 

kinetic analysis, allowing to calculate the state parameters as well as the composition of 250 

the mixture inside the cylinder during the compression stroke. This means that the 251 

models are simulated in a progressive way, where first, the whole simulation is 252 

completed in GT power and next the kinetic simulations using Cantera package (which 253 

will be described in detail in the next subsection) are performed.  Despite of the 254 

advantages of this coupling methodology such as simplicity and low computational 255 

costs, some downsides must be highlighted. The model is not capable of predicting 256 

neither the state variations nor composition due to the low and intermediate 257 

temperature reactions or the high temperature heat release. In addition, the cycle-to-258 

cycle variations that can result during the simulation from internal EGR variation are also 259 

not possible to be accounted using the proposed coupled methodology. 260 



  261 

Figure 3. Pressure versus volume curve comparison for experimental and numerical results in logarithm scale. 262 

 263 

3.2. Cantera package 264 

Cantera was used as a reaction kinetic solver in this investigation. It is a 0-D /1-D open-265 

source code which allows to perform different kinetic evaluations such as solving 266 

reactive systems and the determination of laminar burning velocities. Specifically, in this 267 

investigation, the solution of 0-D reactors was pursued to identify the ignition delay 268 

referred to the different temperature zones and the representative species. To do this, 269 

the closed ideal constant volume reactor was chosen allowing to solve the different 270 

state conditions that are found during the compression stroke of the CFR engine. Its 271 

formulation is based on solving the mass conservation equation for each species and the 272 

energy equation which are presented in equation 1 and equation 2, respectively.  273 

𝑚
𝑑𝑌𝑘

𝑑𝑡
= ∑ 𝑚̇𝑖𝑛(𝑌𝑘,𝑖𝑛 − 𝑌𝑘) + 𝑚̇𝑘,𝑔𝑒𝑛 − 𝑌𝑘

𝑖𝑛

𝑚̇𝑤𝑎𝑙𝑙  Eq.1 

 274 

𝑚𝑐𝑣

𝑑𝑇

𝑑𝑡
= −𝑝

𝑑𝑉

𝑑𝑡
− 𝑄̇

+ ∑ 𝑚̇𝑖𝑛 (ℎ𝑖𝑛 − ∑ 𝑢𝑘𝑌𝑘,𝑖𝑛

𝑘

) −
𝑝𝑉

𝑚
∑ 𝑚̇𝑜𝑢𝑡

𝑜𝑢𝑡

− ∑ 𝑚̇𝑘,𝑔𝑒𝑛𝑢𝑘

𝑘𝑖𝑛

 
Eq.2 

Where, 𝑚 stands for the reactor mass, 𝑉 is the reactor volume, 𝑝 is the reactor pressure, 275 

𝑡 is the time, 𝑇 stands for temperature, 𝑌𝑘 is the mass fraction of each species, 𝑢 is the 276 

internal energy,  ℎ is enthalpy and 𝑄̇ is the total heat transfer through a wall. These 277 

equations are presented in the expanded form and simplifications are done in the 278 

convenient way during the problem setup.  279 

3.3. Reaction mechanisms 280 

Mechanisms for fuel oxidation have been derived along the years from different 281 

experimental devices as shock tubes and rapid compression machines. The validation 282 



range of a mechanism dictates its ability in reproducing the oxidation behavior of a fuel 283 

in that environment. As previously discussed, this research comprehends the 284 

investigation of two fuels: ethanol and PRF63 at HCCI engine conditions. This infers a 285 

wide range of pressures and temperatures as well as lean equivalence rations. 286 

Therefore, a proper mechanism must be valid for these conditions. For ethanol, previous 287 

investigations have demonstrated that the mechanism from NUI Galway is one of the 288 

best performing mechanism for engine-like conditions, having good accuracy combined 289 

with low computational cost [49]. This mechanism is composed of 113 species and 710 290 

reactions. Despite addressing a wide number of species, it does not include specific 291 

paths for the NO2 chemistry. This specie demonstrated to have a significant impact on 292 

the low temperature reactions. In this sense, the sub mechanism for the NO2 reaction 293 

was included to the original mechanism. The NUI Galway mechanism has been validated 294 

in a wide range of conditions, addressing pressures from 10 bar to 50 bar, temperatures 295 

from 825 K to 985 K and equivalence ratios from 0.3 to 1 through shock tube and rapid 296 

compression machine experiments.  297 

For the primary reference fuels (PRF) oxidation, several mechanisms are available in the 298 

literature being generally validated at engine conditions given their applicability in 299 

engine combustion development. For this research, different mechanisms were 300 

assessed aiming at identifying their capability on reproducing the experimental ignition 301 

delay. The first mechanism is the one proposed by Andrae et al. [53] which consists of 302 

137 species and 138 reactions. This mechanism was extensively used in different 303 

investigations. Mingyuan et al. [54] presented a comprehensive comparison among 304 

several mechanism indicating that the mechanism from Andrae et al. [53] provides the 305 

best results compared to some of the recent mechanisms available for the toluene 306 

primary reference fuels (TPRF) oxidation. The second mechanism comprehends a recent 307 

mechanism developed by Sandia National Laboratories (SNL) composed of 248 species 308 

and 1428 reactions.  309 

Figure 4 presents a brief comparison of the results from both mechanisms (Andrae and 310 

SNL) for a temperature sweep at three different equivalence ratios and pressures for a 311 

constant volume reactor. As it can be seen, significant variations on the ignition delay 312 

time are perceived. The SNL mechanism provides a much faster ignition delay at lower 313 

temperatures compared to the mechanism proposed by Andrae et al. [53]. This can be 314 

attributed to the revision and inclusion of the reaction rates of the main low 315 

temperature reactions adjusted with recent experiments carried out at Sandia National 316 

Laboratory facilities. At temperatures above the NTC, the Andrae mechanism tends to 317 

deliver shorter ignition delay times, mainly for rich conditions, while the differences 318 

between mechanisms at lean conditions for high temperature conditions are not as 319 

sensitive as those from low temperature and NTC regime.  320 



   
(a) (b) (c) 

Figure 4. Differences in ignition delay prediction between both mechanisms for PRF 63 fuel.  321 

The extension of the mechanism effect on the engine ignition delay determination is not 322 

direct since different zones may be reached during the compression and early 323 

combustion development phases. Therefore, the application of both mechanisms 324 

together with the Livengood and Wu approach is proposed to identify the accuracy of 325 

each one considering engine measurements [55]. 326 

3.4. Engine ignition delay determination 327 

The ignition delay determination has received attention given its role on understanding 328 

the fuel chemistry and its extension to combustion control and optimization. 329 

Specifically, for internal combustion engines, the introduction of the so-called low 330 

temperature combustion concepts has emphasized the usefulness of tailoring the 331 

ignition delay to control pressure gradients and aim to extend the LTC operating ranges 332 

[56][57]. Historically, ignition delay in engine combustions was referred to as the time 333 

to obtain 2% of mass fraction burned or any predefined mass fraction burned quantity 334 

[58]. Nonetheless, this macro concept is not suitable to highlight the importance of early 335 

reactions that are fundamental to the combustion development for kinetically 336 

controlled combustion concepts. These reactions are responsible for the low 337 

temperature and intermediate temperature heat releases[59]. In this sense, a more 338 

comprehensive definition was used, following the discussion presented by Peters et al. 339 

[60]. This definition relies on defining the different temperature heat releases that can 340 

exist in a combustion development process: low temperature heat release (LTHR), 341 

intermediate temperature heat release (ITHR) and high temperature heat release 342 

(HTHR). For each one of them, an ignition delay time is associated. Figure 5 represents 343 

an illustrative heat release profile depicting the different combustion stages as well as 344 

the heat release regimes. Different methods to specify each one of the ignition delays 345 

are found in the literature. The one proposed by Waqas et al. [61] was used here, relying 346 

on a fixed threshold for the heat release profile to define the start of the different heat 347 

release zones.  348 



  
(a) (b) 

Figure 5. Criteria for differentiating low, intermediate, and high temperature heat release processes.  349 

Finally, a method to correlate the ignition delay from each one of the simulated reactors 350 

with that from the engine should be defined. The Livengood and Wu (LW) [55] method 351 

has been extensively used to correlate the ignition delay from a specific state conditions 352 

with those from engine experiments. The LW integral consists of describing the 353 

evolution of a specific mixture towards ignition accounting the information related to 354 

the kinetics of oxidation reactions under specific pressure temperature conditions for a 355 

given mixture composition. The LW integral assumes that the amplitude of the 356 

considered ignition carriers would only increase towards its critical value at ignition 357 

according to a certain time delay 𝜏  [32]. In HCCI operation mode, the in-cylinder 358 

pressure and temperature of the air-fuel mixture that is compressed during the 359 

compression stroke should be considered to assess the concentration of the ignition 360 

carriers. Different authors have proposed reformulation of the original LW equations 361 

(Eq. 3) to account for low temperature heat release reactions and intermediate 362 

reactions. The formulations proposed by Desantes et al. [62] have demonstrated to be 363 

capable of providing a classification of the ignition delay: low, intermediate, and high 364 

temperature ignition delay. This was accomplished by employing the first equation 365 

proposed by Desantes et al. (Eq. 4) in which combustion stages are characterized by 366 

tracing an event through relevant species (ignition carriers) The determination of the 367 

species is not straightforward, and a detailed assessment of the most suitable ones to 368 

represent the low, intermediate, and high temperature ignition delay are presented in 369 

the following subsections.  370 

1 = ∫
1

𝜏

𝜏𝑖𝑔𝑛

0

𝑑𝑡 Eq.3 

1 =
1

[𝐶𝐶]𝑐𝑟𝑖𝑡,𝑡=𝑡𝐶𝐶

∫
[𝐶𝐶]𝑐𝑟𝑖𝑡

𝜏𝐶𝐶

𝑡𝐶𝐶

0

𝑑𝑡 Eq.4 

The determination of the ignition delay and critical concentrations of relevant tracing 371 

species has to be obtained for a wide range of operating conditions to include the effect 372 

of thermodynamic variables and compositions (pressure, temperature, relative 373 

stoichiometric ratio, EGR fraction and initial concentrations of reactive species). Even if 374 

the current study only contemplates the homogeneous mixture distribution 375 



characteristic of HCCI combustion modes with no use of EGR, once the initial matrix of 376 

characteristic ignition delays and species concentrations is obtained, the methodology 377 

presented in this work can be adapted to any other combustion mode including effects 378 

like temperature or fuel stratification by contemplating the temporal or spatial 379 

evolution of mixture composition as well as local temperatures, depending on the 380 

amount of information available for each case and always considering that an adequate 381 

chemical model is necessary.   382 

4. Results and discussion 383 

4.1. Selection of mechanism and relevant species 384 

4.1.1. Ignition delay tracers 385 

The definition of the proper species for the different heat release tracking is 386 

fundamental to accomplish a reliable approach to correlate numerical and experimental 387 

results. To attain this, the main hydrocarbon oxidation paths should be understood. 388 

Blocquet et al. [63] have suggested that, at moderate temperatures (750 K - 950 K),  the 389 

radical 𝑅, that is originated in the first initiation reactions, generally by a third body 390 

reaction, yields an unsaturated hydrocarbon (alkene) and a HO2 radical[64]. The last 391 

generally react in a termination stage, forming hydrogen peroxide (H2O2). As the 392 

temperature values increase, the H2O2 leads to two OH radical, being a fast chain-393 

branching reaction [65]. Another intermediate species as formaldehyde are also formed 394 

during a hydrocarbon oxidation in a broad range of temperatures [66], being rapidly 395 

consumed once the high temperature reaction starts. Therefore, these species are 396 

generally identified as good tracers for each one of the oxidation stages. It is worth to 397 

remark that other species can be also identified as chain propagators as presented in 398 

different works in the literature and may be used to identify the phases that precedes 399 

the high temperature oxidation [67][68].  400 

However, as it is depicted in Figure 6, the formation of species as HO2 are not only 401 

limited at low temperature reactions. In addition, other species as hydrogen peroxides 402 

and formaldehydes are formed during a wide range of temperatures. In this sense, both 403 

the species and the criteria related to the species profile must be defined, considering 404 

the phenomenon under analysis. For HO2, the first peak is correlated with the low 405 

temperature chemistry and is the one that should be considered for determining the 406 

ignition delay. On the other hand, species as H2O2 and CH2O must be related to their 407 

maximum value. As shown in Figure 2, the hydrogen peroxide peak appears at the end 408 

of the intermediate temperature reactions, indicating that its maximum value provides 409 

a reference for the last stages of intermediate heat release. Finally, both OH and CH2O 410 

have their peak values close to each other, in conditions where the high temperature 411 

chemistry start to be dominant. Therefore, they should provide a way to compute the 412 

high temperature ignition delay. 413 

It is worth to mention that the prediction of the evolution for the tracers is dependent 414 

on the kinetic mechanism used. Different reactions rates can lead to differences in the 415 

absolute concentration of the radicals as well as their production rate, which may result 416 

in erroneous values for the ignition delay times. In this sense, the next subsection 417 

evaluates the two mechanisms that were previously presented at different 418 

representative operating conditions.  419 



 420 

Figure 6. Species mass fraction evolution during combustion in a homogeneous reactor.  421 

4.1.2. Mechanism effect 422 

To investigate the mechanism impact on the determination of the ignition delay, three 423 

different operating conditions were evaluated for PRF63, addressing different intake 424 

temperatures (50oC, 100oC and 150oC) for a lambda value of 2.8. Due to the testing 425 

methodology, the compression ratio is also different for each one of the inlet 426 

temperatures.  This intake temperature sweep was chosen since it can render different 427 

pressure-temperature trajectories inside the cylinder during the compression stroke. 428 

Both pressure and temperature as well as the mixture composition were obtained from 429 

the TPA calculation in GT-Power. Figure 7 presents the pressure-temperature 430 

trajectories for the three different cases. As it can be seen, the pressure-temperature 431 

trajectories are displaced from zones inside the NTC affected operation (RON-MON) 432 

space, to conditions inside the beyond MON operation as the temperature is increased, 433 

which should reduce the amount of energy released during the low temperature 434 

reactions.  435 

 436 

Figure 7. Pressure-Temperature trajectories at different intake temperatures. 437 

The reduction of the LTHR can be evidenced in Figure 8, which depicts the different heat 438 

release profiles for each one of the temperatures evaluated. As it can be seen, the 50oC 439 

case has the highest LTHR peak, due to its higher residence time inside NTC affected 440 

zones. By contrast, the 150oC case has an almost flat LTHR. It is evident that the heat 441 

release profiles represent contrasting conditions in terms of engine operation and the 442 

importance of low temperature chemistry. Therefore, the pressure-temperature 443 



trajectory and composition were used as inputs to the LW Cantera script, allowing to 444 

obtain the engine ignition delay for both mechanisms and different species. Next, they 445 

were plotted against the evolution of the heat release profiles as markers to evidence 446 

their ability in reproducing the experiments for both mechanism as presented in Figure 447 

8.  448 

As it can be seen, the ignition delay results are strongly dependent on the kinetic 449 

mechanism. First, the low temperature ignition delay prediction differs by more than 5 450 

CAD between mechanisms. While the mechanism from SNL can reproduce the early 451 

phases of the ignition delay, the mechanism proposed by Andrae et al. seems to have a 452 

slow low temperature chemistry, providing a delayed ignition criterion from half to the 453 

end of the low temperature ignition delay. Other significant differences are perceived 454 

for the CH2O, i.e., high temperature ignition delay criteria. In this case, the trend is the 455 

opposite, having earlier results for the mechanism from Andrae et al. [53] than the one 456 

verified for SNL. The predicted LW results for Andrae et al. [53] are found inside of the 457 

ITHR zone, which may infer an over prediction of the CH2O production and early 458 

consumption. This scenario is verified for all the cases evaluated. The results allowed to 459 

conclude that the SNL mechanism can deliver a better description of the chemical 460 

reactions, given the set of boundary conditions. In this sense, the SNL mechanism was 461 

chosen to perform the remaining evaluations given its capability of predicting the 462 

characteristic times form the experimental heat release. 463 

   
(a) (b) (c) 

Figure 8. Ignition delay prediction capabilities of both mechanisms for PRF fuels.  464 

 465 

4.2. Validation of LW approach 466 

To validate the results of the LW approach, a comparison was performed against the full 467 

dataset of experiments addressing different intake temperatures and equivalence 468 

ratios. The boundary conditions that define each operating condition and their 469 

reference with the case numbers of the simulations are presented in Table 4. As it can 470 

be observed, the cases are ordered from lower to higher excess air ratio values. Ethanol 471 

cases only addresses conditions with 100oC and 150oC since lower temperatures hinders 472 

the autoignition process. 473 

Table 4. Values of intake temperature, equivalence ratio and compression ratio for each operating condition 474 
evaluated for both Ethanol and PRF63.  475 

Ethanol Cases 

Case Nº 0 1 2 3 4 5 6 7 8 9 10 11 12 13 



Tintake (ºC) 100 150 100 150 100 150 100 150 100 150 100 150 100 150 

 (-) 2.70 2.70 2.85 2.85 3.00 3.00 3.15 3.15 3.30 3.30 3.45 3.45 3.60 3.0 

CR (-) 14.6 12.8 14.7 12.8 14.8 12.8 14.9 12.9 14.9 13.0 15.0 13.0 15.1 13.2 

PRF63 Cases 

Case Nº 0 1 2 3 4 5 6 7 8 9 10 11 - - 

Tintake (ºC) 100 150 50 100 150 50 100 150 50 100 150 50 - - 

(-) 2.70 2.70 2.70 2.85 2.85 2.85 3.00 3.00 3.00 3.15 3.15 3.15 - - 

CR (-) 9.6 9.1 10.6 9.8 9.2 10.8 10.0 9.3 11.1 10.1 9.5 11.0 - - 

For each operating condition described in Table 4 , the previously explained 476 

methodology was employed: calculation of pressure, temperature, and composition for 477 

the experiments in GT-Power coupled with the Cantera LW routine. The validation was 478 

performed for both fuels (Ethanol and PRF63), comparing the intermediate and high 479 

temperature ignition delay for the former and low, intermediate, and high temperature 480 

ignition delay for the last. Figure 9 presents the results of the comparison for ethanol 481 

for both intermediate temperature ignition delay (a) and high temperature ignition 482 

delay (b). It is worth to mention that the experimental results are always those obtained 483 

from the experimental heat release profiles considering the methodology from Peters 484 

et al. [57].  As it can be seen, a good correlation is attained for both cases. Small 485 

variations are observed, mainly for the leaner mixtures and low intake temperature. In 486 

spite of that, the differences are lesser than 1 CAD, independently on the operating 487 

condition evaluated. It is also interesting to note that both hydrogen peroxide and 488 

formaldehydes also maintains their roles on providing a reliable quantification method 489 

of each one of the oxidation stages of the ethanol concurring with that evidenced for 490 

PRF63 in the previous subsection. In addition, the proposed approach can follow, at 491 

some extent, not only the absolute values, but also the behavior evidenced in the 492 

experimental results. 493 

  
(a) (b) 

Figure 9. Comparison between experimental results and simulated predictions of the start of low temperature 494 
reactions (a) and high temperature reactions (b) for ethanol.  495 

For PRF63, the three pre-selected species were used as representative of low, 496 

intermediate and high temperature ignition delay. First, the results of low temperature 497 

ignition delay are presented in Figure 10a. The comparison with experimental results 498 

allows to conclude that the LW approach can predict the low temperature ignition delay, 499 

considering the mechanism proposed by SNL.  As it can be observed, the selection of the 500 

critical concentration of HO2 to specify the low temperature ignition delay (LTID ) 501 

provides a robust criterion, having an excellent matching, independently on the intake 502 

temperature and equivalence ratio evaluated. By contrast, the intermediate 503 

temperature zone presents higher differences between simulated and experimental 504 



results. This zone implies a slow oxidation process with small heat release during larger 505 

periods. Therefore, small variations on the experimental criteria to define the 506 

intermediate temperature ignition delay (ITID) may result in several crank angles of 507 

difference. In addition, the small temperature and pressure gradients in this area makes 508 

it more susceptible to any discrepancies between the calculated state conditions and 509 

the real ones. These issues are decreased when the high temperature oxidation starts, 510 

since the reaction rates are enhanced, resulting in a fast temperature and pressure 511 

increase, i.e., higher gradients. This allows a proper specification of the high 512 

temperature ignition delay (HTID) and a good agreement with the maximum 513 

concentration of the formaldehyde, allowing to conclude that this species convey the 514 

kinetics background to a macro experimental parameter as the HTID. 515 

   
(a) (b) (c) 

Figure 10. Comparison between experimental results and simulated predictions of the start of low temperature 516 
reactions (a), (intermediate reactions (b) and high temperature reactions (c) for PRF63. 517 

 518 

4.3. Semiempirical correlations versus tabulated chemistry. 519 

The LW approach time consumption is directly proportional to the time spent in 520 

obtaining the ignition delay for each one of the individual reactors and the discretization 521 

of the compression stroke. While the last cannot be decreased without losing accuracy, 522 

different solutions are proposed for the former as tabulated chemistry and 523 

semiempirical correlations, which could benefit the calculation speed of the approach. 524 

Ignition delay correlations have been extensively used, comprehending different 525 

functional dependencies, individual parameters, etc. Equation 5 presents the ignition 526 

delay correlation proposed by Shariatmadar et al. [69], which addresses some of the 527 

most fundamental properties that affects the ignition delay for a given reactor. Each one 528 

of the parameters 𝑎,  𝑏, 𝑐, 𝑑 and 𝑒 are used to fit the correlation considering the 529 

experimental data.  530 

𝜏𝑖𝑔𝑛 = 𝑎 ∙ 𝜙𝑏 ∙ 𝑃𝑐 ∙ 𝑇𝑑 ∙ 𝑒
𝑒

𝑇⁄  Eq. 5 

The constants found in the fitting process are shown in Table 5.  531 

Table 5. value of the different parameters for each one of the species correlations.  532 

Parameter/species 𝑯𝑶𝟐 𝑯𝟐𝑶𝟐 𝑪𝑯𝟐𝑶 

A - 4.79 ∙ 1025 4.31 ∙ 1025 



B - −0.53905 −0.585421 

C - −0.83759 −0.8406424 

D - −10.2407 −10.160331 

E - 7524.18 7201.96763 

To do this, a nonlinear fitting method was applied, providing a reasonable accuracy and 533 

fitting, which is here evaluated by means of the R-squared error (Figure 11). As it can be 534 

seen, the proposed correlation provides similar results to those from the complete 535 

mechanism solution with R2 higher than 0.99. Small variations are perceived for small 536 

ignition delay values. It is important to remark that the logarithm scale used in the graph 537 

tends to maximize small values. Nonetheless, its performance compared to the full 538 

mechanism solution with LW should be evaluated to assess the impact of these 539 

variations on the final engine ignition delay solution. 540 

  
(a) 

  
(b) 

Figure 11. Fitness of adjusted correlations for different combustion stages of ethanol.  541 

To compare the correlation performance, the LW ignition delay was recalculated 542 

considering the proposed correlation and its results were compared with those from the 543 

complete mechanism solution. As it can be observed in Figure 12, the differences are 544 

minimal, not exceeding 0.5 CAD even in the worst case.  On the other hand, the time 545 

consumption in the calculation was reduced in order of magnitudes. Therefore, it can 546 

be concluded that the use of ignition delay correlations provides an alternative to speed 547 

up the calculation process of the LW integral at the cost of a small accuracy lost.  548 

  
(a) (b) 

Figure 12. Evaluation of accumulated error in the prediction of different combustion stages start for ethanol when 549 
using fitted correlations.  550 



The same nonlinear fitting method was applied was attempted to be extended to PRF63 551 

for the different ignition delays (HO2 for LTHR, H2O2 for ITHR and CH2O for HTHR). 552 

However, in this case, the correlation fitting was not as successful as that for the ethanol. 553 

This can be evidenced in Figure 13, where the results from the mechanism solution are 554 

compared against those from the best fitted correlation, applying Equation 4 and by 555 

considering the R2 values presented in the Figure. As depicted, there is a high dispersion, 556 

demonstrating the inability of the correlation in capturing the non-monotonicity of the 557 

ignition delay with respect to temperature, pressure and equivalence ratio caused by 558 

the LTHR that some conditions may present. Alternative formulations have been 559 

presented along the years for delivering best fitting for fuels with NTC as the one 560 

proposed by Delvescovo et al. [70]. Nonetheless, they are fundamentally based on 561 

considering a high number of adjusting factors, instead of providing a phenomenological 562 

modelling of the problem. 563 

   
(a) (b)  (c) 

Figure 13. Fitness of adjusted correlations for different species considering the full mechanism solution and the fitted 564 
ignition delay correlation for PRF 63.  565 

An alternative approach relies on employing tabulated chemistry considering pre-566 

defined ranges of equivalence ratio, temperature, and pressure for each fuel. Despite a 567 

computational costly approach at first instance, since points that may not be used are 568 

still computed, this approach can pay-off for continued usage. Due to this, tabulated 569 

chemistry has been extensively used in last years to enhance the computational speed 570 

and to enable close to real time simulations. In this sense, once the tables are prepared, 571 

the ignition delay of the individual reactors can be easily determined by means of look 572 

up interpolation methods. Therefore, the ignition delays were pre-calculated for both 573 

ethanol and PRF63 and, therefore, used in the LW routine.  574 

Figure 14 summarizes the results obtained considering the full mechanism, correlation 575 

and tabulated chemistry approaches as well as their differences compared to the 576 

experimental results for both ethanol (Figure 14a) and PRF63 (Figure 14b). It is worth to 577 

mention that the PRF63 correlation was not included in the comparison due to the poor 578 

results that are get form its application. The analysis of the results for both ethanol and 579 

PRF63 allows to conclude that the use of the tabulated chemistry provides similar results 580 

compared to those of the full mechanism solution. Small modifications are observed in 581 

leaner conditions, which may be attributed to the discretization used to create the 582 

tables (=0.05, T=20 K and P= 5 bar).  From the set of methodologies evaluated, it 583 

can be inferred that the use of tabulated chemistry for determining the individual 584 

ignition delay correlations provides the best results compared to the full mechanism 585 



solution, being able to deliver reasonable accuracy for fuels with and without NTC 586 

occurrence.  587 

  
(a) (b) 

Figure 14. Comparison of start of combustion prediction capability when solving all chemistry, using a lookup table 588 
or fitted correlations for ethanol (a) and PRF63 (b).  589 

 590 

4.4. Validity of GT power model 591 

Finally, the validation of GT Power as a boundary condition generator for LW analysis is 592 

tested at different operating conditions for both fuels. First, the pressure and 593 

temperature trajectories of both ethanol and PRF63 obtained from the non-reactive 594 

compression stroke simulation with GT power are compared with those from the 595 

experiments, to evidence the benefits and limitations of the approach. Next, the impact 596 

of using this approach is compared on an ignition delay basis for both fuels. 597 

Figure 15 shows the pressure trajectory comparison for both ethanol (a) and PRF63 (b). 598 

As it is shown, the pressure temperature trajectory from the simulation is like that from 599 

the experiments during most of the compression stroke independently on the fuel. 600 

However, as the early reactions starts to occur, deviations can be evidenced in the 601 

trajectory. The most noticeable changes are found at the PRF63 cases, due to the 602 

significant heat released in low temperature conditions. This heat released increases the 603 

temperature, decoupling it from the non-reactive one. Consequently, the prediction of 604 

the intermediate and high temperature heat release may be affected. Nonetheless, the 605 

main goal of this study is to provide a tool to investigate the fuel response to the 606 

boundary conditions considering the early reactions and, therefore, the differences 607 

should be minimal. 608 



  
(a) (b) 

Figure 15. Comparison of pressure-temperature trajectories generated in GT-Power for motored conditions against 609 
the equivalent burning case for ethanol (a) and PRF63 (b).  610 

In this sense, both (experimental and simulated) boundary conditions were used for the 611 

LW methodology aiming at quantifying the impact of the differences in the pressure 612 

temperature trajectory on the ignition delays determination. Figure 16 presents the 613 

results for both ethanol (Figure 16 a) and for PRF63 (Figure 16 b) considering the species 614 

that represents the early reactions of each fuel. As it can be seen, for ethanol, the use 615 

of the boundary conditions generated by the GT-Power model seems to have a proper 616 

agreement with those from the experiments. This may be attributed to the absence of 617 

LTHR of ethanol and its low energy release at intermediate temperature range. 618 

Nonetheless, an offset can be evidenced, leading to delayed ignition times which might 619 

be related to the fact that early reactions that leads to the hydrogen peroxide formation 620 

are not considered in the calculation. 621 

A similar behavior can be observed for PRF63. First, the proposed methodology 622 

demonstrates the capability of reproducing with high accuracy the low temperature 623 

ignition delay, even if the non-reactive boundary conditions are used for the 624 

calculations. As in the Ethanol case, PFR 63 also demonstrates to be shifted to delayed 625 

conditions. This is mainly justified by the fact that the species used to quantify the low 626 

temperature ignition delay (Hydroperoxyl, HO2) is not one of the first species to be 627 

formed during the hydrocarbon oxidation. Nonetheless, the pre-reactions associated to 628 

radicals like keto-hydroperoxide (HPMF, HOOCH2OCHO) or carbonic acid (HOC(O)OH) 629 

[71][72], in general, provides a much lower reliability due to the difficulty of quantifying 630 

the proper reaction rates of this species due to their low concentration. 631 

  
(a) (b) 



Figure 16. Start of combustion predicted pressure-temperature trajectories of burning cases and motored cases for 632 
ethanol (a) and PRF63 (b).   633 

5. Conclusions  634 

This work has proposed and validated a specific framework to evaluate the fuel response 635 

to different homogenous charge compression ignition conditions by means of a coupled 636 

1-D CFD and reaction Kinetics solver for Livengood and Wu calculations. Fuels with single 637 

and two stage oxidations were tested aiming at calculating the low, intermediate, and 638 

high temperature ignition delay, if is the case. Moreover, different techniques to 639 

improve the calculation speed were implemented, quantifying the impact on the 640 

ignition delay determination. The different analysis has allowed to draw important 641 

remarks summarized as: 642 

 The use of the proposed methodology enables the investigation of different fuels 643 

in terms of reaction Kinetics, allowing to characterize the different ignition 644 

delays. 645 

 Low temperature ignition delay for two stage oxidation fuels has been 646 

determined with negligible differences with respect to the experimental 647 

database.  648 

 The use of simple correlations has been proven as a successful approach for non-649 

sensitive fuels. On the other hand, sensitive fuels with NTC have demonstrated 650 

a high deviation, requiring alternatives such as the use of tabulated chemistry to 651 

successfully determine the ignition delay.   652 

 Look-up tables showed the best trade-off between computational time and 653 

generalization, enabling their application independently of the fuel. 654 

Finally, the use of non-reactive boundary conditions from GT-Power simulations was 655 

assessed to quantify its capability on determining the early oxidation reactions for both 656 

fuels. It can be concluded that the proposed methodology has been proven a successful 657 

framework to identify potential fuels in terms of its response to the different operating 658 

conditions, considering its ignition delay time quantifications. The proposed 659 

methodology can assist the development and refinement of low temperature 660 

combustion concepts, allowing to understand the interplay between fuels and operating 661 

conditions found in engines. This certainly can also offer a pathway to refine and identify 662 

possible low carbon fuels with similar characteristics to run in advanced combustion 663 

concepts, resulting not only in low criteria pollutants but also reductions in green house 664 

gases emissions.  665 
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