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Abstract

The microstructural features of heterogeneous and porous materials cause unique non-linear dynamic be-

haviour in such materials. The purpose of this work is to investigate the dynamic response of thermally damaged

concrete specimens measured by two different methods: Non-linear Impact Resonance Acoustic Spectroscopy

(NIRAS) and new Flipped Accumulative Non-linear Single Impact Acoustic Spectroscopy (FANSIRAS). Specimens

were characterised in two different dynamic condition states of the material: relaxed and conditioned. The

specimen’s relaxed state indicates that no previous dynamic excitation event ocurred. The conditioned state

denotes that the specimen has been dynamically tested before. The NIRAS results show that the non-linear, α f

and αQ, are affected by their previous dynamic history. The recently proposed algorithm, FANSIRAS, extracts

from a single resonant signal equivalent results to NIRAS when conditioning the specimen. In this situation,

both parameters α f and αQ were equivalent. The results suggest that new NDT parameters based on non-linear

hysteretic parameters can quantify the damage level of thermally treated mortar specimens.

Keywords:
Non-linear Acoustic Spectroscopy, Mortar thermal damage, FANSIRAS, Slow dynamics, Conditioning, Read
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1. Introduction

Geomaterials, such as rocks, sand, soil or their aggregates, such as concrete, belong to a newly defined class,

the so-called Non-linear Mesoscopic Elastic (NME) materials [1]. These materials are characterised by having
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a heterogeneous internal structure, whose non-linear response appears to be related to their wide variety of

microstructural feature, i.e. micro-cracks, grain contacts, interstices, etc., and become orders of magnitude larger

than that shown by classic atomic elastic materials. The non-linear elastic behaviour of NME materials cannot

be described by the classic non-linear theory of Landau [2]. Its singularity is reflected in the manifestation of

hysteretic behaviour and is evidenced by discrete memory effects during the relaxation processes, denominated

in the literature as Anomalous Non-linear Fast Dynamics (FD) and Slow Dynamics (SD), respectively [3] for both

quasi-static (stress-strain experiments) and dynamic (resonant-wave experiments) behaviour.

The most widely employed Non-Destructive Testing (NDT) methods for monitoring damage processes in

concrete and other cement-based materials have focused on studying the material’s non-linear dynamic anomalies

given its greater sensitivity than linear ones when global defects are detected early [4]. Ostrovsky and Johnson [5]

listed a thorough and wide variety of non-linear response manifestations in quasi-static and especially dynamic

laboratory experiments. Some are non-linearity and hysteretic and discrete memory phenomena in both stress-

strain experiments: the appearance of new harmonic frequency components, wave cross-modulation amplitudes,

resonance frequency shifts, amplitude-dependent losses and slow dynamics in non-destructive procedures [4,

6]. These NDT, which draw upon non-linear dynamic behaviour, are considered to be Non-linear Elastic Wave

Spectroscopy (NEWS) methods.

Regardless of the source used to excite the specimens under study, all NEWS methods share the same baseline

concepts for extracting the characteristic non-linear parameters of mesoscopic materials for evaluating cracks,

voids and defects. Thanks to its easy excitation procedure and remarkable sensitivity reached when measuring

non-linear behaviour, a prominent research line focuses on impact spectroscopy. Conversely to the multiple energy

increasing impact driving amplitudes needed in the Non-linear Impact Resonance Acoustic Spectroscopy (NIRAS)

methodology [7–9] to quantify the non-linear response, recent advances have centred on single impact approaches

based on an optimal signal processing procedure [10, 11]. Accordingly, a novel single impact technique, FANSIRAS,

has recently been introduced to characterise the underlying non-linear physical phenomenon from a signal

processing perspective [12]. Following the application of upward/downward protocols to evaluate hysteresis

and effects of conditioning proposed in [13] for ultrasonic experiments and their influence on the measurements
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proposed in [14] for Non-linear Resonance Ultrasonic Spectroscopy (NRUS), a comparison of both techniques,

NIRAS and FANSIRAS, is taken a step further in the present study. Both approaches are applied to two different

motion process moments of specimens, resting (a rested specimen is excited by impacts whose level consecutively

increases) and conditioned (a rested specimen is excited by impacts whose level consecutively decreases), to

assess the effects of slow dynamics and conditioning on the impact resonance spectroscopy techniques. The joint

analysis of both configurations (upward- and downward-energy impacts) may describe the hysteretic behaviour

of non-linear mesoscopic materials like mortar or concrete.

Damage in concrete has been widely investigated over the years from many points of view. Different degrada-

tion mechanisms cause distinct modifications to the material dynamic response, which means having performed

a detailed analysis of all the physical mechanisms to fully understand degradation processes [15–17]. Thermal

damage in concrete particularly depends on many variables, of which the most important are the composite dose

(aggregate type and proportion, water/cement ratio, cement type, etc.) and exposured temperature. Given the

complexity of this damage (stiffness matrix loss, incompatibility of deformation between aggregate and paste,

expansive products, etc.), several studies have been carried out to distinguish and quantify damage and the mate-

rial’s physical behaviour [18, 19]. In order to assess this degradation process, NDT evaluations through ultrasonic

inspection and vibrational analysis are the most widespread and developed techniques for their simple imple-

mentation and non-invasive nature [8, 9, 20–23]. Moreover, several studies have analysed the case of thermal

damage in concrete by NEWS techniques. Such studies have monitored the effect of thermal damage in concretes

by evaluating non-linear acoustic parameters by means of NIRAS [24] and Non-linear Resonance Ultrasonic Spec-

troscopy (NRUS) [8, 25–27]. These studies have also run distinct tests to support the non-linear acoustic results

by means of apparent expansion determinations [27], semi-quantitative analysis on paste-aggregate images [25]

and ultrasonic pulse velocity measurements [8, 27]. One work has been recently published that correlates such

additional tests and non-linear parameters to determine the spoiling process of mortar, but by analysing loss of

stiffness of the cement matrix and the aggregate debonding mechanism as a joint degradation phenomena in the

thermal damage of mortar [28].

In the present study, the authors implement a vibrational analysis that considers the non-equilibrium dynamics
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of mortar elements under stepped thermal damage. This analysis permits to simultaneously draw upon the whole

potential of the NEWS techniques, and to assess the robustness of the non-linear parameters extracted with NIRAS

and FANSIRAS against the effects of slow dynamics and conditioning at different damage levels. In the present

study, the authors implement vibrational analyses that consider the non-equilibrium dynamics of mortar elements

subject to stepped thermal damage. These analyses provide deeper understanding of the robustness of non-linear

parameters extracted with NIRAS and FANSIRAS methods considering significant effects of slow dynamics and

conditioning that, if ignored, may result in significant discrepancy among these and other NEWS measurements.

2. Mathematical background

The classic theory of non-linear elasticity is unable to describe the elastic behaviour of non-linear mesoscopic

elastic materials [29, 30]. In particular, their stress-strain relation has to be developed in such a way that the

terms describing hysteresis and discrete memory are taken into account [31]. In this context, the one-dimensional

stress-strain relation can be expressed as:

σ (ε) = K0

�

1+ βε +δε2 + . . .
�

+H [ε, sign (ε̇)] (1)

where σ is stress, ε is strain, K0 is the linear elastic modulus, β and δ represent the classic quadratic and cubic

non-linear parameters, respectively, which can be developed as a combination of second-, third- and fourth-order

elastic constants [2, 32], H is a function describing the hysteretic relation between σ and ε, and ε̇ is the strain rate

[30, 31, 33]. Several models exist for the description of function H in Eq. 1. The hysteretic quadratic non-linearity

model [30, 33] (Eq. 2) provides the opportunity to develop analytical approaches and is sufficiently realistic to

explain some important manifestations observed in hysteretic materials:

H [ε, si gn (ε̇)] = α (∆ε + ε · sign (ε̇)) (2)

where α is a measure of material hysteresis. Indeed by substituting in the wave equation and calculating the

non-linear contribution to the solution, we find a linear decrease in resonance frequency for increasing strain

levels, a quadratic amplitude dependence of the third harmonic and a linear increase of the modal damping ratio

(decrease in the quality factor). This model is functional, but its original formulation accounts for neither slow
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dynamics, the recovery process that occurs in these materials after large amplitude wave excitation, nor for the

conditioning process, strain-memory that takes place while applying resonance experiments [3, 31, 34].

The resonant acoustic spectroscopy method has been traditionally used to assess mechanical engineering

properties, such as the elastic moduli and material damping. A discrete resonant acoustic reverberation signal,

y(n), may be modelled as a damped harmonic oscillator, which is mathematically described by the product of an

exponentially decaying function, a(n), and an exponentially time-varying phase signal, s(n) [12, 35, 36]:

y [n] = a [n] · s [n] =
�

A · e−γnTS
�

· (sin (2π f0nTs+φ [n])) , n ∈ {0, . . . , N − 1} (3)

where A denotes amplitude, γ is attenuation, f0 is linear frequency and φ(n) is the time-varying phase. TS is the

sampling period and N is the number of samples acquired in the sampling interval. Figure 1a shows a typical

discrete resonant acoustic reverberation impact signal in the time domain, where the characteristic decreasing

exponential amplitude is seen at a glance. The signal’s resonant frequency and damping characteristics are

extracted from the spectral domain in the region surrounding the resonant frequency peak (Figure 1b). The

frequency domain is obtained by applying the discrete-frequency Fourier Transform (DFT) with equally spaced

frequency points (NDF T ):

Y [ f ] = TS · DF T{y [n]}= Ts ·
NDF T−1
∑

n=0

y [n] · e− j2π f nTS , f ∈ [0, fS/NDF T , . . . , (NDF T/2− 1) · fS/NDF T ] (4)

The resonant frequency peak depends on the sample’s dimensions, mass and the dynamic modulus related to the

material’s elastic properties. The material’s damping capacity is determined from the quality factor, Q (or inverse

attenuation), which represents the ratio between the elastic energy stored at maximum stress and strain during

harmonic excitation, and the energy loss per cycle, related to the material’s dissipative capacity [3].

2.1. NIRAS

The Non-linear Impact Resonance Acoustic Spectroscopy (NIRAS) technique relies on an impulse excitation of

the specimen repeated with different impact strengths. The different reverberation signals are denoted by yi(n),

where i is the impact number (in this study, i ∈ [1,10] where i = 1 corresponds to the first level of impact and

i = 10 corresponds to the latest level of impact). The non-linear parameter related to resonance frequency shift
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(a) (b)

Figure 1: a) Temporal domain representation of a typical discrete resonant acoustic reverberation signal, y(n). b) Frequency domain representation of a typical
discrete resonant acoustic reverberation signal, Y [ f ].

αN IR
f is obtained from a linear regression fit:

f̃0 − f̃i

f̃0

= αN IR
f · Ai (5)

where Ai is the obtained peak amplitude spectrum (Fig. 1b)

Ai = max{|Yi[ f ]|} (6)

and f̃i is the peak normalised frequency of one mode (Fig. 1b)

f̃i = max f {|Yi[ f ]|} (7)

from the multiple impacts at different strengths i. Here f̃0 denotes the resonance frequency obtained in the

linear strain regime. For low excitation amplitudes [37], the frequency shift ( f̃0 − f̃i) is non-existent and the

peak frequency is considered to be obtained in the linear strain regime. In this study, f̃0 is determined as the

intersection with the y-axis of the linear relation between peak amplitudes Ai (x-axis) and peak frequencies f̃i

(y-axis)(Figure 2). The non-linear parameter related to the shift of the damping properties, αN IR
Q , is assumed to

also exhibit a linear relation (Eq. 8):

1
Q i
−

1
Q0
= αN IR

Q · Ai (8)
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where Ai is the peak amplitude (Eq. 6), and Q i is the damping factor obtained for each impact i (Eq. 9)

Q i =
f̃i

f̃i,2 − f̃i,1

(9)

where f̃i,2 − f̃i,1 is the half-power bandwidth resonance (Fig. 1b), and Q0 is the linear regime damping factor

determined as the intersection with the y-axis of the linear relation between the peak amplitudes Ai (x-axis)

and the measured damping factors Q i (y-axis, Figure) [21]. An increase in both parameters, αN IR
f and αN IR

Q , is

expected that is proportional to the hysteresis α in Eq. 2 when the specimen’s thermal damage.

Parameters α f and αQ measure the importance of the elastic and dissipative hysteretic effects, respectively

[38]. In order to characterise the relative changes of resonance frequency and Q with strain level, the Read ratio

(αQ/α f ) is introduced [39, 40]. Note that this parameter equals 1 in the approximation of the purely quadratic

hysteretic nonlinearity theoretically predicted by models such as the P-M space [3, 41].

2.2. FANSIRAS

The technique called Flipped Accumulative Non-Linear Single Impact Resonance Acoustic Spectroscopy (FAN-

SIRAS) only requires a single reverberation signal yI[n], plus suitable optimal signal processing to obtain a reliable

non-linearity estimate. The method can be described as a window of initial length that equals that of the acquired

signal, N , whose length progressively shortend to the lower bound, and transforms the time segment of the impact

signal within the p-th window, y
I ,w

Lp
p
[n], into the frequency domain at each window position:

y
I ,w

Lp
p
[n] = yI [n] ·wLp [n− p ·M] , n ∈ {0, . . . , N − 1} , p ∈

§

0, . . . ,
�

N
M

�

− 1
ª

(10)

Here w
Lp
p [n] represents a rectangular window, which shortens in each algorithm step:

w
Lp
p [n] =















1, 0≤ n≤ Lp − 1

0, otherwise

(11)

The length of the window varies at each position p, Lp = N − p ·M , where M represents the number of samples by

which the window decreases in each algorithm step. The number of points used in the later regression is related
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to M value, but does not significantly affect the estimation of the non-linear parameters. In this work, M equals

the number of samples during two periods of the signal (M = 2 fs/ f̃0, where fs is sampling frequency).

Non-linear parameters αFAN
f ,I and αFAN

Q,I are both estimated according to the linear fits seen for NIRAS, but using

the current variables obtained from a single reverberation signal corresponding to the strongest impact level I .

Each time segment of the reverberation signal within the p − th window, y
I ,w

Lp
p
[n], is studied in the frequency

domain by applying the discrete-time discrete-frequency Fourier Transform (DFT), which results in Y
I ,w

Lp
p
[ f ]:

Y
I ,w

Lp
p
[ f ] = DF T{y

I ,w
Lp
p
[n]} (12)

For each position p, the peak amplitude spectrum AI ,p is computed (Eq. 13)

AI ,p = max{|Y
I ,w

Lp
p
[ f ]|} (13)

and peak frequency f̃I ,p (Eq. 14)

f̃I ,p = max f {|YI ,w
Lp
p
[ f ]|} (14)

where function max f {·} defines the peak amplitude spectrum projected over the frequency vector. The non-linear

parameter related to the resonance frequency shift αFAN
f ,I is obtained from the linear fit of AI ,p and f̃I ,p (Eq. 15)

f̃I ,0 − f̃I ,p

f̃I ,0

= αFAN
f ,I · AI ,p (15)

where f̃I ,0 is the resonance frequency obtained in the linear strain regime. f̃I ,0 is determined as the intersection

with the y-axis of the linear relation between peak amplitudes AI ,p (x-axis) and peak frequencies f̃I ,p (y-axis).

Analogously, damping factor Q I ,p is also computed for each p− th window position (Eq. 16):

Q I ,p =
f̃I ,p

f̃I ,p,2 − f̃I ,p,1

(16)

and the non-linear parameter proportional to the damping properties αFAN
I ,Q is obtained as the slope of the linear

relation between the peak amplitudes, AI ,p, and the damping factor, Q I ,p:

1
Q I ,p

−
1

Q I ,0
= αFAN

I ,Q · AI ,p (17)
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where Q I ,0 is the approximation for the linear regime damping factor related to reverberation signal yI[n]. When

working with real signals (N samples acquired with a sampling frequency fs), window shortening must stop

before losing any signal information (exceedingly small window). To halt a stop condition, the window in the

FANSIRAS algorithm is decreased until the Q value is lower than that obtained in the previous window. See [12]

for further technical aspects of the algorithm. In the following sections, the Read ratio estimated from αFAN
I , f and

αFAN
I ,Q is also analysed.

FA
N
S
IR
A
S

N
IR
A
S

INPUTS OUTPUTS

t

A

y[n]

t

A

t

A

t

A

x[n]

t

A

t

A

t

A

A

t

A

t

t

A

Frequency

A
m
p
li
tu
d
e

A
m
p
li
tu
d
e

Frequencyf
0

f
0

Y[f ]

1

1

2

2

p

p

1

2

p

t

A

p

p

2

2

1

1

Figure 2: Schematic comparison between techniques NIRAS and FANSIRAS. The NIRAS algorithm (top) is represented by 10 impact signals with varying input
force amplitudes x i[n], i ∈ [1,10], and its corresponding output reverberation signals, yi[n], i ∈ [1,10], and their corresponding Fourier Transform spectra, Yi[ f ].
The FANSIRAS algorithm (bottom) reconstructs the equivalent NIRAS signals from a single output reverberation signal, yI [n], by means of signal processing.

Figure 2 shows a schematic representation of the two algorithms in both the time and frequency domains. It

summarises the differences between the procedures distinguished mainly by the number of input signals (number

of blows) and signal processing. NIRAS uses 10 measurements with varying impact force amplitudes, while
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FANSIRAS requires only one measurement at a high impact force amplitude. The FANSIRAS signal processing

algorithm attempts to reconstruct NIRAS technique signals in order to extract equivalent non-linear parameters

from a single measurement.

3. Experimental

3.1. Materials and specimens

Six mixes of standardised Portland cement mortar (water/cement = 0.5), made of 450 g of Spanish cement

CEM I-52.5-R, 1350 g of 0/2 mm crushed quartz sand and 225 g of water, were prepared to obtain eighteen

40× 30× 160 mm3 specimens. After the mixing process, iron moulds were stored in the wet chamber (20◦C and

100% H.R.) for 24 hours. Then, the 18 mortar test samples were demolded and stored in the wet chamber for

an additional 60 days (beyond the 28 standard days) so that the elastic property changes caused by hydration

were as constant/stable as possible. Afterwards, specimens were dried at 40◦C for 7 days. Then samples were

wrapped in plastic film until room temperature was reached once again to characterise them in what we define to

be the pristine state. Two thermal damage treatment levels were applied according to the chemical decomposition

of Portland cement hydrates. The first level contained six specimens that were thermally damaged at 400◦C

(C-S-H and C-A-H decomposition took place), and this temperature was reached in 2 hours, kept for 3 hours

and slowly cooled for 12 hours inside an oven. The second level contained six specimens that were thermally

damaged at 525◦C (Ca(OH)2 decomposition took place) following the same procedure as mentioned for the

400◦C damaging test. In this way, six different specimens per condition (40, 400 and 525◦C) were created to carry

out the non-linear acoustic analysis. Three additional specimens per series were manufactured to run traditional

destructive tests. In the first instance, mortar blocks were tested in a three-point bending test configuration to

obtain the flexural strength of the material exposed to 40, 400 and 525◦C. The remaining six semi-prisms were

used to obtain compressive strength. Two other specimens heated at 400◦C were also prepared to carry out the

reproducibility test described in Section 4.2.1. The aforementioned manufacturing process is the same as in [12],

but different samples were tested in each research work.
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3.2. Test Layout

Acoustic resonance tests were carried out for the 18 specimens in the three thermal treatments. The experi-

mental layout comprise an impact hammer (Brüel & Kjær 8206-003) attached to an iron axle located in a metallic

structure. This metallic axle was supported on two ball bearings that yield free rotational motion on one plane

with minimal friction. The specimen was located on slightly sloping metallic supports to allow allowing a centred

and perpendicular impact on the specimen’s face. On the opposite face to the impact, in the top-left corner, a

piezoelectric accelerometer sensor (PCB 352A21) was attached to obtain the vibrational motion of the test probe.

The electric signal of the instrumented hammer and the accelerometer went through a signal conditioner (PCB

482A18) by transmitting it to the oscilloscope (Tektronix MDO3014). The oscilloscope was configured with fs

equalling 250 kHz, N equalling 10000 samples, the trigger voltage equalling to 120 mV and the pretrigger time

equalling 1 ms. Finally, the information was transmitted via USB to a computer with a control software developed

by the authors based on the Instrument Control Toolbox of MATLAB. The amplitude of the impacts used in the

experiment allowed us to work in the non-linear regime of the tested specimens, but still well within the linearity

limits of the set-up (accelerometer, signal conditioner and oscilloscope). Figure 3 shows the amplitude of the

impact events that comprise one NIRAS test. Note that the impact load amplitudes vary between 20N and 70N

for a 400◦C damaged specimen. These values vary slightly depending on the material’s stiffness.

Number of samples
0 50 100 150 200 250 300 350 400

N

0

10

20

30

40

50

60

70

80

Figure 3: Impact signals applied for one NIRAS test. Signals registered by the instrumented hammer Brüel & Kjær 8206-003 on a 400◦C damaged specimen.
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4. Results and Discussion

4.1. Mechanical and physical properties of mortar

The compressive strength results are shown in Figure 4a. The compressive strength at 40◦C, 62.5±4 MPa was

slightly higher than the corresponding value for this dose type and cement type (52.5 MPa) due to the treatment

at 40◦C. For 400◦C, a value of 55±3 MPa was obtained, with minor variation (reduction of 12%) from the initial

value due to the stiffness loss of the matrix and the degradation of the interfacial transition zone between the

paste and the aggregate. At 525◦C, compressive strength dramatically dropped and 27±2 MPa was obtained,

which means that it lost at least 56 % of its initial strength. A similar trend in performance was found for flexural

strength (Figure 4b). This parameter was more sensitive to thermal damage than compressive strength because

spoiled interfaces, micro-cracks and defects were expected to be partially stressed with a tensile load. Reductions

in flexural strengths of 40% and 90% were observed for the 400 and 525◦C treated samples respectively. In

the compressive test, such defects were compressed, which allowed withstanding higher stress than the tensions

produced by the flexural test. Figure 4c shows the dynamic modulus values calculated from the first flexural mode

of the mortar specimens following Standard ASTM C-215. In this plot, a linear decay of the material’s stiffness

is observed. The linear modulus was related to the state of the cement matrix. Therefore with thermal damage,

hydration products were lost during this process until complete portlandite decomposition took place (>550◦C).
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Figure 4: Mechanical properties according to exposure temperature: a) compressive strength. b) flexural strength. c) transversal dynamic elastic modulus.

4.2. Resonance Techniques based on Impact Spectroscopy
4.2.1. Reproducibility Test

The discrete memory effects of hysteretic behaviour have been reported in several studies [3, 42]. Impact

spectroscopy techniques rely on the impact of a specimen at different amplitude. Thus the importance of the order
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Figure 5: Reproducibility Test. Five repetitions of the resonance tests (10 different amplitude impacts) on two different specimens damaged at 400◦C: A and
B. a) Upward configuration (starting with the lowest energy impact) on specimen A. b) Downward configuration (starting with the highest energy impact) on
specimen A. c) Downward configuration on specimen B.

of blows and their intensity must be taken into account. In line with this, two different configuration tests were

set up: upward configuration, 10 blows progressively increasing the impact energy; and downward configuration,

10 blows decreasing the impact energy. 10 impacts represent a balance between a sufficiently high number of

data to enable accurate linear regression and a sufficiently low number of impacts to avoid causing residual harm

to the sample surface. In order to analyse the repeatability of tests, five consecutive repetitions of the tested

configuration were done.

Two different specimens damaged at 400◦C were tested: specimen A and B. Five consecutive NIRAS tests for

the upward configuration were applied to specimen A. The results are shown in Figure 5a. Two different trends

were easily identified: the first test (dashed line) showed a different slope to the remaining four tests (solid lines).

Despite being parallel, lines differed on the y-axis intersection. This plot gave a graphical understanding of the

anomalous non-linear concepts introduced into Section 1: fast dynamics, slow dynamics and conditioning. The

linear regression slope, indicated by the amplitude-dependent frequency shifts, represented the fast dynamics

behaviour, which was constant from the second upward test. The decreasing intersection of each consecutive test

with the y-axis represented the discrete memory, which was a manifestation of slow dynamics. The particular

trend shown by the first test (dashed line) denoted the behaviour of the specimen without conditioning when

relaxed. Having conditioned the specimen, and after a series of blows, the observable trends were indicated

by solid lines. The specimen was conditioned in fast dynamics terms (the slope of the linear fit was constant),

but the slow dynamics conditioning continued by decreasing the linear resonance frequency in each consecutive

experiment.
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As the memory recovery time follows log(t) dependence [43], test sample A was left undisturbed for 48 hours

to ensure the material’s a consistent initial relaxed state. The majority of the idealised memory recovery was

achieved during the 48 hour rest period. Figure 5b plots the obtained results in the downward configuration for

specimen A. In this case, the specimen was completely conditioned from the very first and strongest impact, and

a constant trend was observed for the five tests. Even though the specimen had relaxed, the linear regression

from the downward configuration allowed the identification of the same slope and y-axis interception as in the

upward configuration after being conditioned.

In order to avoid any doubt about the recovery time, five consecutive NIRAS tests with the downward con-

figuration were applied to specimen B, which had never been tested before. The obtained results are plotted in

Figure 5c. Although the specimen was relaxed, it was completely conditioned from the first and strongest impact.

The observable behaviour coincided with the unique trend seen in Figure 5b. In order to fully characterise the

thermal damage given by the previous results, specimens were tested using the two established configurations,

an upward and a downward test, land a 48 hours resting time was allowed between tests. After each test the

specimens were always left in the wet chamber in order to control the ambient conditions.

4.2.2. NIRAS and FANSIRAS analyses

In the present section, non-linear parameters α f and αQ obtained by both techniques NIRAS and FANSIRAS

are shown for three representative mortar samples in three different thermal damage stages(40◦C, 400◦C and

525◦C). Firstly, the two techniques for both configurations were compared to estimate the different trends that

arose from the conditioning effect, and how it evolved with the increasing deterioration degree of specimens.

Figure 6 shows the signal amplitude effect on the resonance frequency for each damage level. We can see that

the largest resonance frequency significantly dropped as damage increased (5660 Hz, 40◦C; 4000 Hz, 400◦C; and

3450 Hz, 525◦C ). For the three damage level, NIRAS and FANSIRAS (estimated on the strongest impact of the

NIRAS technique) identified two different trends in the upward configuration (upper row in Figure 6). On the

contrary, both the algorithms applied to the downward configuration resulted in a unique trend, which coincided

with the upward FANSIRAS trend. Table 1 summarises the numerical values of α f obtained by both algorithms

NIRAS and FANSIRAS, and in each configuration.
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The differences between the NIRAS upward configuration and the NIRAS downward configuration could be

proportional to the system’s degree of conditioning between the resting state and the conditioned state. This

difference among trends increased as the applied thermal treatment damaged the mortar matrix. Note that

the NIRAS algorithm had a limited number of amplitude values depending on the hardware involved in the

experiment, but FANSIRAS processing allowed to increase the measurable dynamic range from smaller peak

amplitudes to the same largest value.
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Figure 6: Representative results of the relative resonance frequency shift (α f ) at the different exposure temperatures computed by the NIRAS technique (filled
markers and solid lines) and the FANSIRAS technique (hollow markers and dashed lines) and for the two different analysed configurations: upward impact
amplitudes (upper row) and downward impact amplitudes (below row). a) 40◦C (blue), b) 400◦C (green) and c) 525◦C (red). Table 1 summarises the
numerical α f values obtained by both algorithms NIRAS and FANSIRAS, and in each configuration.

Analogously, Figure 7 shows the amplitude-dependence for damping factor Q for each damage level. As the

damage increases, the maximum value of the damping factor rose. The fact that the normalised peak frequency

decreased with increasing drive levels, and the resonance peak simultaneously broadened, indicates that the

material non-linear dissipation increased with material softening [44]. Once again, different trends between

the NIRAS upward and FANSIRAS upward configurations were easily identified (upper row in Figure 7). Both

the algorithms applied to the downward configuration showed similar trends (bottom row in Figure 7). The

FANSIRAS estimations slightly differed from the NIRAS estimations because of the changes on the amplitude
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Figure 7: Representative results of the amplitude dependent damping factor (αQ) at the different temperatures computed by the NIRAS technique (filled markers
and solid lines) and the FANSIRAS technique (hollow markers and dashed lines), and for the two different analysed configurations: upward impact amplitudes
(upper row) and downward impact amplitudes (below row). a) 40◦C (blue), b) 400◦C (green) and c) 525◦C (red). Table 1 summarises the numerical αQ values
obtained by both algorithms NIRAS and FANSIRAS, and in each configuration.

Table 1: Numerical results of a representative sample of the relative resonance frequency shift (α f ) and the amplitude dependent damping factor (αQ) at the
different exposure temperatures (40◦C , 400◦C and 525◦C) computed by the NIRAS technique and the FANSIRAS technique, and for the two different analysed
configurations: upward impact amplitudes and downward impact amplitudes. Each α value also has its corresponding coefficient of determination (R2) obtained
from the linear fit.

Sample TH40 TH400 TH525

α (×10−3) Upward Downward Upward Downward Upward Downward

αN IR
f (R2) 1.3 (0.98) 0.6 (0.96) 8.5 (0.94) 2.7 (0.95) 12.8 (0.93) 3.1 (0.95)

αFAN
f (R2) 0.6 (0.97) 0.6 (0.97) 2.7 (0.98) 3 (0.98) 4 (0.98) 4.1 (0.98)

αN IR
Q (R2) 0.6 (0.97) 0.4 (0.97) 3.9 (0.96) 2.1 (0.99) 6.4 (0.97) 2.9 (0.98)

αFAN
Q (R2) 0.4 (0.90) 0.4 (0.96) 2.6 (0.91) 2.8 (0.92) 3.8 (0.93) 3.9 (0.91)

ranges and the loss of linearity in the regression fit as the damaged increased. This difference could be related

to the nature of the signals used in each spectroscopy technique. The NIRAS technique estimates non-linear

parameters from several original reverberation signals, but the FANSIRAS algorithm estimates the different strain

levels from a single relaxing signal. Table 1 summarises all the numerical αQ values obtained by both algorithms

NIRAS and FANSIRAS, and in each configuration, upward and downward, for three representative specimens
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exposed to different damage treatments. It also presents the R2 values for each regression.

The response of the dynamic parameters to the different ways in which specimens were excited indicates

the crucial importance of choosing between one configuration and another. It is important to understand the

differences obtained by the NIRAS and FANSIRAS algorithms and each configuration. Before applying the NIRAS

upward configuration, the specimen was stated to be relaxed. Progressively increasing the amplitude of impacts

led to the progressive conditioning of the sample under study. Therefore, the NIRAS algorithm applied to an

upward configuration quantified the non-linear parameters from different conditioning states.

Conversely for the NIRAS applied to a downward configuration, the specimen was conditioned from the first

and largest driving impacts, which isolated the hysteretic parameter from any non-equilibrium in the material’s

elastic response of the material. The robustness of the FANSIRAS technique, by virtue of using a single impact,

was proved against different conditioning states and, therefore, seemed an equivalent regardless of the applied

configuration (upward or downward). Therefore, conditioning the sample before taking non-linear measurements,

or using a robust algorithm against it such as FANSIRAS, could be a method for separating effects owing to the

non-linearity of those due to non-equilibrium effects [45].
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Figure 8: Representative results of the normalised relative amplitude-dependent damping factor (α f ) at different exposure temperatures: 40◦C (blue), 400◦C
(green) and 525◦C (red) computed by a) the NIRAS technique (filled markers) and by b) the FANSIRAS technique (hollow markers), and for the two different
analysed configurations: upward impact amplitudes (solid lines) and downward impact amplitudes (dashed lines).

Once the conduct influenced by the test configuration was known, the set of resonance frequencies and

damping factor values obtained by NIRAS and FANSIRAS were normalised by their values in the linear strain

regime. With these normalised values, comparable outcomes were obtained, and different thermal level responses
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Figure 9: Representative results of the normalised relative amplitude-dependent damping factor (αQ) at different exposure temperatures: 40◦C (blue), 400◦C
(green) and 525◦C (red) computed by a) the NIRAS technique (filled markers) and b) the FANSIRAS technique (hollow markers), and for the two different
analysed configurations: upward impact amplitudes (solid lines) and downward impact amplitudes (dashed line).

and techniques were compared. In Figure 8a, the NIRAS excited with the upward configuration displays larger

non-linear parameters than those obtained with the downward configuration, and FANSIRAS for either of the two

proposed configurations, as shown in Figure 8b. The small differences between FANSIRAS data collected using

the upward and downward configurations, respectively, are likely because the data were collected from the same

specimen but with measurements spaced 48 hours apart. Small differences in ambient laboratory temperature

and moisture content within that 48- hour span may have occurred. With no knowledge about the specimen

impact history, lack of consistency between previous states could lead to failure in the damage level classification

(see NIRAS TH400 upward and TH525 downward in 8a).

Figure 9a also shows the conditioning effects on the damping factor estimation done by the NIRAS algorithm,

albeit with a weaker influence that for the amplitude-dependent frequency parameter (Figure 8a). This behaviour

could be related to the nature of the Q parameter of a signal drawn by a harmonic damped oscillator, where

the quality factor was the ratio between the system energy and the used energy. Such a ratio seemed more

robust against the conditioning of the specimen impact after impact. Besides the steadiness shown when applying

the FANSIRAS technique, regardless of the excitation configuration employed (Figures 8b and 9b), the thermal

damage characterisation in each tested stage still showed reliable sensitivity.

In order to analyse the consistency of the non-linear parameter values along with increasing thermal damage,

the estimation of parameters α f and αQ with a bigger number of samples (6 of each for the proposed thermal
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damage for a total of 18 specimens) is shown in Figure 10.

Figure 10a depicts the resonance frequency shift amplitude-dependent parameter (α f ) in the same fashion

as Figure 10b shows it for the damping factor response (αQ). Apart from the aforementioned features related to

each technique (NIRAS in blue, and FANSIRAS in yellow), and the applied configuration (upward with solid lines,

and downward with dashed lines), strong correlations among the trends obtained for every set of specimens are

easily identified for the common upward and downward configurations.

0

5

10

15

f (
10

-3
)

1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
TH40 TH400 TH525

Upward      NIRAS
Downward NIRAS
Upward      FANSIRAS
Downward FANSIRAS

(a)

0

2

4

6

8

Q
 (

10
-3

)

1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
TH40 TH400 TH525

Upward      NIRAS
Downward NIRAS
Upward      FANSIRAS
Downward FANSIRAS

(b)

Figure 10: Results of the non-linear hysteretic parameters at different exposure temperatures, 40◦C , 400◦C and 525◦C , computed by the NIRAS technique (blue
lines) and the FANSIRAS technique (yellow lines) and for the two different analysed configurations: upward impact amplitudes (solid lines) and downward
impact amplitudes (dashed lines). a) Amplitude-dependent frequency shift (α f ). b) Amplitude-dependent damping factor (αQ).

A further data analysis is shown in Figure 11. Error bars depict the standard deviation of the set comprising

the six α parameters computed for the six independent specimens at each damaging temperature. Circles and

diamonds, denoting the upward and downward configurations respectively, represent the arithmetic mean of

the aforementioned set. As discussed in the previous results, the test configuration in the impact resonance

spectroscopy assessment plays an important role when quantifying the material’s non-linear response. Note that

the y-axis limits are set to be common in both figures. At first, a significant divergence of values was obtained by

the NIRAS technique in the upward configuration for the other three assessments considered in the present study.

Figure 11a shows the obtained equivalent distributions of α f and αQ for the FANSIRAS algorithm (upward and

downward configurations) and the α f estimated by means of NIRAS in the downward configuration. In Figure

11b, a slightly low-biased trend is observed for αQ for the NIRAS downward configuration. This behaviour was
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attributed to the narrower range of measurable amplitudes for the NIRAS technique. Thus Figure 11 could be

interpreted to confirm that the FANSIRAS technique seemed robust not only different testing configurations, but

also for both possible hysteretic parameters α f and αQ. FANSIRAS seemed capable of accurately characterising

the microstructural degradation process by reproducing differentiated damage intervals and establishing a stabler

assessment scenario.
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Figure 11: Results of the non-linear hysteretic parameters at different exposure temperatures, 40◦C , 400◦C and 525◦C , computed by the NIRAS technique
(circle markers) and the FANSIRAS technique (triangle markers) and for the two different analysed configurations: upward impact amplitudes (solid lines) and
downward impact amplitudes (dashed line). Error bars depict the standard deviation of the set compromising six α parameters computed for six independent
specimens at each exposure condition. a) Amplitude-dependent frequency shift (α f ). b) Amplitude-dependent damping factor (αQ).

Following this line of thought, the Read ratio (αQ/α f ) was analysed for the different algorithms and con-

figurations (Figure 12). This ratio allowed comparisons to be made of the material’s elastic and dissipative

properties. For mortar, the elastic properties (α f ) seemed to vary more than the material’s dissipation properties

(αQ), although the dissipation properties seemed to increase in sensitivity as the damage level of damage rose.

The obtained values are consistent with those reported previously in the literature [3]. For NIRAS, two different

trends related to the upward and downward configurations were identified (Figure 12a). When the specimen was

relaxed, the elastic and damping properties seemed to behave more differently than in conditioning dynamic state:

a trend that increased as the damage level rose. A similar trend to NIRAS in the downward configuration was

found in the FANSIRAS results (Figure 12b). Note that a Read number that equals 1 verifies that fully conditioned

specimens satisfy the purely quadratic non-linearity (Eq. 2). In the undamaged specimens, the absolute difference

between (α f −αQ) was similar to damaged specimens’ calculated value: 0.2 (see Table 1), but the expression of
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Figure 12: Read ratio results for the different configurations (up: upward, down: downward) and thermal damage levels (TH40, TH400, TH525). a) NIRAS
(N) algorithm. b) FANSIRAS (F) algorithm.

the Read ratio enhanced its differences. The distinct trend between the upward and downward configurations

suggested that stronger impacts might be needed to fully condition the undamaged specimens.

4.2.3. NDT measurements based on the area of hysteresis

The results shown in Figures 10 and 11 reveal that non-linear hysteretic measurements depend on the con-

ditioning level of the test sample. In order to empirically quantify differences in on the non-linear hysteretic

acoustic measurements caused by conditioning effects we propose that new alternative NDT parameters based

on the hysteresis area computed from elastic and dissipative properties be considered.
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Figure 13: Graphical representation of the identified behaviour of the hysteretic non-linear parameters and the resulting so-called area of hysteresis. a) Area of
hysteresis extracted from the resonance frequency shift parameter ∆α f . b) Area of hysteresis extracted from damping properties parameter ∆αQ .
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Based on the aforementioned hypothesis, the alternative measurements represent the area of hysteresis

computed from the elastic and dissipative properties: ∆α f and ∆αQ. Both parameters can be computed from

NIRAS upward and NIRAS downward (N-N, Eq. 18, 20), and from NIRAS upward and FANSIRAS upward (N-F,

by assuming the equivalent results for FANSIRAS downward, Eq. 19, 21) and by attempting to hit the specimen

the least number of times.

∆αN−N
f = α

N IRup

f −αN IRdown
f (18)

∆αN−F
f = α

N IRup

f −αFANup

f (19)

∆αN−N
Q = α

N IRup

Q −αN IRdown
Q (20)

∆αN−F
Q = α

N IRup

Q −αFANup

Q (21)

0

2

4

6

8

10

12

 
f (

10
-3

)

N-N N-F N-N N-F N-N N-F
TH40 TH400 TH525

(a)

0

1

2

3

4

 
Q

 (
10

-3
)

N-N N-F N-N N-F N-N N-F
TH40 TH400 TH525

(b)

Figure 14: Results of the area of hysteresis shown by specimens at different exposure temperatures, 40◦C , 400◦C and 525◦C . a) ∆α f computed for NIRAS
upward and NIRAS downward (N-N), and NIRAS upward and FANSIRAS upward (N-F). b) ∆αQ computed for NIRAS upward and NIRAS downward (N-N), and
NIRAS upward and FANSIRAS upward (N-F).

The obtained results are graphically represented in Figure 14. When analysing the behaviour of ∆α f , the

results obtained by both two ways of calculating the parameter were equivalent. However with ∆αQ, slight
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differences appeared due to the S-shape of the FANSIRAS estimation and the lower amplitude range of the NIRAS

algorithm. In any case, both raised parameters were able to identify the damage level and open up an alternative

way to characterise the damage level by means of the conditioning level found in the impact resonant acoustic

spectroscopy experiments.

Beyond showing the potential of hysteresis parameters to quantify the damage level when specimens were not

conditioned, these alternative NDT measures could also be used to determine the hypothetical unknown dynamic

history of the specimen under study. For certain unknown conditioning, the FANSIRAS non-linear measure can

detect the damage level, and the difference with NIRAS upward configuration data can illuminate the conditioning

level.

5. Conclusions

This study analysed the differences between impact resonance spectroscopy methods NIRAS and FANSIRAS

with tests done on thermally damaged mortar samples. The NIRAS tests were conducted using either sequentially

increasing (upward) or decreasing (downward) load amplitudes. The upward and downward loading profiles

allowed us to evaluate the slow dynamic and conditioning effects on non-linear spectroscopy techniques. The

mortar samples were exposed to sustained temperatures of 40◦C, 400◦C and 525◦C, and provided different thermal

damage levels. This study revealed that the non-linear hysteretic parameters extracted by NIRAS, αN IR
f and αN IR

Q ,

differed between the upward and downward loading configurations. The FANSIRAS algorithm provided results

from a single resonant signal, which were the equivalent results to NIRAS when the specimen was conditioned.

The NIRAS results, according to the damage treatment, showed that the differences between the upward and

downward series (or its equivalent by FANSIRAS) became bigger with increasing damage level. Based on this,

new NDT proportional parameters to the area of hysteresis appeared, and demonstrated that the conditioning

level was able to characterise the damage level.

Furthermore, after previously testing the specimen, both parameters α f and αQ obtained by NIRAS in the

downward configuration and FANSIRAS were almost equivalent. The analysis of the Read number for each

technique and each dynamic condition state demonstrated that the purely hysteretic quadratic non-linearity

model satisfied the non-linear elastic behaviour when the material was conditioned. However, other models need
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to be studied and proposed, to particularly account for the slow dynamics, conditioning and relaxation effects.

The disrupting effects of slow dynamic conditioning on the NIRAS tests using the conventional upward loading

configuration were significant. Erroneous conclusions about the damage level can be drawn if the previous relaxed

or conditioned state of the specimen under study is not taken into account. The data analysed by the FANSIRAS

algorithm remained largely unaffected by the slow dynamic or hysteretic effects.
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