MULTI-OMIC DATA INTEGRATION STUDY OF IMMUNE SYSTEM ALTERATIONS IN THE DEVELOPMENT OF MINIMAL HEPATIC ENCEPHALOPATHY IN PATIENTS WITH LIVER CIRRHOSIS

Mª Teresa Rubio Martinez-Abarca
PhD Thesis
2022

Supervisors

Dr. Ana Conesa Cegarra
Dr. Vicente Felipo Orts
Dr. Sonia Tarazona Campos
Multi-omic data integration study of immune system alterations in the development of minimal hepatic encephalopathy in patients with liver cirrhosis

María Teresa Rubio Martínez-Abarca

Supervisors:
Dr. Ana Conesa
Dr. Vicente Felipo
Dr. Sonia Tarazona

A doctoral thesis submitted to
Department of Biotechnology

April 2022
Graphic design: David Martínez Álvarez
Abstract

A high proportion of patients with liver cirrhosis develop minimal hepatic encephalopathy (MHE), a neuropsychiatric syndrome that produces attention deficits, cognitive impairment, and motor incoordination. MHE reduces both the quality of life and the life span of patients and results in high economic costs for healthcare systems given that it has now become a major socioeconomic problem. Although the etiology of MHE is not completely understood, it has been demonstrated that the appearance of mild cognitive and coordination impairments in patients with MHE is due to the synergistic action of both hyperammonemia and peripheral inflammation arising from liver failure.

The main objective of this work was to understand the immunological alterations associated with the peripheral inflammation that trigger MHE in patients with cirrhosis. These changes can be monitored through the signaling cascades of different immune system cell types. In this work, in a preliminary study, changes in gene expression (transcriptomics), plasma metabolites (metabolomics), and a panel of extracellular cytokines were analyzed in blood samples from patients with cirrhosis with and without MHE.

Transcriptomic analysis supported the hypothesis that alternations in the Th1/Th2 and Th17 lymphocyte cell populations are the major drivers of MHE. Cluster analysis of serum molecules highlighted 6 groups of chemically similar compounds, suggesting that functional modules operate during the induction of MHE. We also developed a multi-omic integration analysis pipeline to detect covariation between intra- and extracellular components that could contribute to the induction of cognitive impairment. Results of this integrative analysis suggested a relationship between cytokines CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6 and altered chemotaxis, as well as a link between long-chain unsaturated phospholipids and increased fatty acid transport and prostaglandin production.

A shift in peripheral inflammation in patients with MHE, mainly orchestrated by CD4⁺ T cells, had been proposed in previous studies as a critical factor that triggers cognitive impairment. Thus, the second part of this thesis focused on understanding the pathways and mechanisms by which alterations in CD4⁺ lymphocytes may contribute to peripheral inflammation in MHE. Thus, the expression levels of genes, transcription
factors, and miRNAs were analyzed in this lymphocyte subtype by high throughput sequencing (RNA-seq and miRNA-seq).

Separate analysis of each dataset showed mRNA and miRNA expression differences and altered biological pathways in CD4$^+$ lymphocytes when comparing patients with cirrhosis with and without MHE. We found alterations in 167 mRNAs and 20 pathways in patients with MHE, including toll-like receptors, IL-17 signaling, histidine, and tryptophan metabolism pathways. In addition, 13 miRNAs and 7 transcription factors presented alterations in patients with MHE. We used public databases to determine the target genes of these regulatory molecules and found key genes involved in the immunological shift triggering MHE. For instance, increased miR-494-39, miR-656-3p, and miR-130b-3p expression may modulate TNFAIP3 (A20) and ZFP36 (TTP) to increase levels of pro-inflammatory cytokines such as IL-17 and TNFα.

The last part of this thesis comprised a case study of the T-cell receptor (TCR) repertoire profiles of control patients and patients with cirrhosis with and without MHE obtained from the bulk RNA-seq dataset previously generated from isolated CD4$^+$ T cells. Given that RNA-seq experiments contain the TCR genes in a fraction of the data, an opportunity for receptor repertoire analysis without the need to generate additional data was created, thereby reducing the sample number required and the associated economic cost.

After read alignment to the VDJ genes performed with the MiXCR tool, we successfully recovered 498–1,114 distinct TCR beta chains per patient. In addition, profiling of the CD4$^+$ TCR repertoire could be used to help us understand the immune status of patients with MHE. Results showed fewer public clones (clonal convergence), higher diversity (clonal expansion), and elevated sequence architecture similarity within repertoires, independently of the immune status of the 3 groups of patients. Additionally, we detected significant overrepresentation of celiac disease and inflammatory bowel disease related TCRs in MHE patient repertoires. To the best of our knowledge, this is one of the few studies to have shown a step-by-step pipeline for the analysis of immune repertoires using whole transcriptome RNA-seq reads as source data.

In conclusion, our work identified potentially relevant molecular mechanisms of the changes in the immune system associated with the onset of MHE in patients with cirrhosis. Nonetheless, future work with a large sample cohort will be required to validate these results in terms of biomarker determination and the development of new, more effective treatments for MHE.
Resumen

Una alta proporción de pacientes con cirrosis hepática desarrollan encefalopatía hepática mínima (EHM), un síndrome neuropsiquiátrico que produce déficits de atención, deterioro cognitivo e incoordinación motora. La EHM reduce la calidad y la duración de la vida de los pacientes y produce elevados costos económicos para los sistemas sanitarios, siendo un importante problema socioeconómico actual. Aunque la etiología de la EHM no se conoce por completo, se ha demostrado que la aparición de alteraciones leves en la cognición y coordinación de los pacientes con EHM se debe a la acción sinérgica tanto de la hiperamonemia como de la inflamación periférica, derivadas de la insuficiencia hepática.

El objetivo principal de este trabajo fue conocer las alteraciones inmunológicas asociadas a la inflamación periférica que desencadenan deterioro cognitivo en los pacientes cirróticos. Estos cambios pueden ser monitorizados como cascadas de señalización a lo largo de los tipos celulares del sistema inmune. Como estudio preliminar, se analizaron los cambios en la expresión génica (transcriptómica), los metabolitos de plasma (metabolómica) y un panel de citoquinas extracelulares en muestras de sangre de pacientes cirróticos con y sin EHM. Los resultados del análisis transcriptómico apoyaron la hipótesis de alternancias en las poblaciones celulares de linfocitos Th1/Th2 y Th17 como principales impulsores de la EHM. El análisis clúster de las moléculas del suero dio como resultado 6 grupos de compuestos químicamente similares, sugiriendo módulos funcionales que operan durante la inducción de la EHM. También se ha realizado un análisis de integración multiómica para detectar las relaciones entre los componentes intra y extracelulares que podrían contribuir a la inducción del deterioro cognitivo. Los resultados de este análisis integrativo sugirieron una relación entre las citocinas CCL20, CX3CL1, CXCL13, IL-15, IL-22 e IL-6 con la alteración de la quimiotaxis, así como un vínculo entre los fosfolípidos insaturados de cadena larga y el aumento del transporte de ácidos grasos y la producción de prostaglandinas.

Estudios previos sugieren que un cambio en la inflamación periférica, orquestado principalmente por las células T CD4+, es un factor crítico que desencadena el deterioro cognitivo en EHM. Así, la segunda parte de la tesis se centró en la comprensión de las rutas genéticas y los mecanismos por los que las alteraciones en los linfocitos CD4+ pueden contribuir a la inflamación periférica en EHM. Se analizaron los niveles de expresión de genes, factores de transcripción y miARNs en este subtipo de linfocitos mediante secuenciación de alto rendimiento (RNA-seq y
El análisis individual de cada grupo de datos mostró las diferencias de expresión de ARNm y miARN, así como las vías biológicas alteradas en los linfocitos CD4⁺ comparando pacientes cirróticos con y sin EHM. Encontramos alteraciones en 167 ARNm y 20 rutas biológicas en los pacientes con EHM, incluyendo los receptores tipo Toll, la señalización de la IL-17 y las vías del metabolismo de la histidina y el triptófano. Además, 13 miRNAs y 7 factores de transcripción presentaron alteraciones en los pacientes con EHM. Después utilizamos bases de datos para determinar sus genes diana, los cuales resultaron ser codificantes para proteínas clave implicadas en el cambio inmunológico que desencadena la EHM. Por ejemplo, la modulación por el aumento de miR-494-39, miR-656-3p y miR-130b-3p de la expresión de TNFAIP3 (proteína A20) y ZFP36 (proteína TTP) podría estar aumentando los niveles de citoquinas proinflamatorias como IL-17 y TNFα. La última parte de la tesis comprende un supuesto práctico en el que se estudia el repertorio de receptores de células T (TCR) de pacientes control, y de pacientes cirróticos con y sin EHM, a partir del conjunto de datos de RNA-seq procedentes de células T CD4⁺ aisladas previamente. Dado que los experimentos de RNA-seq contienen genes del TCR en una fracción de los datos, se crea una oportunidad para el análisis del repertorio sin necesidad de generar datos adicionales, lo que reduce la cantidad y los costes de las muestras. Tras el alineamiento de las lecturas contra la base de datos de los genes VDJ realizada con la herramienta MiXCR, recuperamos con éxito entre 498-1114 cadenas TCR beta distintas por paciente en nuestros datos. Además, estudiar los perfiles del repertorio TCR puede ayudar a comprender el estado inmunológico de los pacientes con EHM. Los resultados mostraron un bajo número de clones públicos (convergencia clonal), una alta diversidad (expansión clonal) y una elevada similitud en la arquitectura de la secuencia dentro de los repertorios, independientemente del estado inmunitario de los 3 grupos de pacientes. Además, detectamos una sobrerrepresentación significativa de los TCRs relacionados con la enfermedad celiaca y la enfermedad inflamatoria intestinal en los repertorios de los pacientes con EHM. Cabe destacar que este es uno de los pocos estudios que muestran el análisis paso a paso de los repertorios TCR utilizando lecturas del transcriptoma completo como datos de partida. En conclusión, nuestro trabajo identifica potenciales mecanismos moleculares de los cambios en el sistema inmune asociados a la aparición de EHM en pacientes cirróticos. Sin embargo, se requieren trabajos futuros para validar estos resultados utilizando una mayor cohorte de pacientes que permita la determinación de biomarcadores y el desarrollo de nuevos tratamientos más eficaces para los pacientes con EHM.
Resum

Una alta proporció de pacients amb cirrosi hepàtica desenvolupen encefalopatia hepàtica mínima (EHM), una síndrome neuropsiquiàtric que produeix déficits d'atenció, deteriorament cognitiu i incoordinació motora. La EHM redueix la qualitat i la durada de la vida dels pacients i produeix elevats costos econòmics per als sistemes sanitaris, sent un important problema socioeconòmic actual. Encara que l'etiologia de la EHM no es coneix del tot, s'ha demostrat que l'aparició d'alteracions lleus en la cognició i coordinació dels pacients amb EHM es deu a l'acció sinèrgica tant de la hiperamonemia com de la inflamació perifèrica, derivades de la insuficiència hepàtica.

L'objectiu principal d'aquest treball va ser conèixer les alteracions immunològiques associades a la inflamació perifèrica que desencadenen deteriorament cognitiu en els pacients cirròtics. Aquests canvis poden ser monitoritzats com cascades de senyalització al llarg dels tipus cel·lulars del sistema immune. Com a estudi preliminar, es van analitzar els canvis en l'expressió gènica (transcriptòmica), els metabolïts de plasma (metabolòmica) i un conjunt de citocines extracel·lulars en mostres de sang de pacients cirròtics amb i sense EHM. Els resultats de l'anàlisi transcriptòmica van recolzar la hipòtesi d'alternances en les poblacions cel·lulars de limfòcits Th1/Th2 i Th17 com a principals impulsors de la EHM. L'anàlisi clúster de les molècules del sèrum va donar com a resultat 6 grups de compostos químicament similars, suggerint mòduls funcionals que operen durant la inducció de la EHM. També s'ha realitzat una anàlisi d'integració multiòmica per detectar les relacions entre els components intra i extracel·lulars que podrien contribuir a la inducció del deteriorament cognitiu. Els resultats d'aquesta anàlisi d'integració van suggerir una relació entre les citocines CCL20, CX3CL1, CXCL13, IL-15, IL-22 i IL-6 amb l'alteració de la quimiotaxis, així com un vincle entre els fosfolípids insaturats de cadena llarga i l'aument del transport d'àcids grassos i la producció de prostaglandines.

Estudis previs suggereixen que un canvi en la inflamació perifèrica, orquestrat principalment per les cél·lules T CD4+ és un factor crític que desencadena el deteriorament cognitiu en EHM. Així, la segona part de la tesi es va centrar en la comprensió de les rutes genètiques i els mecanismes pels quals les alteracions en els limfòcits CD4+ poden contribuir a la inflamació perifèrica en EHM. Es van analitzar els nivells d'expressió de gens, factors de transcripció i miARNs en aquest subtipus
de limfòcits mitjançant seqüenciació d'alt rendiment (RNA-seq i miRNA-seq). L'anàlisi individual de cada grup de dades va mostrar les diferències d'expressió d'ARNm i miARN, així com les vies biològiques alterades en els limfòcits CD4⁺ comparant pacients cirròtics amb i sense EHM. Trobàrem alteracions en 167 ARNm i 20 rutes biològiques en els pacients amb EHM, incloent els receptors tipus Toll, la senyalització de la IL-17 i les vies del metabolisme de la histidina i el triptòfan. A més, 13 miRNAs i 7 factors de transcripció van presentar alteracions en els pacients amb EHM. Després utilitzàrem bases de dades per determinar els seus gens diana, els quals van resultar ser codificants per proteïnes clau implicades en el canvi immunològic que desencadena la EHM. Per exemple, la modulació per l'augment de miR-494-39, miR-656-3p i miR-130b-3p de l'expressió de TNFAIP3 (proteïna A20) i ZFP36 (proteïna TTP) augmentaria els nivells de citocines proinflamatòries com IL-17 i TNFα.

L'última part de la tesi comprèn un cas pràctic en el qual s'estudia el repertori de receptors de cèl·lules T (TCR) de pacients control, i de pacients cirròtics amb i sense EHM, a partir del conjunt de dades de RNA-seq procedents de cèl·lules T CD4⁺ aïllades prèviament. Atès que els experiments de RNA-seq contenen gens del TCR en una fracció de les dades, es crea una oportunitat per a l'anàlisi del repertori sense necessitat de generar dades addicionals, el qual reduueix la quantitat i els costos de les mostres. Després de l'alineament de les lectures amb la base de dades dels gens VDJ realitzada per l'eina MiXCR, recuperàrem amb èxit entre 498-1114 cadenes TCR beta diferents per pacient en les nostres dades. A més, estudiar els perfils del repertori TCR pot ajudar a comprendre l'estat immunològic dels pacients amb EHM. Els resultats van mostrar un baix nombre de clons públics (convergència clonal), una alta diversitat (expansió clonal) i una elevada similitud en l'arquitectura de la seqüència dins dels repertoris, independentment de l'estat immunitari dels 3 grups de pacients. A més, detectàrem una sobrepresentació significativa dels TCRs relacionats amb la malaltia cel·laca i la malaltia inflamatoria intestinal en els repertoris dels pacients amb EHM. Cal destacar que aquest és un dels pocs estudis que mostren l'anàlisi pas a pas dels repertoris TCR utilitzant lectures del transcriptoma complet com a dades de partida.

En conclusió, el nostre treball identifica els mecanismes moleculars dels canvis en el sistema immune associats a l'aparició d'EHM en pacients cirròtics. No obstant això, es requereixen treballs futurs per validar aquests resultats utilitzant una major cohort de pacients que permeta la determinació de biomarcadors i el desenvolupament de nous tractaments més eficaçs per als pacients amb EHM.
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sMBPLS: sparse multi-block partial least squares
SNF: similarity network fusion
SR: species richness
STAT: signal transducer activator of transcription
T1D: type 1 diabetes
Tc: T cytotoxic
TCR: T-cell receptor
Tfh: T follicular helper cell
TFs: transcription factors
TGFβ: transforming growth factor beta
Th: T helper cell
TLRs: toll-like receptors
TMM: trimmed mean of M values
TNF: tumor necrosis factor alpha
TRA: T-cell receptor α chain
TRB: T-cell receptor β chain
TRC: T-cell receptor γ chain
TRD: T-cell receptor δ chain
Treg: T regulatory cells
TSH: thyroid-stimulating hormone
TSS: total sum of squares
T-SVD: thresholding singular value decomposition
TTP: tristetraprolin or ZFP36
UMI: unique molecular identifier
UTR: untranslated region
V: variable gene
Val: valine
VSN: variance stabilizing normalization
YFV: yellow fever virus

Nomenclature

Gene names follow the Human Genome Organization (HUGO) gene nomenclature (symbols contain only uppercase Latin letters and Arabic numerals); they were written in italic font to distinguish them from cases where the encoded protein had the same name (e.g., in the case of interleukin 17, the IL-17 gene and IL-17 protein). Additionally, the mentioned software and R/Bioconductor packages were written in bold font.
Chapter 1

Introduction
1.1. **Minimal hepatic encephalopathy**

Minimal hepatic encephalopathy (MHE) is an alteration in cerebral function resulting from previous liver failure. Approximately 1.5 billion people worldwide present chronic liver disease\(^1\), mainly cirrhosis. Around 5.5 million people in the USA and a similar number in Europe are affected by the disease, with most of these patients developing cognitive impairment\(^2\). According to the latest updated guidelines, hepatic encephalopathy (HE) is classified as type A, which is caused by acute liver disease; type B, secondary to portosystemic bypass or shunting, without liver failure; or type C, resulting from chronic liver disease, especially cirrhosis\(^3\).

The latter group can be subdivided into covert HE (also known as MHE) and overt HE. Patients with cirrhosis with MHE or overt HE suffer progressive deterioration of their neurological function which reduces both their quality of life and overall life span. Characteristic symptoms associated with MHE are attention deficits, mild cognitive impairment, psychomotor slowing, and impaired visuo-motor coordination that can be unveiled and evaluated with psychometric tests\(^4,5\). Therefore, the ability of these patients to perform daily life tasks is reduced and their risk of falls, fractures, hospitalizations, and traffic accidents increases\(^6,7\), making this an important health, social, and economic problem.

MHE can progress to a more advanced stage which involves severe cognitive impairment and, in the worst-case scenario, coma and death. Even though MHE is a potentially reversible alteration, most patients currently remain undiagnosed and untreated due the lack of simple diagnostic procedures. The gold standard test used to reveal these less-
evident symptoms and diagnose MHE was established in the consensus reached in 2002 as a battery of 5 psychometric tests denominated the Psychometric Hepatic Encephalopathy Score (PHES)\(^8\). However, recent findings have shown problems with the sensitivity of the PHES, and have suggested the use of other more sensitive tests such as the oral Symbol Digit Modalities Test, d2 Attention Test, and Bimanual and Visuo-motor Coordination Tests, and moreover, have proven that neurological alterations emerge differently among patients\(^9\).

### 1.1.1. Factors contributing to minimal hepatic encephalopathy

Although the etiology of MHE is not completely understood, it is believed that multiple underlying mechanisms induce the functional impairment of the central nervous system observed in this syndrome\(^10,11\). The appearance of mild cognitive and coordination impairments in patients with MHE is due to the synergistic action of both hyperammonemia and peripheral inflammation arising from liver failure. The proposed general process starts with (1) chronic hyperammonemia and peripheral inflammation which are transmitted to the brain where they induce neuroinflammation; (2) thereafter, the neuroinflammation disrupts neurotransmission and neuronal connectivity which leads to (3), impairment of cognitive and motor function\(^12\) (Figure 1.1).
Figure 1.1 Factors contributing to cognitive impairment in minimal hepatic encephalopathy (Figure from Montoliu et al.\textsuperscript{13}). Synergistic action of both hyperammonemia and peripheral inflammation, arising from liver failure, produces neurological alterations that triggers cognitive and motor impairment.

Immunological changes in the blood of patients with cirrhosis and MHE have also been uncovered\textsuperscript{14}, together with the appearance of neuroinflammation (microglial and astrocytic activation and Purkinje cell loss) in post-mortem cerebellum samples\textsuperscript{15}. Studies using MHE animal models have demonstrated that peripheral inflammation induces neuroinflammation which in turn, alters neurotransmission, leading to neurological alterations. For instance, neuroinflammation and NMDA/AMPA receptor membrane expression alterations that impair spatial learning and memory have been detected in the hippocampus of rats with MHE. Additionally, the cerebellar neuroinflammation detected in this model was related with alterations in extracellular GABA and its transporters, thereby impairing motor coordination and learning. Treatments that reduce peripheral inflammation, neuroinflammation, and
GABAergic tone, or that increase extracellular cGMP can reverse these alterations and improve mild cognitive and coordination impairments\textsuperscript{12}.

\textbf{1.1.1.1. \textit{Hyperammonemia}}

Regarding the induction of MHE as the first stage in the spectrum of HE, one of the main questions remaining is which factors associated with liver failure induce the neuropsychological alterations. The principal factors contributing to cognitive impairment in MHE are hyperammonemia together with systemic inflammation. The liver normally efficiently removes gut-derived ammonia produced by the digestion of dietary protein in order to maintain arterial ammonia levels at low concentrations. Both acute and chronic liver failure results in a reduced hepatic capacity for ammonia removal, producing elevated concentrations of ammonia (hyperammonemia) which are toxic both to neurons and astrocytes in the brain.

The only organ capable of processing a complete urea cycle and ammonia removal is the liver, although other tissues, including brain and skeletal muscle, express some of the constituent enzymes. Chronic liver failure (mainly cirrhosis) results in spontaneous portal-systemic shunting of portal blood, a moderate increase in arterial ammonia concentrations, and excessive ammonia concentrations in the brain. Chronic liver failure also results in the accumulation of additional toxins, including manganese, mercaptans, and short-chain fatty acids that may have deleterious effects on brain functions\textsuperscript{16}.

Hyperammonemia is one of the principal factors in the induction of mild cognitive impairment, as shown by the development of MHE in ammonia-fed model animals\textsuperscript{17}, and even in situations without liver cirrhosis\textsuperscript{18}. In
addition, hyperammonemia impairs performance in psychometric tests in patients with cirrhosis during the inflammatory state but not after its resolution, thereby indicating that hyperammonemia exacerbates the neurological alterations induced by inflammation\(^9\).

### 1.1.1.2. Alterations during peripheral inflammation

This subsection focuses on alterations in systemic inflammation related to MHE. A more general explanation of the fundamental concepts of the human immune system and the inflammatory response can be found in section 1.2 of this chapter.

In addition to hyperammonemia, systemic inflammation also results from cirrhosis and diverse studies have shown that inflammatory markers are higher in patients with MHE\(^20\). For instance, Montoliu et al.\(^21\) showed a strong correlation between the high serum levels of interleukin 6 (IL-6) and IL-18 and the presence and grade of MHE, suggesting that the concentrations of these 2 interleukins may be useful to reveal cognitive impairment. Furthermore, a synergistic relationship between hyperammonemia and inflammation was found in the induction of MHE. Felipo et al.\(^18\) recruited patients with liver or dermatological diseases to study different grades of hyperammonemia and inflammation and concluded that the combination of moderate levels of both factors together, but not alone, induced mild cognitive impairment. Indeed, this ammonia–inflammation synergy was able to induce cognitive impairment even in the case of diseases without liver cirrhosis, like those affecting patients with non-alcoholic steatohepatitis (NASH) or keloids\(^18\).

It has been proposed that qualitative changes in the innate and adaptive immune systems of these patients contribute to triggering the appearance
of MHE (Figure 1.2). Patients with MHE exhibit selective T and B lymphocyte activation, as indicated by increased CD69 marker expression. The same study also showed a pro-inflammatory state with a higher number of CD14⁺CD16⁺ monocytes, autoreactive CD4⁺CD28⁻ T lymphocytes, and enhanced serum levels of pro-inflammatory cytokines (IL-6, IL-21, IL-17, IL-18, tumor necrosis factor [TNFα], IL-1β, IL-15, and IL-22) and chemokines (CCL20, CXCL13, and CX3CL1).

![Diagram of immune system changes in MHE](image)

**Figure 1.2 Changes in the innate and adaptive immune system of the patients with MHE** (Figure from Cabrera-Pastor et al.¹²). Immunophenotype study of controls, and patients with cirrhosis with and without MHE, by measuring subtypes of monocytes and CD4⁺ lymphocytes, a panel of cytokines of the cellular environment, and transcription factors that act as marker genes.
Furthermore, CD4⁺ T lymphocytes have been shown to play a vital role in MHE. CD4⁺ T lymphocytes can differentiate into various subtypes that are normally characterized by patterns of cytokine secretion and/or selective transcription factors acting as marker genes. Of note, Mangas-Losada et al.¹⁴ isolated CD4⁺ T cells from patients with and without MHE and reported higher levels of IL-17, IL-21, IL-22, and TNFα together with upregulated levels of the AHR and BCL6 transcription factors in MHE, which are respectively Th22 (T helper) and Tfh (T follicular helper) lymphocyte markers. Thus, these authors concluded that a shift in the immune system towards increased activation of Th17, Th22, and Tfh CD4⁺ lymphocytes is associated with the appearance of MHE.

Despite this knowledge, few studies have addressed the precise pathways that trigger the systemic immune responses leading to neurological disorders, nor have they simultaneously analyzed all the contributing elements (chemokines, metabolites, regulatory components, etc.). In particular regard to MHE, as mentioned above, CD4⁺ T lymphocytes are key players in the shift in peripheral inflammation, but the signals that trigger the appearance of neurological alterations remain poorly understood.

1.1.1.3. The interplay between neuroinflammation and systemic inflammation

Neuroinflammation is the immune response of the nervous system and is mainly caused by activation of microglia, the resident innate immune cells in the brain. Analysis of this phenomenon in MHE animal models has shown that neuroinflammation can alter neurotransmission, thereby disturbing neuronal communication and leading to cognitive and motor
impairment. These alterations can occur in different brain areas including the hippocampus and cerebellum.

Diverse studies in rat models have demonstrated that peripheral inflammation plays a leading role in the induction of neuroinflammation in hepatic encephalopathy, both in the hippocampus and the cerebellum. Three main possible mechanisms have been proposed as the origin of the cerebral function alterations caused by the immune system shift in patients with cirrhosis with MHE (Figure 1.2), as follows:

- **Infiltration of peripheral blood cells into the brain.** The increased chemoattractants (IL-15, CX3CL1, and CXCL13) present in plasma samples from patients with MHE may promote the recruitment of autoreactive CD4+CD28- T cells, as shown for other diseases such as multiple sclerosis. Additionally, higher levels of CCL20 promotes T and B lymphocyte infiltration and could contribute to neuroinflammation in patients with MHE.

- **Signal transmission through endothelial cell receptors at the blood brain barrier.** The upregulated circulating cytokines (TNFα, IL-1β, and IL-6) present in the blood of patients with MHE could activate their receptors on endothelial cells, triggering the release of inflammatory factors into the brain.

- **The formation of tertiary lymphoid organs.** This phenomenon (which also occurs, for example, in multiple sclerosis) happens when effector cells infiltrate target tissues and organize into B cell follicles that also contain T-cell areas. Factors that may contribute to this formation in patients with MHE are the increased differentiation of CD4+ lymphocytes into Th22 and Tfh cells, higher B lymphocyte activation (CD69), and elevated levels of IL-22 and CXCL13.
As discussed above, cognitive impairment may be present in patients with liver disease with certain ammonia and inflammation levels, even before the presentation of cirrhosis. Indeed, Balzano et al.\textsuperscript{15} analyzed post-mortem cerebellum samples from patients with progressive stages of liver disease and found that neuroinflammation (i.e., activation of microglia and astrocytes) was present in patients before liver cirrhosis. The same study also showed the infiltration of CD4\textsuperscript{+} T cells (mainly Th17, Tfh, and autoreactive CD4\textsuperscript{+}CD28\textsuperscript{−} lymphocytes) during the early stages of liver failure.

These results reinforce the idea of the infiltration of lymphocytes and monocytes into the brain as a possible mechanism involved in the appearance of MHE in patients with cirrhosis, as proposed by Mangas-Losada et al.\textsuperscript{14}. Furthermore, these data support the idea that infiltrated lymphocytes contribute to the induction of neuroinflammation and cognitive/motor impairment in patients with MHE. Moreover, this neuro-immune axis has been previously described in other neurological human diseases including multiple sclerosis, Alzheimer's disease, and psychiatric disorders in which pro-inflammatory biomarkers are thought to be responsible for leukocyte migration into damaged tissues\textsuperscript{34,35}.

\textbf{1.1.1.4. Inflammation in cases of liver cirrhosis}

As discussed in this section, regardless of their level of cognitive impairment, patients with cirrhosis present chronic inflammation of the liver. The general inflammatory process of the immune system is described at molecular level in section 1.2.3.

Liver hepatocytes and macrophages (Kupffer cells) recognize toxic agents entering the portal vein circulation. When endotoxin levels
increase, these liver cells release inflammatory cytokines and attractant chemokines to recruit neutrophils and other inflammation-mediating cells. In the context of liver damage, Kupffer cells act as source of inflammatory intermediaries such as pro-inflammatory cytokines (TNFα, IL-1β, IL-6, or IL-12), superoxide ions, nitric oxide, eicosanoids, chemokines, and proteolytic enzymes, which generate a cytotoxic environment\textsuperscript{36}. Additional chemokines, including those in the macrophage inflammatory protein (MIP) family, attract peripheral system cells with phagocytic (neutrophils) or proinflammatory/cytotoxic (monocytes and lymphocytes) functions towards the inflamed tissue to help control the agents causing the liver damage\textsuperscript{37}.

Lymphopenia, an abnormally low level of lymphocytes in the blood, is one of the most characteristic attributes of patients with cirrhosis. In particular, Th cell lymphopenia in patients with cirrhosis has been the focus of many studies and is usually attributed to splenic sequestration\textsuperscript{38}. Different studies, both in humans and animal models, have shown a reduction in naive Th cells in liver diseases of diverse etiologies\textsuperscript{39}.

For example, Lairo et al.\textsuperscript{38} highlighted the different factors involved in immune deficiency in patients with cirrhotic liver by focusing exclusively on CD4\textsuperscript{+} cells. Firstly, inefficient thymopoiesis results in reduced production of naive Th lymphocytes. Secondly, increased splenic sequestration leads to a decrease in the population of circulating naive Th lymphocytes. Finally, bacterial translocation causes strong memory lymphocyte activation and increased cell death by apoptosis, both in the naive and memory cell pools.

Furthermore, patients with cirrhosis present immune cell alterations at the systemic level. Some of the abnormalities in the main circulating
populations of immune cells include neutrophil–phagocyte dysfunction, decreased natural killer cell activity, increased proinflammatory cytokine expression, and intensified induction of TNFα from monocytes\textsuperscript{38,40}. Of note, some of these cytokines have been proposed as therapeutic targets for the treatment of patients with liver disease\textsuperscript{41} and the effect that cytokines have directly on the liver has also been studied. For instance, IL-17 promotes hepatic fibrogenesis by activating hepatic stellate cells which facilitates the development of liver cancer by recruiting myeloid suppressor cells\textsuperscript{42}. In turn, IL-22 protects against the development of fibrosis and steatohepatitis\textsuperscript{43}, although it participates in the development of hepatocellular carcinoma\textsuperscript{44}. Controversy still exists regarding IL-6 because it plays a critical role during the acute phase of liver damage\textsuperscript{45} but IL-6 signaling plays a protective role during the progression of fibrosis\textsuperscript{46}.

Cirrhosis contributes to peripheral inflammation by compromising the homeostatic role of the liver in the systemic immune response. Local damage to the reticuloendothelial system reduces hepatic synthesis of proteins involved in the pattern recognition of phagocytic cells, impairing their systemic bactericidal capacity. Furthermore, necrotic liver cells release damage-associated molecular signals that persistently activate immune circulatory cells. As cirrhosis progresses, the pathogen-associated molecular patterns produced by impairment of intestinal permeability further activate the immune system and aggravate systemic inflammation\textsuperscript{47}. 
1.1.1.5. Microbiota

Over the past decade, microbiota has been added as a new factor contributing to MHE and is now viewed as an important part of the impaired gut–liver–brain axis in cirrhosis. Besides ammonia, other toxic compounds derived from bacterial metabolism are not catabolized due to impaired liver function and are thereby transported to the brain where they exert neurotoxic effects\(^4\). Some microbial metabolites like endotoxins (lipopolysaccharides [LPS] from bacterial membranes) or bacterial DNA itself, are also able to activate immune cells and therefore may contribute to the inflammatory pathogenesis of MHE. In fact, Jain et al.\(^4\) proved the correlation between serum levels of endotoxins and the grade of encephalopathy in patients with MHE.

With the aim of looking for new diagnostic targets, the work of Bajaj et al.\(^5\) determined specific stool and salivary microbial signatures for individual cognitive testing strategies in patients with MHE. Recent studies have found that the fecal microbiota in patients with MHE contains higher levels of *Veillonellaceae* and *Streptococcus salivarius* linked to cognition and ammonia\(^5,5\). Although it has been shown that gut microbial composition and function in cirrhosis can impact cognition, the mechanistic pathways linking the gut, liver, and brain have not yet been investigated in depth.

Indeed, different potential mechanisms that may regulate microbiota–brain communication have been proposed, including activation of the afferent sensory neurons of the vagus nerve, neuro-immune and neuro-endocrine pathways, microbial metabolites such as short-chain fatty acids, microbial derived neurotransmitters, and tryptophan–kynurenine pathway modulation. Notably, the gut microbiota can regulate tryptophan availability for kynurenine pathway metabolism, which then exerts effects
in the periphery and in the central nervous system functionality. In addition, short-chain fatty acids such as acetate, propionate, and butyrate are the main products of microbiota metabolism after fiber or starch anaerobic fermentation. They mainly influence systemic inflammation by inducing T regulatory (Treg) cell differentiation and by regulating the secretion of interleukins.

1.1.2. Treatments that reduce peripheral inflammation

Unfortunately, only clinical HE has approved treatment, with mainstay therapy being aimed at reducing blood ammonia levels. As discussed in the previous section, inflammation plays a key role in the pathogenesis of HE and therefore, inflammation is an important therapeutic target for HE. Current HE therapies with clinical evidence for their efficacy involve non-absorbable disaccharides (lactulose and lactitol), that reduce intestinal ammonia production and absorption.

Other treatments like antibiotics and probiotics inhibit pathogenic bacterial activity in the intestinal tract, which ultimately reduces hyperammonemia and inflammation. Rifaximin is a systematically studied antibiotic for the treatment of HE which has minimal systemic absorption, a subtle adverse effect profile, and a low risk for bacterial resistance due its gut-selective nature. The efficacy and safety of this medication makes rifaximin an important therapeutic tool for the management of HE because it alleviates endotoxemia and improves cognition.

A few experimental drugs like infliximab, a commercial anti-TNFα drug with anti-inflammatory properties which prevents systemic inflammation, are available for the treatment of MHE. Infliximab has been shown to normalize the serum levels of the pro-inflammatory prostaglandin E2, as
well as IL-17, IL-6, and IL-10 in rat models with MHE\textsuperscript{28}. However, a recent meta-analysis of data from 25 trials by Dhiman et al.\textsuperscript{58} found that rifaximin and lactulose were the most effective agents for the reversion of MHE. Nonetheless, while future personalized treatments may consider the stage of HE alongside the disease source and patient clinical history, MHE treatment still remains a huge unmet need that requires attention.

1.2. The human immune system and inflammatory responses

Given that patients with MHE undergo a shift in peripheral inflammation in which CD4\textsuperscript{+} T cells are key players, this section briefly introduces the inflammatory response process, immune system cell types, cell communication pathways, and T-cell receptor characteristics.

The immune system is the set of molecules, cells, tissues, and organs that protect organisms against extraneous agents. Immunity respects the ‘self’ (body cells, food, symbiotic microorganisms, etc.) while also eliminating the ‘non-self’ (pathogens and toxins, etc.). Danger signals are usually produced by pathogens, however, some self-components can also act as danger signals as in the case of burns, radiation, anoxia, or infection-associated tissue damage. In addition to providing protection against invasive organisms, the immune system also destroys modified self-cells/molecules that may compromise the health of the organism.

On the one hand, the first line of defense is ‘innate immunity’, which comprises barriers (skin or mucous membranes), small molecules (the complement system), and cells (macrophages and dendritic cells). The natural or nonspecific immune system is present from host birth and reacts immediately to remove pathogens within hours. On the other hand,
the immune system can generate an extremely specific response known as 'adaptive immunity'. In this case, specific proteins (antibodies) and cells (lymphocytes) achieve an extensive range of antigen recognition. The adaptive immune response can take days to fully develop but it is highly specialized and saves immunological memory for future reinfections.

1.2.1. Immune system cells

The cells of the immune system are mainly produced in the bone marrow from pluripotent hematopoietic stem cells where they go through erythroid, myeloid, or lymphoid series differentiation until mature blood cells are produced. Erythroid progenitors produce erythrocytes and platelets; myeloid progenitors produce the innate immune cell types (neutrophils, basophils, eosinophils, mast cells, macrophages, and dendritic cells); and lymphoid progenitors generate the adaptive immune cell types (B cells and T cells) and natural killer cells\textsuperscript{59}.

Neutrophils, whose primary function is phagocytosis, are the first cells to arrive at infection sites. Macrophages are mobilized at a later stage and engage in phagocytosis as well as antigen presentation to other cells. Eosinophils release antimicrobial proteins and inflammation mediators, mainly to eliminate large microbial agents. Basophils and mast cells produce inflammatory mediators that participate in acute inflammation and are specialized in the liberation of histamine in allergic responses.

Neutrophils, basophils, and eosinophils all have an abundant content of cytoplasmic granules and are therefore commonly known as granulocytes. The early arrival of granulocytes during an infection induces acute inflammation and dilation of blood vessels to allow for the rapid influx of other immune cell types. Finally, dendritic cells can capture,
process, and present antigens to resident T cells in lymphoid organs by using specific receptors referred to as the major histocompatibility complex (MHC).

As part of the adaptive immune response, T cells recognize specific antigens using the T-cell receptor (TCR) and can differentiate into 2 groups. On the one hand are T cytotoxic (Tc) cells which express CD8 on the surface and interact with MHC type I (MHC-I) and on the other are Th cells that express CD4 and interact with MHC type II (MHC-II). After antigen recognition, CD4⁺ T cells start to mature into other cell subtypes with new effector functions.

In contrast, B cells can recognize antigens by themselves due to the nature of the B cell receptor (BCR) which is composed of immunoglobulin molecules, also known as antibodies. Additionally, B cells also can also act as antigen presenting cells to T cells. Finally, natural killer cells are a special cell type derived from adaptive progenitors but which exert innate functions. They scan neighboring cells for signs of infection and kill eukaryotic cells by natural cytotoxicity or antibody-dependent cellular cytotoxicity.

1.2.1.1. CD4⁺ T cells

The various functions of each immune system cell subtype are determined by different signaling routes. In the case of CD4⁺ T lymphocytes, the cell differentiation pathways are determined by specific transcription factors driven by cytokines (detailed in the next section). However, additional processes such as cell–cell interaction pathways, signaling pathways, and metabolic pathways, etc. are at play in CD4⁺ T cells.
Interestingly, metabolism and nutrient availability influence T-cell activation and function. For instance, activated T cells undergo metabolic reprogramming which promotes biomass induction (increased production of lipids, proteins, nucleic acids, and carbohydrates). This means that different T-cell stages have distinct metabolic profiles. For instance, memory T cells but not effector T cells undergo fatty acid oxidation\(^60\).

The metabolism of amino acids like tryptophan can also modulate the immune system. Dendritic cells and macrophages catabolize tryptophan to produce proapoptotic intermediates known as kynurenines. Kynurenines can translocate the transcription factor AHR to the nucleus where it performs 2 functions: firstly, it blocks STAT signaling resulting in Th17 differentiation downregulation and secondly, it promotes IL-10, IL-22, and Treg cell expression\(^61\). In addition, the expression of functional histamine receptors has also been noted on CD4\(^+\) cells from patients with inflammatory skin diseases and furthermore, stimulation with histamine increased the production of IL-17 in Th17 cells\(^62\).

**1.2.2. Communication between cells during immune responses**

Communication between cells of the immune system is driven by cytokines: small, secreted proteins that coordinate the immune response. Different cell subtypes release cytokines into the extracellular space and they then travel to the target cell where they are recognized by membrane receptors. Paracrine cytokine secretion produces an effect in neighboring cells while endocrine action occurs in distant cells. Cytokines may even generate a local or autocrine response in the cells that produce them.
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Functional classification of cytokines divides them into 3 main groups: innate immune cytokines (mainly secreted by macrophages), adaptive immune cytokines (produced by Th cells), and growth factors that regulate hematopoiesis. A single cytokine can perform various functions (pleiotropy) and many cytokines may produce the same effect (redundancy). Additionally, synergy is produced when 2 or more cytokines potentiate their effect, while antagony describes the case when the effect is neutralized. Additionally, cytokines may be either pro-inflammatory (such as IL-1β, IL-6, and TNFα), anti-inflammatory (including IL-4, IL-10, IL-11, and IL-13), or under specific circumstances, some can be either anti-inflammatory or pro-inflammatory (e.g., IFN-α, IL-6, or TGFβ).

The CD4$^+$ T-cell differentiation process is defined by cytokine patterns which promote the expression of essential transcription factors that characterize each cell subtype. For instance, IFN-γ and IL-12 stimulate the transcription factor T-bet that promotes Th1 differentiation, while IL-4 activates GATA-3 in the case of Th2 cells, and TGFβ and IL-6 stimulate RORγT in Th17 production.

In turn, each Th subtype releases specific cytokine patterns to perform their various functions. Th1 normally secretes IFN-γ and TNFβ to coordinate the immune response by activating macrophages, natural killer cells, CD8$^+$, and B cells. Th2 liberates IL-4, IL-5, IL-9, and IL-25 which regulate the action of eosinophils, basophils, and mastocytes. Th17 produces IL-17, IL-6, and IL-22 which together influence the production of inflammatory chemokines and growth factors in an aggressive response at the beginning of adaptive immunity. Polarization to Th1 or Th2 cells tends to reduce the exacerbated Th17 response, but in chronic inflammatory processes, especially autoimmunity, sustained Th17 activity remains.
Finally, chemokines (or chemotactic cytokines), a large family of structurally similar molecules that stimulate leukocyte movement and regulate their migration from blood to tissues, are a special type of cytokine. The nomenclature and classification of chemokines is based on their 2 internal disulfide bonds. The CC subfamily has 2 adjacent cysteines while in the CXC branch there is 1 amino acid between cysteines. Receptors and ligands are denominated with an additional R or L respectively (e.g., CCR2, CCL2, CXCR2, and CXCL2)\textsuperscript{65}.

1.2.3. Inflammatory response

Inflammation is one of the first defense mechanisms that the immune system initiates to minimize damage after injury or infection. An acute inflammatory response includes local alterations in vascular permeability, the accumulation of recruited leukocytes, and produces inflammatory factor secretion which is all restored by homeostasis after the lesion is resolved. However, when acute inflammation is not mitigated, it may become chronic, leading to disease. Examples of chronic inflammatory diseases include rheumatoid arthritis, systemic lupus erythematosus, Graves’ disease, psoriasis, and multiple sclerosis\textsuperscript{66}.

Independently of the stimulus origin, a general mechanism exists which orchestrates the inflammatory process in all these diseases. Local immune and nonimmune cells with pattern-recognition receptors (PRRs) are primarily responsible for the recognition of exogenous or endogenous damage signals. The 4 main families of PRRs are toll-like receptors (TLRs), nucleotide oligomerization domain (NOD)-like receptors (NLRs), C-type lectin receptors (CLRs), and retinoic acid-inducible gene (RIG)-I-like receptors (RLRs).
Antigen–ligand binding activates a series of intracellular signaling pathways: nuclear factor kappa-B (NF-κB), mitogen-activated protein kinase (MAPK), Janus kinase (JAK)-signal transducer, and activator of transcription (STAT) pathways, which promote the production and release of inflammatory molecules. These molecules, such as pro-inflammatory cytokines (e.g., IL-1β, IL-6, and TNFα) or oxidative stress products including reactive oxygen species (ROS) and malondialdehyde (MDA), are used as biomarkers of inflammatory diseases. The last step in the inflammatory response is recruitment of inflammatory cells from the general circulation to sites of damage via chemokine gradients.

1.2.4. **T-cell receptor**

The 2 main phases of the immunological response are recognition and activation. Each cell of the innate immunity system recognizes various foreign substances through identical receptors. However, in adaptive immunity, every cell expresses a unique receptor that detects 1 single antigen. Thus, the potential antigen receptor repertoire in each individual is estimated to comprise around $2 \times 10^{12}$ different B- and T-cell immune receptor sequences.

Adaptive immune cells acquire this huge receptor diversity during their development through a combinatorial rearrangement process at the DNA level. Briefly, multiple segments of the V (variable), D (diversity), and J (joining) genes are available at the germline level and a random V(D)J combination is spliced into the C (constant) regions in the final receptor transcript. An additional process of somatic hypermutation (SHM) occurs in B cells that increases the receptor diversity and antigen specificity.
TCR antigen recognition is dependent on the interactions with antigen-MHC molecules. Most T cells express a heterodimeric receptor formed by \(\alpha\) and \(\beta\) chains while only 1–5% of T cells have \(\gamma\) and \(\delta\) chains\(^{69}\) (Figure 1.3). \(\alpha/\gamma\) chains comprise a combination of 1 V and 1 J gene (VJ) while \(\beta/\delta\) chains also contain 1 D gene between the V and J (VDJ). The TCR recognizes MHC molecules by the complementary determining regions 1–3 (CDR1–3) located at the distal region of the receptor.

CDR1 and CDR2 are encoded by V genes while CDR3 is encoded in the junction between the V-J or D-J genes. CDR3 is the receptor region which directly contacts the antigen and each T-cell ‘clonotype’ has a unique CDR3 sequence. Of note, the concept of clonotype is defined in different ways in the literature: it may indicate either a complete antigen receptor (e.g., \(\alpha/\beta\) TCR), only 1 of the 2 chains (e.g., TRA or TRB), 1 domain (e.g., VJ or VDJ), or the CDR3 sequence of a domain\(^{68}\).
**Figure 1.3 T-cell receptor gene structure.** Scheme of the regions that comprise the T-cell receptor in both α/β and γ/δ T cells after variable (V), diversity (D), joining (J), and constant (C) gene rearrangement. The distal region of the receptor recognizes antigens through the complementary determining regions 1–3 (CDR1–3).

The international reference that has standardized immunogenetic concepts and nomenclature is the IMGT (‘ImMunoGeneTics’) information system. IMGT follows a hierarchical classification for the BCR and TCR genes based on the concepts 'group', 'subgroup', 'gene', and 'allele'. The term group allows the classification of a set of genes that belong to the same multigene family; there are 14 groups for the TCR: TRAV, TRAJ, TRAC, TRBV, TRBD, TRBJ, TRBC, TRDV, TRDD, TRDJ, TRDC, TRGV, TRGJ, and TRGC.

The subgroup classification identifies genes from the same species that share at least 75% of their identity at the nucleotide level. Finally, the allele classification highlights variants with a few mutations (different nucleotides) compared to the reference sequence. Subgroups, genes, and alleles are always associated with a species name. For instance, *Homo sapiens* TRAV8–6*00 is the allele *00 of the TRAV8–6 gene that belongs to the TRAV8 subgroup and the TRAV group.

T-cell progenitors from the bone marrow travel to the thymus, where TCR rearrangement takes place and CD4+CD8+ double positive thymocytes are generated. These cells are then submitted to a stringent process of positive selection via the human leukocyte antigen (HLA) present in thymic epithelial cells and negative selection of self-reactive clones through interactions with thymic dendritic cells. After selection, thymocytes emerge to the periphery as CD4+ or CD8+ single positive naive T cells. When the TCR recognizes its specific antigen, T cells start a clonal expansion and differentiation into effector T cells. After infection
resolution, effector T cells are eliminated by apoptosis, although a fraction of them are retained to protect against future reinfections (memory T cells).

In humans, naive T cells can persist 5–10 years and are characterized by their high diversity and low clonality levels compared to memory cells. In contrast, memory cells represent a major circulating population in the blood that may be classified as ‘central memory’ with a high proliferative capacity, ‘effector-memory’ which produces effector cytokines, and ‘stem-cell memory’, a rare subset with no effector function. Importantly, T-cell dynamics change with age as a result of thymic output decline, with a general decrease in naive cells and an increase in memory cells across all the T-cell compartments.71

1.3. Omics and systems biology

Considerable knowledge about the MHE has been gathered through clinical and biomedical studies of target molecules14,21. However, the effective design of diagnostic tools and treatments for MHE requires the application of comprehensive approaches to evaluate which underlying molecular mechanisms of peripheral inflammation trigger the appearance of neurological alterations. These types of studies are now possible thanks to the generalization of high-throughput multi-omic technologies for the study of human disease.

This section includes an overview of high-throughput multi-omic methods, as well as of the bioinformatic analysis of these multi-dimensional data. Here we discuss data processing, statistical analysis, data integration, and biological interpretation of diverse types of omic datasets. Lastly, the
The 20th century advent of high-throughput molecular techniques that measure thousands of biomolecules of the same type at the same time in a single experiment led to the development of the ‘–omics’ sciences. When attached to a word describing a particular type of molecule, the ‘–omics’ suffix indicates ‘all constituents considered collectively’. For instance, transcriptomics is the study of the full set of RNA transcripts for a particular sample; likewise, metabolomics considers metabolites and proteomics analyses proteins. Multi-omics is the combination of omic data with the aim of analyzing the interrelationships among biomolecules and has the potential to considerably contribute to our understanding of the complexity of biological systems.

These multivariate biotechnologies, which allow almost everything contained in living cells to be tracked, can be applied to the study of the changes that biological, cellular, and molecular systems undergo over time and/or under different perturbations. However, systems biologists face huge challenges in terms of the amount of data generated by these methods. Hence, the creation of comprehensive molecular models, methods for extracting useful knowledge and making predictions from such data, and approaches to best visualize and integrate highly dimensional datasets is still required.

On the one hand, high-throughput techniques can be classified according to the type of source material and analytical platform they use. For
instance, next-generation sequencing (NGS) platforms measure DNA or RNA and produce RNA-seq (RNA quantification), miRNA-seq (microRNA [miRNA] quantification), ChIP-seq (DNA binding sites for transcription factors and other proteins using chromatin immunoprecipitation followed by sequencing), DNase-seq (DNA regulatory region locations), ATAC-seq (assay for transposase-accessible chromatin using sequencing), or Methyl-seq (patterns of DNA methylation sequencing as epigenetic marks), among other datasets. On the other hand, mass spectrometry (MS) or nuclear magnetic resonance (NMR) platforms quantify proteins and metabolites to obtain datasets such as proteomics, metabolomics, lipidomics, glycomics, and glycoproteomics, etc.

In this subsection, we describe the study of transcriptomics using microarrays, RNA-seq, and miRNA-seq, and metabolomics using MS because these methods were used to carry out the work described in this thesis. Figure 1.4 summarizes the analysis steps required for these 4 data types, which are detailed in more detail in the following subsections.
1.3.1.1. High-throughput RNA quantification

The first RNA profiles were measured using microarray experiments in 1999\textsuperscript{74,75}; however, they were rapidly replaced by NGS technologies (RNA-seq), which have been evolving since the finalization of the human genome project in 2004\textsuperscript{76}. The main difference between microarrays and RNA-seq is that the former profiles a list of predetermined genes while the later captures the whole transcriptome.

Microarray technology (e.g., Affymetrix or Agilent, etc.) is based on fluorescent or radioactive hybridization. Briefly, the RNA extracted from a tissue sample is labeled with fluorophores or radioactive nucleotides and
is then hybridized to immobilized cDNA probes, with each one representing a different gene. The labeled RNA binds to its complementary sequence and emits radioactivity or a fluorescence signal which allows estimation of the amount of RNA present for each transcript type in the sample\textsuperscript{77}. Microarray analysis includes image processing to extract measurements, data normalization to avoid technological variation, and statistical analysis to determine which genes are differentially expressed between groups of samples (Figure 1.4).

However, microarray technology is outdated and NGS technologies have been gaining ground over the last 2 decades thanks to considerable improvements in their chemistry, quality, yield, and costs. Short-read sequencing approaches are provided by different companies but the most extensive kits, and the ones applied in this current work to produce the RNA-seq dataset, are sold by Illumina. The Illumina sequencing platform can simultaneously collect information from many millions of hybridization reactions, thus sequencing many millions of DNA or RNA molecules in parallel.

RNA-seq datasets produced by NGS are useful for studying the RNA profiles contained in biological samples but if one is interested in quantifying non-coding small RNAs, the sequencing protocol must incorporate an additional step of enrichment by size after RNA extraction (Figure 1.4) in order to specifically target small RNAs. Typical miRNA library construction entails an initial miRNA gel purification step from total RNA to increase the efficiency of 3’ and 5’ ligation adapters, followed by cDNA library construction to integrate barcodes into polymerase chain reaction (PCR) primers, and final validation of the miRNA library purification\textsuperscript{78}.
1.3.1.2. **Mass spectrometry platforms**

MS has the potential to identify and quantify numerous molecules with diverse physico-chemical properties such as proteins and metabolites. Thanks to its potential for large-scale phenotyping, MS has become the most popular platform in metabolomics, and so it is increasingly being incorporated into human health studies. For targeted metabolite analysis, the compounds to be measured must already be known and stable isotope-labeled standards are used for analyte identification. In contrast, global or untargeted metabolomics registers all ions within a certain mass range, including ions belonging to structurally novel metabolites.

A typical metabolomic workflow includes sample collection and preparation, derivatization (soft chemical structure modification) if needed, instrumental measurement, raw data pre-processing, metabolite identification, statistical analysis, and interpretation. Liquid-liquid or solid-phase sample extraction and dilution are also frequently used in metabolomics. Blood-derived metabolites are either studied in plasma (obtained by centrifugation) or serum (obtained by coagulation procedures), although plasma is the recommended biological material for metabolite identification.

MS platforms include a separation technique, an ion source, and a mass analyzer (Figure 1.4). Liquid/gas chromatography columns or capillary electrophoresis is coupled with mass spectrometers to separate molecules by their retention time. For example, gas chromatography-mass spectrometry (GC/MS) frequently couples electron ionization to analyze volatile and thermally stable compounds such as fatty acids, amino acids, and organic acids. However, liquid chromatography-mass
spectrometry (LC/MS) with atmospheric pressure ionization is the most used platform in untargeted metabolomics.

Additional chromatographic techniques, complementary ionization approaches and multiple analytical platforms have been proposed to increase the metabolome coverage using these techniques. Finally, a subset of samples or reference material can be spiked with reference compounds as a quality control to evaluate signal performance and additionally, to correct data using the normalization methods.

1.3.2. Analysis steps and integration of multi-omic data

1.3.2.1. Single-omic analysis

Here, we denote ‘single-omic analysis’ as the processing and subsequent statistical analysis of 1 independent omic dataset. The general steps in single-omic analysis are common to all the approaches: (1) pre-processing with the appropriate methods to correct possible technical/platform-dependent noise, (2) normalization to make the samples comparable, and (3) statistical analysis and biological interpretation (Figure 1.4). Moreover, different high-throughput techniques produce diverse types of data with specific properties which require normalization with dedicated algorithms. A brief description of the steps required to independently analyze microarrays, RNA-seq, miRNA-seq, and metabolomic datasets are provided in this subsection.

Microarray raw data are scanned images which can be processed with specific image analysis software (ArrayVision, ImaGene, GenePix, QuantArray, or SPOT) to quantify the amount of hybridization at the probe level. Generally, the higher the intensity observed for the probe, the
higher the expression of the gene with which it is associated. The main data processing steps include background correction, normalization, filtering of low intensity/expression genes, and replicate-spot averaging (Figure 1.4). These operations can be performed sequentially, or alternatively, methods are also available for performing them in combination. For instance, Microarray Analysis Suite 5 (MAS5) and Robust Multichip Average (RMA) are 2 common methods for Affymetrix microarray analysis. MAS5 and RMA are implemented in the affy R/Bioconductor package and perform sequential pre-processing steps: MAS5 corrects each microarray independently while RMA works simultaneously with all the microarrays in the experiment.

In the case of Agilent microarrays, the feature extraction software can estimate foreground and background signals for each spot using the mean/median of the foreground and background pixels. Agilent Feature Extraction output files contain probe annotation columns and intensity columns that can be read using the limma R/Bioconductor package. This package also allows subsequent background correction, control probe removal, and filtering of probes below a certain background level. After all these data pre-processing steps, we obtain a gene expression table (genes as rows and samples as columns) containing continuous data without technical noise.

In the case of RNA-seq and miRNA-seq, the raw data consist of 1 file per sample which contains read sequences of nucleotides in fasta or fastq (fasta + quality) format. The general scheme for the analysis with this type of data is (1) filtering of low-quality short reads and adapters; (2) the remaining sequences are mapped to a reference genome or transcriptome; and (3), the expression levels of each biological feature are estimated (Figure 1.4). The resulting gene expression quantification has
limited accuracy at low expression levels and may present technical biases such as expression level dependance on gene length or guanine and cytosine nucleotide gene content (GC content), PCR artifacts, uneven transcript read coverage, off-target transcript contamination, and differences in transcript distribution.

These potential limitations can be detected and corrected by combining different strategies. For instance, the R/Bioconductor package NOISeq\(^86\) includes exploratory plots for the early detection of these errors as well as methods to appropriately reduce the noise at each step. One important aspect of RNA-seq data analysis is to confirm that the sequencing depth (total number of sequencing reads per sample) is adequate to accurately quantify gene expression. The expression level estimates of genes detected with a low number of reads are generally less reliable than those that accumulate a high number of counts. A widespread practice is to remove genes with total counts for all the samples below a certain cutoff threshold\(^87\). However, this runs the risk of excluding genes with relatively high expression in 1 of the conditions. An alternative method implemented in NOISeq calculates the average expression per condition measured in counts per million reads (CPM) and provides different strategies to filter out genes with low expression levels in all the conditions.

The use of CPM data instead of raw counts facilitates the application of comparable thresholds between samples with different total read numbers. Regarding the sequencing biases that can alter the expression levels of RNA-seq data, gene length bias results from longer transcripts rather than shorter transcripts accumulating more short read counts for the same number of molecules, which leads to a more accurate estimation of expression levels for longer genes\(^88\). This bias can be corrected by dividing the CPM value by the length of each transcript. Finally, in the case
of the Illumina RNA-seq platform, expression levels might be underestimated when gene GC content is very low or very high, which is known as ‘GC contact bias’\textsuperscript{89}.

Normalization is usually the subsequent step in RNA-seq analysis (Figure 1.4). Two main groups of normalization procedures can be considered. While within-sample normalization methods are focused on the mitigation of gene biases (gene length or GC content), between-sample normalization reduces sample differences either because of the sequencing depth (the more reads for a given sample, the higher the gene expression estimation for that sample) or RNA composition (genes with extremely high expression in 1 sample could artificially increase the biological variability among samples, possibly leading to the detection of false expression changes between conditions).

A standard normalization method is RPKM (reads per kilobase per million), which divides the number of reads in each transcript by its length in kilobases and the sequencing depth of the sample in millions. Two commonly applied between-sample normalization methods are quantile normalization and TMM (trimmed mean of \(M\) values), which both match the gene count distribution across samples and assign them the same quartiles or median, respectively. Finally, different normalization methods have been developed to deal with potential sequencing bias. These are based on regression models of the count data on a gene feature (GC content, gene length, or both) and then subtract the fit from the counts to remove the dependence. These data pre-processing steps result in a gene expression matrix (genes as rows and samples as columns) that is free of technical noise and containing comparable samples.
For metabolomics, the first analysis step is the conversion of the raw data file into a suitable format (NetCDF, mzML, or mzXML) for pre-processing tools. The software most widely used by the metabolomic community to pre-process data from separation techniques is XCMS\textsuperscript{90}. Data pre-processing typically involves (1) data filtration to remove the contamination found in all samples, (2) peak picking to extract features, i.e., m/z (mass divided by charge) values and the retention time, (3) peak alignment to correct possible retention time shifts in LC/MS from 1 sample with respect to another, and (4) addition of the NA (non-available data) when no signal is detected in some samples\textsuperscript{82}.

The annotation of metabolite species and ultimately, the characterization of their structures, is crucial for accurate biological interpretation. This is a very laborious and time-consuming procedure which includes database searches based on m/z values to find chemical formulas, different species (adducts, fragments, and isotopes), grouping within the same metabolite, annotation confirmation by retention time, and comparison with reference MS/MS datasets.

Downstream statistical analyses such as differential expression analysis (DEA) identify features with statistically significant different average expression levels between experimental conditions (e.g., diseased vs. healthy patients, treatment vs. control, mutant vs. wildtype, etc.). Although MS data platforms measure feature abundances rather than expression, for convenience, DEA notation is also applied to the differential analysis of metabolite levels. For microarray or metabolomic data, where the estimated expression/abundance level is a continuous variable, most of the DEA methods assume a normal data distribution. In contrast, RNA-seq expression levels have a discrete nature and DEA approaches use
discrete probability distributions such as the negative binomial to model read-count data.

The **limma** R/Bioconductor package\(^{85}\) is based on linear regression models for DEA that are equally applicable to microarrays, RNA-seq, or mass spectrometry data. Unlike microarray or MS data, RNA-seq datasets require a previous data distribution transformation (from discrete to normally distributed data using \(\log_2\) or voom transformation\(^{91}\)) to fit the **limma** linear models. Other R/Bioconductor packages such as **edgeR**\(^{92}\) or **DESeq2**\(^{93}\) are suitable for the DEA of count data without the normalization steps described above because they apply generalized linear models based on the negative binomial distribution and possible biases or correction factors are included in the model.

All the **limma**, **edgeR**, and **DESeq2** packages use Empirical Bayes methods (an approach that borrows information across genes) to produce robust variance estimations in situations with a low number of samples\(^{94}\). Additionally, non-parametric methods like **NOISeq**\(^{86}\) have also been proposed which have the advantage of not requiring such strong data distributional assumptions for unfulfilled cases. The output obtained from differential expression analysis is a table of genes/metabolites ordered by statistical \(p\)-value and fold-change (i.e., mean expression ratios).

Finally, the high number of statistical tests (1 per gene or metabolite) required in the analysis of omic datasets tends to create problems in the control of type-I errors, meaning that multiple testing corrections to adjust \(p\)-values and reduce the number of false positives must be applied. A procedure traditionally used in bioinformatics to address these problems is the restrictive Bonferroni adjustment\(^{95}\) for family-wise error rate (FWER) reduction, i.e., the number of rejected true null hypothesis. In addition, the
more permissive Benjamini and Hochberg\textsuperscript{96} adjustment is often used to control the false discovery rate (FDR), i.e., the proportion of true null hypotheses with respect to the number of rejected null hypotheses.

Once the DEA has identified the genes and metabolites that change their levels between experimental conditions, the next challenge is identification of the corresponding biological pathways represented by these molecular changes. Functional enrichment analysis (FEA) is the approach used to address this question. FEA identifies the functional label associated with the differentially expressed genes/metabolites. This is interpreted as the functionality of the functional label being altered in the experimental condition, thereby providing a functional readout of the high-throughput assay. Gene set enrichment analysis (GSEA) and over-representation analysis (ORA) have been widely used for FEA using different functional annotation databases such as Gene Ontology (GO)\textsuperscript{97} or the Kyoto Encyclopedia of Genes and Genomes (KEGG)\textsuperscript{98}.

On the one hand, the goal of GSEA is to determine whether a predefined gene set (usually with an associated functional label) is proportionally more frequent (i.e., enriched) at the top or bottom of a list of genes ranked based on expression differences between 2 experimental classes. Enrichment $p$-values calculated in the original GSEA software\textsuperscript{99} use Kolmogorov–Smirnov-like statistics, while other parameterizations are applied in alternative software such as PAGE\textsuperscript{100} or FatiScan\textsuperscript{101}; the R package \texttt{mdgsa} incorporates sophisticated multidimensional logistic models\textsuperscript{102}.

On the other hand, ORA determines the differential proportion of genes annotated to a given functional label between the groups of differentially and non-differentially expressed genes. The differential proportion can be
calculated using common and well-known statistical methods, including Fisher’s exact test, the Chi-squared test, or the binominal proportions test\textsuperscript{103}. \textbf{PaintOmics}\textsuperscript{104} is a good example of a user-friendly web tool used to visualize and interpret FEA. \textbf{PaintOmics} maps genes and metabolites into biological pathways and represents their expression values within the pathway maps and can also combine different omic data types into the same FEA. FEA is valuable for detecting the variation in gene function that contributes to human diseases and which typically results from moderate variation in the activity of multiple members of a pathway.

\begin{itemize}
  \item \textbf{Molecular regulatory mechanisms:} gaining knowledge about the signaling pathways affected in each disease is essential for improved diagnosis and the development of new disease interventions.
  \item \textbf{Sample clustering:} disease subtyping and classification based on multi-omic profiles. Suitable interventions are different for patients belonging to each subtype of a disease and consequently, sample classification is required to understand the disease etiology.
\end{itemize}

\textbf{1.3.2.2. Multi-omic analysis}

The results of single-omic analysis can highlight the molecules under study that may be involved in different conditions, as well as their functions. However, multi-omic data integration provides an opportunity to study the relationship between several types of molecules and to propose complex biological models that span multiple molecular layers. The biological questions that integrated approaches address respond to 3 main goals:
• **Prediction**: searching for biomarkers for various applications including disease diagnosis and prognostic predictions. Because biomarker validation is time-consuming, *in silico* prioritization of candidate biomolecules is an effective alternative.

While the different approaches for multi-omic data integration focus on 1 or several of the previous goals, classification of the multiple existing integrative tools is a non-trivial task. In this work we adopted the classification proposed by Subramanian et al.\textsuperscript{105} which is based on the integrative approach general analysis methodology of similarity, correlation, network, Bayesian, multivariate, and fusion (Figure 1.5). Some of these approaches belong to more than 1 group because they use different approaches in combination to reach their final goal.
Figure 1.5 Classification of multi-omic integration approaches (figure modified from Subramanian et al.\textsuperscript{105}). The classification is based on the tools/methods that integrative approaches are based on, as well as their analysis objective. Abbreviations: SNF: similarity network fusion, PINSPlus: perturbation clustering for data integration and disease subtyping, NEMO: neighborhood-based multi-omic clustering, NetICS: network-based integration of multi-omic data, PARADIGM: Pathway Recognition Algorithm using Data Integration on Genomic Models, PSDF: patient-specific data fusion, LRAcluster: low rank approximation clustering, BCC: Bayesian consensus clustering, MDI: multiple dataset integration, MOFA: multi-omics factor analysis, MFA: multiple factor analysis, rMKL: regularized multiple kernel learning, LPP: locality preserving projections, iNMF: integrative nonnegative matrix factorization, FSMKL: feature selection multiple kernel learning, PMA: penalized multivariate analysis, sMBPLS: sparse multi-block partial least squares, T-SVD: thresholding singular value decomposition, MCIA: multiple co-inertia analysis, JIVE: joint and individual variation explained, PFA: pattern fusion analysis.

Similarity methods generate a graph representing patients as nodes and their similarity as edges. One graph is created for each omic dataset and then a similarity matrix is calculated by merging edges across data types to identify subgroups of patients that are ‘connected’ through multiple omic types\textsuperscript{106,107}. Correlation-based approaches reveal synergistic effects between omic features by linking their values (e.g., gene expression, copy number variation, and DNA methylation). Network-based methods consider already known (protein–protein interactions) or predicted relationships (correlation analysis) between biological variables\textsuperscript{108}. Thus, metrics based on mathematical graph theory (degree, centrality, connectivity, etc.) can be calculated to identify features or patient groups that are central in the network and that therefore might be drivers or important components of the disease.

Bayesian approaches have been used for both disease subtyping (e.g. iCluster\textsuperscript{109}), disease insight discovery (e.g. PARADIGM\textsuperscript{110}), and/or biomarker prediction (e.g. MOFA\textsuperscript{111}). Fusion-based approaches analyze the contribution by each data type to a common feature space, which allows the inference of relationships among them\textsuperscript{112}. Multivariate methods
are dimension reduction techniques that can perform variable selection, identify patterns across multi-omic datasets, and capture co-relationships among them\textsuperscript{105}. Here we will focus on discussing multivariate approaches in more detail because they were the main methods used in this work.

1.3.2.2.1. **Multivariate approaches to omic data analysis**

Integrative analysis of multi-omic data is a challenging task because a much greater number of biological variables are involved compared to the number of biological samples. There are also problems related to the noisy nature of the data which has missing values and is affected by batch effects and outliers, among other problems. Moreover, biological systems are complex and consist of non-linear relationships that are difficult to model with the data and mathematical methods currently available. Although simple approaches such as correlation analysis cannot provide a full explanation of the system behavior, they are often effective thanks to their simplicity and interpretability\textsuperscript{73}.

Multivariate methods based on dimension reduction and analysis of the latent space are frequently used for the analysis of multi-omic data thanks to their inherent ability to deal with many correlated variables while remaining robust even with a reasonable proportion of missing values. The number of components (or latent variables) and the sparsity level for variable selection must be optimized for these dimension-reduction approaches. Examples of multivariate methods frequently used in the multi-omic field are principal component analysis (PCA), partial least squares (PLS) in its multiple variations (i.e., sparse PLS, PLS discriminant analysis, multi-block PLS, etc.), and multi-way multidimensional data reduction models.
PCA decomposes a data matrix into 2 small matrices (a score matrix for observations and a loading matrix for variables) that capture the essential data patterns from the original table. Multiple applications have been described for PCA such as the identification of class membership (i.e., similar molecules or patient groups), detection of outliers, and variable selection for biomarker identification\textsuperscript{113}. In contrast, PLS can relate 2 data matrices (e.g., transcriptomics and metabolomics) via a linear multivariate model, thereby overcoming the limitations of traditional regression to process data with many noisy, collinear, and even incomplete variables\textsuperscript{114}. PLS can also simultaneously model several response variables to answer the biological question of which biomolecules might be related to each other (e.g., which transcription factors are related to which gene(s), or which metabolite changes are similar to gene expression changes, etc.).

The wide range of PLS versions can be used to address specific biological questions: sparse PLS\textsuperscript{115} improves model interpretability because it allows selection of subsets of the most positive or negative correlated variables across the samples; PLS discriminant analysis\textsuperscript{116} can classify and discriminate samples, and predict the class if new samples are added; and multi-block PLS\textsuperscript{117} was developed to estimate co-variation between more than 2 data matrices, thereby broadening the spectrum of molecules that can be integrated.

Multi-way approaches can accommodate the complex structure of repeated measurements from different assays, where different treatments are applied to the same biological samples and at different time points\textsuperscript{118}. Moreover, multi-way data can be arranged in a 3-way structure (a cube) instead of a matrix to accommodate the multiple dimensions of the datasets\textsuperscript{119}.
1.3.3. **Computational immunology**

High-throughput sequencing has been applied to the study of adaptive immune response in a wide range of diseases. Indeed, research in autoimmunity, lymphocyte biology, vaccine profiling, infections, allergies, and aging are some examples of its recent applications. However, these data require bioinformatics pipelines to analyze, interpret, and visualize immune repertoires. The bioinformatic and statistical analysis of high-throughput sequencing data from the immune repertoire typically follows a set of steps like the following: pre-processing of raw sequencing reads, V(D)J gene identification, clonal assignment, and repertoire analysis (i.e., diversity, architecture study, and immune repertoire specificity). Additional steps such as phylogenetic (lineage tree) construction and somatic hypermutation modelling are useful for studying B cells because of the characteristics of their cell receptors.

Depending on sequencing depth, read length, paired/single-end reads, and inclusion of unique molecular identifiers (UMIs), the pre-processing analysis is affected at various stages. Pre-processing steps include, when required, quality control and read annotation of fasta/fastq files, clustering by UMIs to reduce PCR amplification biases, and paired-end read assembly (which is expected to overlap in most experimental designs).

Identification of V(D)J regions involves reconstructing segments and boundaries that were rearranged to generate the BCR/TCR receptor. The most common alignment algorithms use known VDJ genes from a database as a reference. The main annotation platforms and software are IMGT, IgBlast, iHMMune-align, MiGEC, and MiXCR and an extensive comparison between them can be found in Greiff et al. Clustering of CDR3 sequences with a high homology at the nucleotide level and
identical V(D)J gene usage is a common approach to define clonotypes (i.e., lymphocytes with the same BCR or TCR). The set of unique cell clonotypes in an individual is referred to as its immune ‘repertoire’.

Frequent steps in immune repertoire analysis include clone diversity, clone convergence, and sequence architecture analysis. Furthermore, ecology-derived diversity measures such as species richness and the Shannon and Simpson indices are traditionally used to reflect different aspects of diversity. Species richness is defined as the number of different clonotypes in a repertoire. The Shannon and Simpson indices include measurement of the diversity within a sample where the former is strongly influenced by species richness and rare species, while the later gives more weight to evenness and common species. In order to capture more information, use of the Hill family of diversity indices\textsuperscript{121} is recommended to avoid contradicting qualitative outcomes when using single diversity indices\textsuperscript{122}. Useful software for calculating diversity profiles includes \textit{Vegan}\textsuperscript{123}, \textit{tcR}\textsuperscript{124}, and \textit{VDJtools}\textsuperscript{125}. In addition, tools like \textit{Change-O}\textsuperscript{126} compare differences between diversity profiles in the presence of differently sized repertoires.

Identical immune receptor sequences shared by 2 or more individuals are denominated as ‘public’ clones and the convergence of the immune repertoires of 2 samples is quantified by their clonotype overlap. Overlap calculation measurements like the Morisita-Horn index\textsuperscript{127} or Jaccard index\textsuperscript{128} integrate the clonal frequency of compared clones to the measurement of clonal overlap.

High sequence similarity among immune receptor genes may occur when they recognize the same antigen. Network analysis allows interrogation of sequence similarity, defining each receptor sequence as a node and
adding edges when sequences satisfy a defined similarity condition or distance (e.g., if 2 sequences differ in only 3 amino acids, the Levenshtein distance = 3). \textit{imNet} \textsuperscript{129} is a pipeline that computes distance matrices between receptor sequences to make large-scale repertoire networks. This tool incorporates the PageRank measurement, a local network parameter (like ‘degree’, ‘closeness’, or ‘betweenness’) that measures the importance of the similarity between 2 clonotypes within the network.

Many tools are currently available for studying immune repertoires in computational immunology. However, there are still no consensus protocols or best practice guidelines in the field. Thus, to help reach the goal of defining a standard methodology for immune repertoire analysis, the Adaptive Immune Receptor Repertoire (AIRR) consortium was created and gathers expert scientists in the field. Additionally, very few attempts have been made to link immune receptor and transcriptomic data, which may provide a deep understanding of how BCR and TCR are regulated at the genetic level. Transcriptomic data has the advantage of capturing multiple aspects of immune repertoire complexity—from clonotypes to the expression of regulatory molecules—which could be of immense help when developing vaccines and immunodiagnostic techniques.
Chapter 2

Hypothesis, aims, and contributions
2.1. Hypothesis and objectives

Previous studies demonstrated that sustained peripheral inflammation induces neuroinflammation that alters neurotransmission, thereby producing cognitive and functional impairment both in patients and in animal models of MHE. However, the molecular mechanisms underlying these processes are not yet fully understood. The overall objective of this work was to understand the biology of the immunological changes associated with the appearance of MHE in patients with cirrhosis.

The hypotheses upon which this thesis is based are:

- The occurrence of MHE in patients with cirrhosis is associated with specific changes in peripheral inflammation and in their immunophenotype.

- These immune system changes result in a shift in peripheral inflammation that triggers the appearance of MHE in patients with cirrhosis; changes in CD4+ T-lymphocyte differentiation and activation play a key role in this shift.

- Immunological changes are also associated with specific metabolic changes in immune cells and can be detected in the peripheral blood of patients with MHE.

2.2. Aims

To reach the general goal set out for this thesis, we defined the following specific aims:

- Characterize changes in gene expression, metabolites, and cytokines in blood samples from patients with cirrhosis and MHE versus patients without MHE. In particular:
  - Identify the biological pathways altered by the disease.
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- Understand the joint contribution of gene expression and extracellular components associated with the onset of MHE.
- Identify potential predictors or biomarkers for the early diagnosis of MHE by using extracellular components (cytokines and metabolites) and the expression levels of different genes in the blood of these patients.

- Study of the specific molecular alterations in CD4\(^+\) T cells to:
  - Unravel gene and signaling pathway alterations that contribute to the appearance of MHE.
  - Identify miRNAs and transcription factors involved in the modulation of differentially expressed messenger RNAs (mRNAs) in MHE as well as their underlying mechanisms of action.
  - Pinpoint mechanisms by which the altered levels of miRNAs and transcription factors may contribute to the immune system shift that triggers MHE.
  - Perform a detailed analysis of CD4\(^+\) T-cell receptor repertoires in controls and in patients with cirrhosis with or without MHE.

2.3. Contributions

The development of this thesis started in 2017 at the Centro de Investigación Príncipe Felipe as a synergistic project between translational, clinical, and computational research. I awarded an
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IMP/IMFAHE (International Mentor Program/International Mentoring Foundation for the Advancement of Higher Education) engineering fellowship a few months prior, which allowed me to complete an international internship in the laboratory of Dr. Claudia Angelini (Naples, Italy) at the beginning of my thesis work. This stay taught me the basics of different statistical methods for multi-omic data integration, which was later extended through a bachelor’s course in the Statistics Department at the Polytechnic University of Valencia.

This multi-omic integration training was applied to the analysis of multi-omic datasets in our first study (Chapter 3). The preliminary results were presented at the VI Student Symposium organized by the International Society for Computational Biology Student Council in 2018 (Granada, Spain), where I won the award for the best talk. A more extended version of the same work was also selected for oral presentation at the ComBioPreVal 2019 conference (Valencia, Spain) and as poster in the international ISCB/ECCB (International Society for Computational Biology/European Conferences on Computational Biology) 2019 conference (Basel, Switzerland).

Finally, this work was published at the beginning of 2021 in the Scientific Reports journal, where we described a multi-omic (microarray, metabolomics, and cytokine panel) integration analysis to unravel the molecular mechanisms of the immune system in whole blood samples of patients with and without MHE (Chapter 3). Study of the etiology of MHE was continued with a transcriptomic analysis of CD4+ T lymphocytes from patients with and without MHE (Chapter 4) which introduced me to the analysis of RNA-seq and miRNA-seq datasets. This study resulted in a paper that is currently submitted to the Translational Research journal.
During the last year of my PhD, I became extremely interested in the use of next-generation sequencing technologies to study antibody/B-cell and T-cell receptor repertoires and their applications in patients with MHE. An additional online international internship in the laboratory of Dr. Victor Greiff at the University of Oslo (Norway) introduced me to immune receptor analysis using computational methods. Taking advantage of our CD4+ lymphocyte dataset, we developed a Nextflow pipeline for T-cell receptor analysis from RNA-seq data (Chapter 5) that resulted in a third scientific article (published in the ImmunoInformatics journal, 2022). Additionally, this crossover between bioinformatic fields resulted in the development of an R package in collaboration with Dr. Greiff’s lab to integrate both immune receptor and transcriptomic datasets.

Working under the supervision of 3 thesis directors from 2 different laboratories (neurobiology and biostatistics/bioinformatics) has greatly enriched my knowledge. This experience has also allowed me to participate in different research projects in both groups which has further contributed to boosting my training.

Several collaborations also emerged during my PhD training, including (1) the multi-omic study in type 1 diabetes (TEDDY project) in which I compared the multi-way latent variable approach used for patient classification in this study (NPLS-DA) with a sparse regression model (logistic regression with variable selection) to contrast the performance of both models; (2) a multi-omic study of obesity in germ-free mice fed with a high fat diet, in which I supervised and helped a collaborator's PhD student; (3) a metabolomic study in patients with MHE to understand the effects of the antibiotic rifaximin, in which I analyzed the dataset; (4) analysis of the exosome cargo from patients with MHE, in which I analyzed miRNA-seq and proteomic data; and (5) the effect of rifaximin
on the microbiome of MHE model rats, in which I examined 16S rRNA gene sequencing data for species analysis.

Another job I really enjoyed throughout my PhD work and which showed me my own intellectual maturity was the opportunity to be a reviewer for the Scientific Data journal. In this capacity I evaluated the correct technical and biological validation of a large multi-omic dataset measured in patients with rheumatoid arthritis and checked the adequate deposition of these datasets into appropriate repositories.

In addition, the knowledge of multi-omic analysis I acquired during my thesis work gave me the opportunity to co-supervise a bachelor’s degree thesis from the Biotechnology Program at the Polytechnic University of Valencia. This multi-omic study was undertaken in collaboration with the La Fe University Hospital to determine the differences in breast milk exosomes between preterm and to-term births.

Finally, in the last year of my thesis, I also had the opportunity to demonstrate the state of the art in multi-omic analyses to other scientists by teaching in different courses including “Multi-omic Integrative Analysis of Gene Expression” (Centro de Investigación Príncipe Felipe, Valencia) in 2018 and “Transcriptómica en biomedicina: bases de datos y análisis de expresión” [Transcriptomics in biomedicine: databases and expression analysis] (Universidad Católica de Valencia San Vicente Mártir, Valencia) in 2019. Lastly, I have also been a teacher of the “Integrative Analysis of Multiple Omics” master’s degree course in Omic Data Analysis and Systems Biology at the University of Sevilla in 2022.
2.3.1. Journal papers

- **Teresa Rubio**, Vicente Felipo, Sonia Tarazona, Roberta Pastorelli, Desamparados Escudero-García, Joan Tosca, Amparo Urios, Ana Conesa, Carmina Montoliu. *Multi-omic analysis unveils biological pathways in peripheral immune system associated to minimal hepatic encephalopathy appearance in cirrhotic patients.* Scientific Reports, 11, 2021. DOI: 10.1038/s41598-020-80941-7


- **Teresa Rubio**, Maria Chernigovskaya, Susanna Marquez, Cristina Marti, Paula Izquierdo-Altarejos, Amparo Urios, Carmina Montoliu, Vicente Felipo, Ana Conesa, Victor Greiff, Sonia Tarazona. *A
Nextflow pipeline for T-cell receptor repertoire reconstruction and analysis from RNA sequencing data. Immunoinformatics, 6, 2022. DOI: 10.1016/j.immuno.2022.100012


2.3.2. Conferences


Hypothesis, aims, and contributions
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Chapter 3

Multi-omic analysis of changes in the peripheral immune system associated with the appearance of minimal hepatic encephalopathy in patients with cirrhosis

This chapter was adapted from the paper ‘Multi-omic analysis unveils biological pathways in peripheral immune system associated to minimal hepatic encephalopathy appearance in patients with cirrhosis’ by Teresa Rubio, Vicente Felipo, Sonia Tarazona, Roberta Pastorelli, Desamparados Escudero-García, Joan Tosca, Amparo Urios, Ana Conesa, Carmina Montoliu. Scientific Reports, 11, 2021. DOI: 10.1038/s41598-020-80941-7
3.1. **Introduction**

The precise pathways that trigger a systemic immune response leading to a neurological disorder are still poorly understood. Next to the role of pro-inflammatory chemokines, other signaling, metabolic, and regulatory components are also likely to contribute. Multi-omic approaches help us to investigate the set of molecular and cellular events associated with these kinds of diseases. In fact, multi-omic technologies such as genomics, epigenomics, transcriptomics, proteomics, and metabolomics are increasingly being used to profile the multi-layered components of living cells and pathological processes\textsuperscript{130–132}.

The rationale behind this strategy is that disease usually impacts several types of biomolecules and expanding the molecular space under study will increase the likelihood of identifying relevant biomarkers. In the context of neurological pathologies, multi-omics has allowed the modeling of the highly sophisticated brain metabolic networks and their contribution to human health\textsuperscript{133,134}, as well as the identification of exclusive and common features for these disease types\textsuperscript{135}.

The revolution in omic data generation holds great promise in life sciences fields. Although multi-omic datasets are easy to produce in terms of economic cost and time, the effort required for data curation and integration is much greater and requires specialized data analysts. The generation of biological knowledge from this large amount of data is probably the biggest challenge in this context. Traditional functional enrichment methods in bioinformatics give an overview of the biological pathways altered by the disease, allowing scientists to jointly look at the biological functions of all the altered genes.
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Useful web-based tools such as Reactome\textsuperscript{136} or PaintOmics\textsuperscript{104} have been developed for the visualization of functional enrichment results represented as biological pathways, without the need for advanced bioinformatic skills. Other tools like STRING\textsuperscript{137} collect protein information from numerous sources (i.e., experimental data, computational prediction methods, and public text collections) to construct protein–protein interaction networks that allow biological interpretation at the protein level. All these approaches generally focus on single-omic datasets of each data type which can be linked to genes (e.g., proteins to mRNA, miRNA to target genes, etc.), although PaintOmics is one of the first to combine multiple omics into the same functional enrichment analysis. In contrast, the output from very sophisticated integration models such as machine or deep learning methods are often exceedingly difficult to interpret from a biological viewpoint.

In this chapter we deployed a bioinformatics analysis pipeline that combined univariate, multivariate, and enrichment methods to find intracellular and extracellular compounds that shared variation patterns linked to the MHE phenotype. Specifically, we combined blood transcriptomics, serum metabolomics, and cytokines to identify pathways and biomarkers associated with MHE in patients with cirrhosis.

Using this approach, we discovered a relationship between extracellular CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6 with alterations in chemotactic receptors and ligands in patients with MHE. In addition, this methodology suggested a link between long-chain unsaturated phospholipids and increased fatty acid transport and prostaglandin production, which may jointly contribute to the onset of mild cognitive impairment. These results illustrate the power of integrative statistical
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analysis of multi-omic data in modelling disease processes and connecting phenotypic changes across molecular layers.

3.2. Methods

3.2.1. Overview of the analysis strategy

To understand the joint contribution of gene expression and extracellular metabolite changes to the induction of MHE, we developed an extensive pipeline that combined univariate and multivariate regression analysis for feature selection while also considering the biology of the system (Figure 3.1). Briefly, first we identified genes and associated pathways that significantly changed between cirrhotic individuals with and without MHE. In parallel, metabolites and cytokines with significant serum level changes were identified and grouped by their variation pattern across individuals. These groups represented metabolic modules that changed in a coordinated fashion, suggesting common underlying mechanisms.

Next, we asked if a specific gene expression signature was associated with each of these modules. Therefore, we applied the PLS method to the multi-omic data, taking the selected genes as explanatory variables and each module of extracellular compounds as a response variable. This analysis selected the genes with the strongest associations with each metabolic group which were then further investigated by pathway enrichment and biological interaction modeling (Figure 3.1).
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Figure 3.1 Overview of the analysis strategy. Transcriptomics, metabolomics, and cytokines were measured in blood samples from 11 patients with cirrhosis (6 with and 5 without minimal hepatic encephalopathy). Step 1: genes and pathways altered in minimal hepatic encephalopathy. Step 2: altered metabolites and cytokines grouped by correlation. Step 3: integration of extracellular and intracellular datasets. Step 4: enrichment and network analysis of iterative models.
3.2.2. Patients and sample collection

Eleven patients with liver cirrhosis were recruited from the outpatient clinics at the Hospital Clínico Universitario de Valencia, Spain. The diagnosis of cirrhosis was based on clinical, biochemical, and ultrasonographic data. The exclusion criteria were overt hepatic encephalopathy, recent (< 6 months) alcohol consumption, infection, recent (< 6 weeks) antibiotic use or gastrointestinal bleeding, recent (< 6 weeks) use of drugs affecting cognitive function, presence of a hepatocellular carcinoma, or a diagnosis with a neurological or psychiatric disorder.

Patients included in the study did not show fever or any clinical or biological signs of recent infection and none of them had hypothyroidism or altered thyroid stimulating hormone (TSH) levels. All the participants were included in the study after signing their written informed consent to participation. The study protocols were approved by the Scientific and Ethics Committees at the Hospital Clínico Universitario de Valencia. The procedures followed were in accordance with the ethical guidelines set out in the Declaration of Helsinki.

**Diagnosis of minimal hepatic encephalopathy.** MHE was diagnosed using the PHES which comprises 5 psychometric tests^{8,138}. The scores were adjusted for patient age and education levels using Spanish normality tables (www.redeh.org). Patients were classified as having MHE when the PHES score was $\leq -4$ points. From the 11 recruited patients with cirrhosis, 5 did not have MHE and 6 had been diagnosed with MHE. All the patients were males and the mean age was $70.7 \pm 4.0$ in the group
with MHE and 63.8 ± 1.2 in the group without MHE, with no significant
differences between them (t-test; p-value = 0.157).

**Sample collection.** The transcriptomic dataset was measured in blood
samples collected in PAXgene® blood RNA tubes (BD Biosciences) that
had been frozen at −20 °C for 24 h and kept at −80 °C for subsequent
analysis. For the metabolomic measurements, plasma samples were
obtained from blood collected in BD P100 tubes (BD Biosciences)
containing EDTA and protein stabilizers. Plasma samples were obtained
after 2 serial centrifugations, the first at 5 °C, 2500 g, for 20 min, and the
second at 10 °C, 2500 g, for 10 min after prior transfer of the plasma to a
new tube. The plasma samples were distributed into several aliquots and
stored at −80 °C. Cytokines were measured in the serum fraction after
blood sample collection in tubes without EDTA.

### 3.2.3. Transcriptomic profiling of plasma samples

RNA extracted from peripheral blood cells was quantified with a NanoDrop
ND1000 spectrophotometer (NanoDrop Technologies, Wilmington,
Delaware USA) and RNA quality was confirmed with an RNA 6000 Nano
Bioanalyzer assay (Agilent Technologies, Palo Alto, California USA).
Using the One-Color Low Input Quick Amp Labelling Kit (Agilent p/n 5190-
2305) according to the manufacturer’s instructions; 200 ng of total RNA
were used to produce Cyanine 3-CTP-labeled cRNA. Following the ‘One-
Color Microarray-Based Gene Expression Analysis’ protocol Version 6.7
(Agilent p/n G4140-90040), 600 ng of labeled cRNA was hybridized with
SurePrint G3 Human Gene Expression Microarrays v3 8X60K (Agilent p/n
G4858A-072363). The microarrays were scanned in an Agilent Microarray
Scanner (Agilent G2565C) as described in the guidelines from the
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manufacturer and the images were analyzed with **Agilent Feature Extraction Software** 11.5.1.1 using the default parameters (protocol GE1_1105_Oct12, grid template 072363_D_F_20150612, and QC Metric Set GE1_QCMT_Oct12).

### 3.2.4. Metabolomic profiling of serum samples

Targeted metabolomic analysis was performed using the Absolute-IDQ™ P180 kit (BIOCRATES Life Sciences AG, Innsbruck, Austria). The metabolite extracts were processed following the manufacturer’s instructions and were analyzed on a triple-quadrupole mass spectrometer (AB SCIEX triple-quad 5500) operating in the multiple reaction monitoring (MRM) mode. This assay is based on phenylisothiocyanate-derivatization in the presence of internal standards for the analysis of resolved amino acids and biogenic amines and was analyzed by liquid chromatography (LC) tandem mass spectrometry (MS/MS) using scheduled MRMs.

Separation was achieved on an Agilent Zorbax Eclipse XDB C18 column (3 × 100 mm, 3.5 μm) with mobile phases of 0.2% formic acid in water (A) and 0.2% formic acid in acetonitrile (B). The gradient program was as follows: 0 min, 100% A; 0.5 min, 100% A; 5.5 min, 5% A; 6.5 min, 5% A; 7.0 min, 100% A; and 9.5 min 100% A. The column was maintained at 50 °C, with a 0.5 ml/min flow rate and 10 μl volume injection.

Sample analysis in the mass spectrometer was performed in positive electrospary ionization (ESI) mode. The declustering potential (DP) and collision energy (CE) were specified by the kit. The MRM MS/MS detector conditions were set as follows: temperature, 500 °C; ion spray voltage, 5500 V; curtain gas, 20 psi; collisionally activated dissociation (CAD), medium; entrance potential (EP) 10 V; collision cell exit potential (CXP),
15 V; ion source gas 1 (GS1), 40 psi; and ion source gas 2 (GS2), 50 psi. The retention times for every metabolite were previously adjusted to the experiment.

To analyze acylcarnitines, glycerophospholipids, and hexoses, subsequent flow injection analysis tandem mass spectrometry (FIA-MS/MS) was performed. Red PEEK tubing (1/16 × 0.005) was used for the separation with Biocrates solvent I diluted in 290 ml methanol as the mobile phase (‘isocratic elution mode’). The gradient program was as follows: 0 min, 0.03 ml/min; 1.6 min, 0.03 ml/min; 2.4 min, 0.20 ml/min; 2.8 min, 0.20 ml/min; 3.0 min, and 0.03 ml/min. The positive ESI mode was used in the spectrometry, although some parameters were different for lipids and sugars. The same parameters were used for lipids in the LC-MS/MS, except for the temperature (200 °C). For sugars, the following parameters were applied: ion spray voltage, −4500 V (negative); curtain gas, 20 psi; CAD, medium; EP, −10 V; CXP, −15 V; GS1, 40 psi; GS2, 50 psi; DP, −55 V; and CE, −12 V.

The lipid concentrations were automatically calculated in μM using MetIDQTM software (Biocrates Life Science AG, Innsbruck, Austria) and the rest of metabolites were quantified from standard curves with Analyst software from SCIEX. Isotope-labeled internal standards were integrated into the platform for absolute metabolite quantification. The measurements were performed in a 96-well format. The metabolite limit of detection was set to 3 times the value of the ‘zero samples’ and the average coefficient of variation of the metabolites among the biological replicates was 30%.
Based on the 5 internal quality controls, technical variation was below 15%. A metabolite was excluded from further analyses if its concentration measurement data did not meet all of the following criteria: (1) fewer than 20% missing values (non-detectable peak) for each quantified metabolite in each experimental group; (2) 50% of all the measured sample concentrations for the metabolite had to exceed the limit of detection. The provided metabolomic data matrix included 143 metabolites without missing values: 8 acylcarnitines, 21 amino acids, 17 biogenic amines, the sum of all the hexoses, 15 sphingomyelins (SMs), and 81 glycerophospholipids including lysophosphatidylcholines (lysoPC) and phosphatidylcholines (PCs).

According to platform annotation, lipid side-chain composition was abbreviated as ‘C x:y’, where ‘x’ denotes the number of carbon atoms and ‘y’ denotes the number of double bonds present in the fatty acid residues. The presence of a hydroxyl group in SMs was indicated with an −OH. Glycerophospholipids were differentiated according to the presence of ester and ether bonds in the glycerol moiety. Double letters (aa = diacyl or ae = acyl-alkyl) indicate that 2 glycerol positions were bound to a fatty acid residue, while a single letter (a = acyl or e = alkyl) indicated a bond with only 1 fatty acid residue.

### 3.2.5. Analysis of cytokines in serum samples

The concentrations of IL-4, IL-6, IL-13, IL-17, IL-18, IL-22, and TGFβ (Affymetrix eBioscience, Vienna, Austria) and IL-10, IL-12, IL-15, CXCL13, CCL20, CX3CL1, and TNFα (R&D Systems, Minneapolis, MN, USA) were measured by ELISA according to the manufacturer’s instructions. High sensitivity kits were required to assess IL-17, IL-4, and TNFα.
3.2.6. **Data pre-processing plots**

**Mean-Difference (MD) plots.** MD plots are XY scatter plots that compare differences versus the means of 2 quantitative measurements\(^\text{140}\). We used the `plotMD()` function in the **limma** R/Bioconductor package\(^\text{85}\) for microarray data, which represents the log-expression of 1 sample as the x-axis and the expression log-ratio of this sample against the rest of samples as the y-axis.

**Principal component analysis plots.** PCA\(^\text{141}\) is a multivariate dimension-reduction approach applied to 1 dataset (e.g., transcriptomics or metabolomics). This technique calculates a set of new variables (latent variables or components) which are linear combinations of the original variables and capture most of the variability in the data. A small number of components—in comparison with the high number of original variables—are often sufficient to describe the dataset. PCA score plots show projections of the samples in the new latent space and these plots are useful for inspecting the presence of outlier samples, possible batch effects, or sample groups.

3.2.7. **Single-omic analysis**

**Transcriptomic data analysis.** The variance stabilizing normalization (VSN) method implemented in the **vsn** R/Bioconductor package\(^\text{142}\), was applied to stabilize the variance of the microarray intensity data. This method also considers possible variations between samples/arrays and sets the measurements on a common scale before they are compared. Additionally, a long-standing problem in the analysis of microarray gene expression experiments is the mean-variance dependency, that is, the
standard deviation increases linearly with the mean at high intensities, meaning that the obtained values usually cannot be compared directly but rather, only after appropriate transformation (called ‘normalization’). Logarithmic transformation alleviates this problem but does not solve it entirely. However, VSN achieves a constant variance independently of the spot intensity. This transformation is an arsinh function as follows:

\[ \text{arsinh}(x) = \log(x + \sqrt{x^2 + 1}), \]  

where \( x \) represents the fluorescence intensity values.

After data normalization, weighted linear modeling was performed with the \texttt{limma} R/Bioconductor package\textsuperscript{85} to find genes that were differentially expressed between the 2 groups: patients with cirrhosis with and without cognitive impairment. Genes in the group with MHE were considered to be significantly altered when the FDR < 0.05. Enrichment analysis was calculated using Fisher’s exact test implemented in \texttt{PaintOmics}\textsuperscript{104} to determine whether genes from predefined biological pathways were more present in the list resulting from the differential expression test than would be expected by chance. \texttt{PaintOmics} includes the KEGG database\textsuperscript{98} for enrichment analysis annotations and subsequent gene expression representations.

**Metabolomic data analysis.** As in the case of transcriptomics, the \texttt{vsn} normalization\textsuperscript{142} and \texttt{limma}\textsuperscript{85} procedures were applied to metabolomic data to find the altered metabolites between the 2 groups of patients. Metabolites in the MHE group were considered to be significantly altered when the FDR < 0.05. Although \texttt{vsn} and \texttt{limma} were primarily developed for microarray data, they can also be applied to mass spectrometry-based data because the assumption of normality holds. Moreover, the
effectiveness of using these methods for metabolomic datasets has already been validated in several studies\textsuperscript{143–145}.

**Cytokine data analysis.** Significant differences in cytokines between patients with and without MHE were tested using the non-parametric Wilcoxon test after homoscedasticity was checked. Multiple testing correction was applied using the Benjamini–Hochberg procedure.

### 3.2.8. Omic power analysis

The statistical power of each omic data type was evaluated with the MultiPower tool\textsuperscript{146} as a quality control for differential expression results. For gene expression and metabolomic data, we found power values exceeding 0.75 when aiming to detect features with relatively large changes and low variability (a Cohen’s $d$ of at least 1.5). For cytokines, a power of at least 0.75 was obtained for a higher proportion of features because they presented bigger effect sizes compared to the other omics. Thus, we concluded that, despite the small sample size available, we had enough power to validate our results and proceed with the analysis.

### 3.2.9. Obtaining modules of coordinated metabolites and cytokines

Clustering analysis was performed to classify similar metabolites and cytokines into groups called ‘clusters’. The endpoint is a set of clusters, where each one is distinct from the others and the objects within every cluster are broadly similar. A comparative analysis of several methods, including hierarchical clustering, K-means, and partitioning around medoids (PAM)\textsuperscript{147} was performed. The agglomerative hierarchical clustering algorithm starts by treating each observation as a separate
cluster and iteratively executes the identification of the 2 closest clusters, merging together the 2 most similar clusters.

Both the K-means and PAM algorithms aim to partition the dataset into groups and attempt to minimize the distance between points labeled for each cluster and a point designated as the center of that cluster. The difference between them is that PAM chooses actual data points as the centers (medoids), thereby allowing better interpretability and robustness, while the center in K-means is the average between the points in the cluster. These 3 clustering methods were evaluated using a Silhouette analysis\textsuperscript{148}, which measures clustering quality to determine how well each observation lies within its cluster.

We finally decided to apply PAM clustering analysis to our data because it provided the best Silhouette results. We used the absolute Spearman correlation coefficient value ($r$) between all the significant serum features, including metabolites and cytokines. Specifically, the distance measure was $\sqrt{2(1-r^2)}$. Every cluster was a group of features with similar variation patterns across patients and clusters were denoted as ‘modules’.

### 3.2.10. Integration of multi-omic datasets

We used PLS regression\textsuperscript{114} to link changes in gene expression with the variation in the serum levels of metabolites and cytokines. PLS is a multivariate dimension-reduction approach that integrates 2 data matrices with the same number ($n$) of observations: $X$, is the explanatory or independent variable with $p$ variables (e.g., transcriptomics), and $Y$, is the response or dependent variable with $q$ variables (e.g., metabolomics). Like PCA, PLS aims to determine new variables or components ($k$) that
are linear combinations of predictive variables. The formal problem that must be optimized in PLS is finding the latent variables or components in X and Y so as to maximize the covariance between them.

X and Y were modeled using regression models:

\[
X = TP^T + E_X \quad [2] \\
Y = UQ^T + E_Y \quad [3]
\]

where T and U are score matrices, P and Q are loading matrices, and E_X and E_Y are residual matrices of X and Y, respectively. In addition, T and U are linear combinations of X and Y and contain information about the observations (as well as their similarities or dissimilarities with respect to the given problem). There is also an internal relationship between T and U:

\[
U = TD + H \quad [4]
\]

where D_{k \times k} is a diagonal matrix, whose main diagonal includes the elements d_1, d_2, ..., d_k and H_{n \times k} is the residual matrix. Therefore:

\[
Y = TDP^T + HQ^T + E_Y = TC^T + E_Y^* \quad [5]
\]

where C_{q \times k} is the Y-weighting matrix.

Let W_{n \times k} be the X-weighting matrix that satisfies orthogonality W^T W = 1. The w and c weights give us information on how the variables combine to form the quantitative relationship between X and Y, thus providing an interpretation of the t and u projections. Therefore, these weights are essential for understanding which X variables are important (numerically large values of w) and which ones provide the same information (similar w values).
In this study, the same set of genes were used as explanatory variables (X) in all the PLS models created. These genes were selected because they had an FDR < 0.05 in the limma analysis (i.e., ‘significant’ genes). In this way, we compiled a gene expression matrix of explanatory variables that were relevant to the disease. Next, the serum levels of the metabolites and cytokines included in each module were taken as the response Y matrix, thereby creating module-specific PLS models.

Two parameters were calculated to assess the performance of the PLS models: $R^2$ (multiple correlation coefficient; degree of Y variance explained by X) and $Q^2$ (predictive power). $R^2$ was calculated as $1 - \text{the residual sum of squares (RSS)}$ and the total sum of squares (TSS) thus:

\[
R^2 = 1 - \frac{\text{RSS}}{\text{TSS}} \quad [6]
\]
\[
\text{RSS} = \sum (y - \hat{y})^2 \quad [7]
\]
\[
\text{TSS} = \sum (y - \bar{y})^2 \quad [8]
\]

While $Q^2$ was calculated as $1 - \text{predictive residual error sum of squares (PRESS)} / \text{TSS}$:

\[
Q^2 = 1 - \frac{\text{PRESS}}{\text{TSS}} \quad [9]
\]
\[
\text{PRESS} = \sum (y - \hat{y})^2 \quad [10]
\]

The calculations for $R^2$ and $Q^2$ were almost identical, with the only difference being that RSS was calculated from the data upon which the algorithm was trained and PRESS was calculated by cross-validation procedures. Because the number of samples was small in this study, leave-one-out cross-validation was used to compute $Q^2$. Gene loadings of the resulting PLS models are a measure of the relative importance of the gene variables to the model. Enrichment analyses using the mdgsa
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R/Bioconductor package\textsuperscript{102} were run for the list of genes ranked by the loading values of the first component of the PLS models. The Biological Process branch of the GO\textsuperscript{97} database was chosen to annotate the enrichment analyses.

3.2.11. Data and code availability

The transcriptomic dataset used in this study is available in the GEO database repository, GSE149741, https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE149741. The R scripts are publicly available from the Github repository: https://github.com/ConesaLab/MHE_Multi-Omics_Integration.

3.3. Results and discussion

3.3.1. Data pre-processing

An initial exploratory analysis was required to choose the appropriate pre-processing methods for correcting possible technical/platform-dependent noise. Different plots were used to inspect the data distributions and to detect the presence of outlier samples, possible batch effects, or sample grouping (Figures 3.2 to 3.4). For the Agilent microarray dataset, after reading the raw microarray data files which include the hybridization quantification at the probe level, as well as local background intensities to be subtracted, 60,901 probes were detected—1,767 positive control (PC) and 308 negative control (NC) spots.

As an example, the MD plots (see methods) for patient PC55 (with cirrhosis but without MHE) were also generated to show the normalization
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effect using PC and NC probes (Figure 3.2A–C). The sample distributions were comparable after normalization (Figure 3.2D), although separation of the patient groups in the PCA score plot was unclear (Figure 3.2E).

The metabolite concentration levels in the serum samples of the same patients with cirrhosis varied from serotonin (0.11 micromolar) to sugars (81,569.91 micromolar; Figure 3.3A). The exceptionally large value in the latter was because the metabolomic platform used in this work quantifies all the hexoses (including glucose) as a single variable. Metabolomic analysis showed different distributions across samples corrected by applying the vsn normalization method (see Methods) to make the samples comparable (Figure 3.3A and C). After normalization, the PCA of this dataset revealed almost perfect separation between the groups of patients with and without MHE, except for PC57 in PC1 (with 32.65% explained variability).

The cytokines measured in the serum samples also showed different concentration levels (Figure 3.4A), from IL-17 with a mean of 0.75 pg/ml to TGFβ which presented 4 orders of magnitude more concentration than the rest of the variables across the samples (an average of 14,124 pg/ml). The PCA score plot of cytokine data (Figure 3.4B) showed that the first principal component (PC1) perfectly separated patients with cirrhosis with and without MHE.
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Figure 3.2 Microarray exploratory analysis. Median-Difference (MD) plots of microarray raw data (A), normalized data (B), and normalized data without background control probes (C), graphically representing the normalization effect. The red dots are the negative controls (NC), green dots are the positive controls (PC), and black dots represent genes. A boxplot (D) and PCA score plot (E) showed the data distribution and samples after normalization, respectively. Sample groups are colored in red (without MHE) or dark grey (with MHE).
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Figure 3.3 Metabolomic exploratory analysis. Boxplot and PCA score plots of the metabolomic dataset from patients with cirrhosis without (red) and with (dark grey) MHE before (A–B) and after (C–D) normalization. For visualization purposes, the boxplot x-axis was represented on a logarithmic scale and data for the PCA analysis were log-transformed before normalization. In PCA plot axes, the percentage between the parenthesis indicates the amount of explained variability. Abbreviations: PC1 and PC2, principal components 1 and 2, respectively.
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3.3.2. Transcriptomic analysis confirms changes in the immunophenotype in patients with minimal hepatic encephalopathy and unveils new altered pathways

Gene expression analysis identified 847 differentially expressed genes with an FDR < 0.05 (Figure 3.5) from among the 24,460 measured variables. The top 10 significantly altered genes were \textit{MS4A4A, APOB, ACVRL1, AREG, FAM65B, PSPH, PDK4, SEMA3F, CLEC6A, and PLIN1}, with some of them showing important roles within the immune system. For instance, \textit{MS4A4A} (membrane-spanning 4-domains, subfamily A, member 4) has immunotherapeutic potential in blood cancer because of its exclusive expression in ‘alternatively activated’ (M2) macrophages and monocytes, but not in granulocytes or lymphocytes\cite{149}.
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Overexpressed AREG (amphiregulin) levels have been associated with inflammatory conditions such as asthma and rheumatoid arthritis\textsuperscript{150}. SEMA3F (semaphorin 3F) signaling regulates neutrophil retention in inflamed tissues, with consequences for neutrophil clearance and the resolution of inflammation. The decrease in FAM65B (family with sequence similarity 65 member B, also known as PL48 or RIPOR2) expression is required for T-lymphocyte proliferation upon T-cell receptor engagement\textsuperscript{151}. The other genes are involved in different lipid, serine, or glucose metabolism processes in immune system cells.

![Volcano plot showing differential expression analysis](image)

**Figure 3.5 Results of the differential expression analysis comparing patients with and without MHE.** The volcano plot shows the statistical significance (logarithmically transformed $p$-values) versus the ratio between groups of patients (logarithmically transformed fold-changes). The blue dots represent significantly altered genes (FDR < 0.05) while genes with no significant changes are colored in grey. The top 10 differentially expressed genes are labeled using the nomenclature of the HUGO Gene Nomenclature Committee (HGNC).

To jointly look at the biological functions of all the altered genes, we also applied a pathway enrichment analysis that resulted in 11 significant
pathways with \( p \)-values < 0.05 (Table 3.1) when comparing patients with MHE to those without MHE. Three additional pathways with \( p \)-values < 0.1 (‘primary bile acid biosynthesis’, ‘intestinal immune network for IgA production’, and ‘Th17 cell differentiation’) were also included in the discussion because of their strong relevance to MHE.

Table 3.1 Pathway enrichment analysis comparing patients with and without MHE.

<table>
<thead>
<tr>
<th>KEGG pathway</th>
<th>Unique genes</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cytokine–cytokine receptor interaction</td>
<td>196</td>
<td>0.000001</td>
</tr>
<tr>
<td>Hematopoietic cell lineage</td>
<td>83</td>
<td>0.000139</td>
</tr>
<tr>
<td>Peroxisome proliferator-activated receptor (PPAR) signaling pathway</td>
<td>49</td>
<td>0.000259</td>
</tr>
<tr>
<td>Fat digestion and absorption</td>
<td>31</td>
<td>0.004812</td>
</tr>
<tr>
<td>Cholesterol metabolism</td>
<td>35</td>
<td>0.007909</td>
</tr>
<tr>
<td>Antigen processing and presentation</td>
<td>68</td>
<td>0.008833</td>
</tr>
<tr>
<td>Jak–STAT signaling pathway</td>
<td>116</td>
<td>0.018337</td>
</tr>
<tr>
<td>Oxidative phosphorylation</td>
<td>119</td>
<td>0.020249</td>
</tr>
<tr>
<td>Steroid biosynthesis</td>
<td>16</td>
<td>0.021786</td>
</tr>
<tr>
<td>Th1 and Th2 cell differentiation</td>
<td>84</td>
<td>0.024095</td>
</tr>
<tr>
<td>Ovarian steroidogenesis</td>
<td>32</td>
<td>0.024764</td>
</tr>
<tr>
<td>Histidine metabolism</td>
<td>22</td>
<td>0.037213</td>
</tr>
<tr>
<td>Cell adhesion molecules (CAMs)</td>
<td>116</td>
<td>0.050105</td>
</tr>
<tr>
<td>Primary bile acid biosynthesis</td>
<td>10</td>
<td>0.051761</td>
</tr>
<tr>
<td>Intestinal immune network for IgA production</td>
<td>40</td>
<td>0.053478</td>
</tr>
<tr>
<td>Th17 cell differentiation</td>
<td>99</td>
<td>0.058921</td>
</tr>
</tbody>
</table>

Ranked list of KEGG pathways ordered by their \( p \)-values, according to the enriched analysis completed with PaintOmics. The ‘unique genes’ column indicates the number of genes in our study that overlapped with each pathway.

Pathway enrichment analysis was carried out with PaintOmics\textsuperscript{104} to create a network of interconnected significant pathways (Figure 3.6). This analysis revealed a network of immunity-related pathways consisting of ‘Th1 and Th2 cell differentiation’ and ‘Th17 cell differentiation’ linked with ‘cell adhesion molecules (CAMs)’ and ‘Jak–STAT signaling pathways’, in
turn connected with ‘cytokine–cytokine receptor interaction’. The Jak–STAT pathway plays critical roles in the immune system, especially cytokine receptors and the polarization of T helper cells\textsuperscript{152}. In addition, ‘antigen processing and presentation’ was joined with ‘intestinal immune network for IgA production’, while ‘hematopoietic cell lineage’ remained a single node. A second group of processes in this network was related to lipid metabolism and included ‘fat digestion and absorption’, ‘cholesterol metabolism’, ‘steroid biosynthesis’, ‘primary bile acid biosynthesis’, and the ‘peroxisome proliferator-activated receptor (PPAR) signaling pathway’.

Figure 3.6 Network of interconnected significant KEGG pathways. Nodes represent pathways with a $p$-value lower than 0.05 and are colored according to their KEGG categories. The edges between 2 nodes indicate that both biological processes were closely related.

The advantage of using PaintOmics was that this web-based tool allowed the visualization of gene expression levels onto KEGG\textsuperscript{98} pathways. Indeed, inspection of the ‘hematopoietic cell lineage’ pathway revealed
significant differences in genes related to B- and T-cell differentiation (Figure 3.7).

**Figure 3.7 Heatmap of relevant genes involved in 2 significant pathways in MHE.** Red and blue boxes represent significant gene expression level up- and downregulation, respectively, in patients with MHE versus without MHE. Gene markers of specific immune cell subtypes are highlighted in distinct colors according to the legend palette.

In particular, the mature B-cell marker *MS4A1* (also known as CD20) was upregulated in patients with MHE (Figure 3.7). This gene is a relevant target for autoimmune disease therapies\(^\text{153}\) and has also been related to T-cell-dependent immune responses\(^\text{154}\). Taken together, these results suggested new altered immune subtypes in patients with MHE such as upregulated B-cells and downregulated CD8\(^+\) T cells.

It has been proposed that the appearance of MHE is associated with a shift in peripheral inflammation to an autoimmune-like profile\(^\text{14}\). Thus, the upregulation of B cells may contribute to potentiating this shift. In addition, B cells may contribute to autoimmune diseases through different functions such as autoantibody secretion, autoantigen presentation, secretion of
inflammatory cytokines, modulation of antigen processing, and the presentation or generation of ectopic germinal centers\textsuperscript{155}. It is possible that the upregulation of B cells in MHE may induce some of these functions, thereby contributing to triggering the appearance of MHE.

T cells are divided into different subsets like CD8\textsuperscript{+} Tc cells and CD4\textsuperscript{+} Th cells, according to their markers and functions. Of note, our results showed significant upregulation of CD4 and significant downregulation of CD8A and CD8B in patients with MHE (Figure 3.7). CD8\textsuperscript{+} T-cell deficiency and an increased CD4\textsuperscript{+}/CD8\textsuperscript{+} ratio are features of many human chronic autoimmune diseases\textsuperscript{156}; for instance, CD8\textsuperscript{+} T-cell deficiency is an early and persistent feature of patients with multiple sclerosis\textsuperscript{157}. In fact, the reduced total number of CD8\textsuperscript{+} T cells in the blood of these patients has been attributed to CD8\textsuperscript{+} T-cell sequestration in the brain\textsuperscript{158}. Therefore, it is likely that early CD8\textsuperscript{+} T-cell downregulation could also contribute to triggering the autoimmune shift towards peripheral inflammation and promotion of T-cell infiltration into the brain in patients with MHE.

Our data also indicated a general decrease in the ‘antigen processing and presentation’ pathway (Figure 3.7). Two key upstream genes in the MHC class I subpathway, tumor necrosis factor (TNF) and proteasome activator subunit (PSME1), were also significantly downregulated. TNF can activate PSME1, which in turn is implicated in immunoproteasome assembly and is required for efficient antigen processing\textsuperscript{159}. Moreover, the MHC class II antigen presentation genes HLA-DQA2 and HLA-DRB5 were also significantly decreased. Together, these results describe an immune response signature in patients with MHE in which antigen processing and presentation were downregulated; the opposite regulation
patterns were found in T-cell populations, with Tc cells being downregulated and Th cells being upregulated.

More details regarding the changes in Th lymphocytes were found when analyzing the ‘Th1 and Th2 cell differentiation’ pathway (Figure 3.8). We found significant differences between Th1 and Th2 subtypes in cytokine receptors and products (left and right part of the pathway, respectively). For instance, the Th1-related genes IFNGR, IL12R, IFNG, and IL12 were increased while Th2 showed decreased IL2R and IL4R, significantly increased IL4, and unaltered IL13 expression.

Figure 3.8 Pathway scheme that summarizes Th1, Th2, and Th17 differentiation pathways. Rectangles represent up- (red) or downregulation (blue) of genes in patients with versus without MHE. Black arrows and thicker black borders mark statistically significant genes (FDR < 0.05).

Th17 lymphocytes are the third most important Th subset for the regulation of immunity. We found that the ‘Th17 cell differentiation’ pathway showed significant upregulation of the IL6ST receptor gene and
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an increase in *IL17A* and *IL17F* products, suggesting the promotion of Th17 cell types in patients with MHE. These new results corroborate previous observations in which the activity of Th1 and Th17 cells tends to be more elevated in patients with MHE while the activity of Th2 cells tends to decrease\textsuperscript{14}.

We also found significant alterations in the expression of chemokine receptors (*CCR2* and *CXCR3*) and ligands (*CCL5, CXCL5, PF4 [CXCL4], PF4V1 [CXCL4V1], and XCL1) in patients with MHE, which were downregulated in all cases except for *CCR2*. Chemokine receptor regulation on T cells is a complex mechanism that is dependent on both T-cell activation and the cell differentiation state\textsuperscript{161}. For instance, Th1 pro-inflammatory cells preferentially express CCR5, CXCR3, and CXCR6, while the expression of CCR3, CCR4, and CCR8 is associated with Th2 anti-inflammatory cells\textsuperscript{162–165}. Chemokine receptors have been proposed to play critical roles in neurological diseases like Alzheimer’s\textsuperscript{166,167} and multiple sclerosis\textsuperscript{34}. In the latter case, CCR2 was found to be a critical modulator of the aberrant migration of peripheral T cells towards the site of inflammation. Thus, the changes in chemokine receptor expression we observed in patients with MHE reinforce the hypothesis of a readjustment of the population of immune cell types in these patients.

The results reported here also confirmed the inflammatory signature previously detected in MHE individuals and suggested cytokine signaling pathways as putative mechanisms for the decrease in Th2 cells and increase in Th1 and Th17 cells in patients with MHE. In a previous study, using isolated and cultured CD4\textsuperscript{+} lymphocytes, we identified higher levels of IL-17, IL-21, IL-22, and TNF\textsubscript{α}, (a signature of factors released by Th17 and Th22 cells) in the culture medium\textsuperscript{14}. This indeed suggests that
activation of these Th cell subtypes had increased and further validates the results of our analysis approach. Th17 cells are one of the major pathogenic Th cell populations underlying the development of many autoimmune diseases, including multiple sclerosis, rheumatoid arthritis, and psoriasis\textsuperscript{168}. Therefore, the increase in Th17 would also likely contribute to promoting an autoimmune profile in patients with MHE. In turn, this shift towards autoimmune-like inflammation could trigger mild cognitive impairment.

Beyond immunological processes, lipid metabolism pathways also appeared to be significantly enriched in patients with MHE. Differentially expressed genes in this set of pathways were the upregulated \textit{CD36}, \textit{ABCA1} (both transporters), \textit{PLPP3}, \textit{NCEH1} (both enzymes), and the downregulated apolipoproteins \textit{APOA1} and \textit{APOB}. These changes pointed towards increased fatty acid digestion and absorption in the immune cells of patients with MHE. Altered lipid metabolism in immune system cells has also been previously reported in other diseases associated with cognitive impairment such as Alzheimer’s disease\textsuperscript{169} and mild cognitive impairment\textsuperscript{170}.

\textbf{3.3.3. A coordinated metabolic and cytokinetic signature is present in patients with minimal hepatic encephalopathy}

We identified 29 metabolites with significant differences (FDR < 0.05) between patients with and without MHE (Table 3.2). These increased metabolites included a methionine (Met), 3 SMs, 5 PCs, and an octadecenoylcarnitine (C18:2). Metabolites with reduced levels included 17 PCs and 2 lysoPCs, spermine, alpha-amino adipic acid (alpha-AAA), and valine (Val). The most altered molecules in patients with MHE were
PCs and lysoPCs, which were mainly downregulated (negative logFC values). Of note, these phospholipids were previously found to be decreased in peripheral blood samples\(^{171}\) and postmortem brain samples\(^{172}\) from patients with Alzheimer’s disease.

### Table 3.2 Metabolites with significant alterations between patients with and without MHE.

<table>
<thead>
<tr>
<th>ID Biocrates</th>
<th>logFC(^a)</th>
<th>FDR(^b)</th>
<th>ID Biocrates</th>
<th>logFC(^a)</th>
<th>FDR(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC aa C36:4</td>
<td>-0.7436</td>
<td>0.0005</td>
<td>PC aa C38:5</td>
<td>-0.6788</td>
<td>0.0009</td>
</tr>
<tr>
<td>PC aa C38:4</td>
<td>-0.7106</td>
<td>0.0006</td>
<td>PC aa C38:3</td>
<td>-0.5105</td>
<td>0.0165</td>
</tr>
<tr>
<td>PC aa C38:5</td>
<td>-0.6788</td>
<td>0.0009</td>
<td>alpha-AAA</td>
<td>-0.4547</td>
<td>0.0167</td>
</tr>
<tr>
<td>PC aa C40:5</td>
<td>-0.6272</td>
<td>0.0015</td>
<td>PC aa C40:4</td>
<td>-0.4155</td>
<td>0.0228</td>
</tr>
<tr>
<td>PC aa C34:4</td>
<td>-0.8185</td>
<td>0.0038</td>
<td>PC aa C36:6</td>
<td>-0.6148</td>
<td>0.0230</td>
</tr>
<tr>
<td>lysoPC a C20:4</td>
<td>-0.5669</td>
<td>0.0041</td>
<td>lysoPC a C20:3</td>
<td>-0.6249</td>
<td>0.0245</td>
</tr>
<tr>
<td>PC aa C40:6</td>
<td>-0.7801</td>
<td>0.0046</td>
<td>PC aa C34:3</td>
<td>-0.5725</td>
<td>0.0250</td>
</tr>
<tr>
<td>PC aa C38:6</td>
<td>-0.8598</td>
<td>0.0051</td>
<td>Valine</td>
<td>-0.4825</td>
<td>0.0296</td>
</tr>
<tr>
<td>PC aa C38:0</td>
<td>-0.5767</td>
<td>0.0055</td>
<td>SM C22:3</td>
<td>1.1125</td>
<td>0.0372</td>
</tr>
<tr>
<td>Methionine</td>
<td>0.6004</td>
<td>0.0063</td>
<td>PC aa C32:3</td>
<td>-0.3489</td>
<td>0.0379</td>
</tr>
<tr>
<td>PC aa C36:5</td>
<td>-0.8773</td>
<td>0.0067</td>
<td>PC aa C42:1</td>
<td>0.3616</td>
<td>0.0386</td>
</tr>
<tr>
<td>SM (OH) C14:1</td>
<td>0.5611</td>
<td>0.0075</td>
<td>SM C16:0</td>
<td>0.3501</td>
<td>0.0399</td>
</tr>
<tr>
<td>PC ae C44:6</td>
<td>0.6000</td>
<td>0.0137</td>
<td>PC ae C30:0</td>
<td>0.4426</td>
<td>0.0409</td>
</tr>
<tr>
<td>Spermine</td>
<td>-0.3971</td>
<td>0.0139</td>
<td>PC ae C42:5</td>
<td>0.5168</td>
<td>0.0424</td>
</tr>
<tr>
<td>PC aa C36:4</td>
<td>-0.7436</td>
<td>0.0005</td>
<td>SM C18:2</td>
<td>0.4845</td>
<td>0.0477</td>
</tr>
<tr>
<td>PC aa C38:4</td>
<td>-0.7106</td>
<td>0.0006</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Lipids are described with the notation 'Cx:y', where x denotes the number of carbons in the side chain and y denotes the number of double bonds. Abbreviations: PC, phosphatidylcholine; lysoPC, lysophosphatidylcholine; SM, sphingomyelin. \(^a\)logFC: log\(_2\)-fold-change; \(^b\)p-value of the t-test calculated and adjusted by FDR using the limma R package.

Six cytokines (IL-15, CXCL13, CCL20, CX3CL1, IL-6, and IL-22) were identified with significantly different levels (FDR < 0.05) in patients with or without MHE, all of which presented increased levels in patients with MHE (Figure 3.9). Most cytokines showed the same direction of change at the mRNA and protein levels in patients with MHE (Table 3.3). Nonetheless,
given that the cytokine proteins were measured in plasma while mRNA was obtained from blood cells, we did not expect a perfect correlation between these 2 levels. Firstly, mRNAs for cytokines are subjected to post-transcriptional regulation by RNA binding proteins\textsuperscript{173,174} or miRNAs\textsuperscript{175}. In addition, plasma cytokines can be derived from sources other than blood cells. For instance, IL-15, CX3CL1, IL-17, and TNF\(\alpha\) can come from the liver\textsuperscript{176–178}. Furthermore, peripheral lymphocyte subtypes Th17 and Th22 can infiltrate the liver, resulting in IL-17 and TNF\(\alpha\) production that may contribute to the upregulation of these cytokines in the plasma of patients with MHE\textsuperscript{178}.

![Figure 3.9](image_url) **Figure 3.9** Serum cytokines with significant differences between patients with and without MHE. Differences between patients without MHE (red) and with MHE (dark grey) were tested using the Wilcoxon test with a threshold of an FDR < 0.05.

**Table 3.3** Cytokine direction of change in patients with MHE at the mRNA and protein levels.

<table>
<thead>
<tr>
<th>Cytokines dataset</th>
<th>Microarray dataset</th>
<th>Coincidence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FDR</td>
<td>logFC</td>
</tr>
<tr>
<td>CCL20</td>
<td>0.02</td>
<td>0.63</td>
</tr>
<tr>
<td>CX3CL1</td>
<td>0.02</td>
<td>0.47</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Cytokine</th>
<th>FDR</th>
<th>LogFC</th>
<th>Direction</th>
<th>FDR</th>
<th>LogFC</th>
<th>Direction</th>
<th>MHE Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>CXCL13</td>
<td>0.02</td>
<td>0.83</td>
<td>UP</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>?</td>
</tr>
<tr>
<td>IL-10</td>
<td>0.13</td>
<td>0.35</td>
<td>UP</td>
<td>0.13</td>
<td>0.43</td>
<td>UP</td>
<td>YES</td>
</tr>
<tr>
<td>IL-12</td>
<td>0.4</td>
<td>0.18</td>
<td>UP</td>
<td>0.12</td>
<td>0.3</td>
<td>UP</td>
<td>YES</td>
</tr>
<tr>
<td>IL-13</td>
<td>0.77</td>
<td>-0.16</td>
<td>DOWN</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>?</td>
</tr>
<tr>
<td>IL-15</td>
<td>0.02</td>
<td>1.06</td>
<td>UP</td>
<td>0.36</td>
<td>-0.2</td>
<td>DOWN</td>
<td>NO</td>
</tr>
<tr>
<td>IL-17</td>
<td>0.35</td>
<td>0.43</td>
<td>UP</td>
<td>0.93</td>
<td>-0.02</td>
<td>DOWN</td>
<td>NO</td>
</tr>
<tr>
<td>IL-18</td>
<td>0.28</td>
<td>0.31</td>
<td>UP</td>
<td>0.37</td>
<td>0.21</td>
<td>UP</td>
<td>YES</td>
</tr>
<tr>
<td>IL-22</td>
<td>0.02</td>
<td>0.53</td>
<td>UP</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>?</td>
</tr>
<tr>
<td>IL-4</td>
<td>0.92</td>
<td>0</td>
<td>UP</td>
<td>0.01</td>
<td>0.66</td>
<td>UP</td>
<td>YES</td>
</tr>
<tr>
<td>IL-6</td>
<td>0.02</td>
<td>1.68</td>
<td>UP</td>
<td>0.89</td>
<td>0.04</td>
<td>UP</td>
<td>YES</td>
</tr>
<tr>
<td>TGFβ</td>
<td>0.09</td>
<td>-0.68</td>
<td>DOWN</td>
<td>0.27</td>
<td>-0.25</td>
<td>DOWN</td>
<td>YES</td>
</tr>
<tr>
<td>TNFα</td>
<td>0.12</td>
<td>0.75</td>
<td>UP</td>
<td>0.02</td>
<td>-0.45</td>
<td>DOWN</td>
<td>NO</td>
</tr>
</tbody>
</table>

The table shows the significance (FDR) and log fold-change (logFC) between patients with MHE and without MHE in both cytokine and transcriptomic datasets extracted from their respective statistical tests. Some cytokines were not represented in the Agilent microarray (shown as NA). Abbreviations: FDR, false discovery rate; NA, non-available data.

We then evaluated the co-abundance patterns of these differentially expressed plasma compounds across patients with cirrhosis. The data clustered into 6 distinct groups with highly correlated elements (Figure 3.10a) and had abundance profiles that distinguished between the groups with and without MHE (Figure 3.10b). Several correlation groups comprised chemically similar compounds, suggesting a functional significance for this co-variation pattern. For example, 1 relevant cluster was composed of the cytokines CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6 (module 1, shown in green in Figure 3.10), which have already been proposed as candidate modulators of lymphocyte infiltration into the brain and may contribute to cognitive impairment in MHE.\(^\text{14}\)
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Figure 3.10 Metabolic and cytokine signatures present in patients with MHE.
(A) Absolute correlation plot and clustering analysis of extracellular molecules.
(B) Profiles of scaled compound levels across patients indicate the ability to distinguish between the groups with (red) and without (dark grey) MHE. Dashed lines represent compounds with negative correlations with the average block profile, which were set to positive for representation purposes.

In addition, the phospholipids almost perfectly clustered according to their molecular masses (total number of carbon atoms) and saturation levels (total number of double bonds) in 3 main functional modules: (a) short and softly unsaturated lipids with \( \leq 40 \text{C} \) and \( \leq 5 \) double bonds (purple module); (b) short and highly unsaturated lipids with \( \leq 40 \text{C} \) and \( > 5 \) double bonds (pink module); (c) long and highly unsaturated lipids with \( > 40 \text{C} \) and \( \geq 5 \) double bonds (dark green module). Interestingly, the relationship between phospholipids and inflammation has been extensively reported in the context of autoimmune diseases\(^{179,180}\). For instance, metabolomic measurements using the same technological platform as we used previously identified a panel of lipids that predict mild cognitive impairment or Alzheimer’s disease\(^{181}\) and 3 of them, PC aa C36:6, PC aa C38:6, and PC aa C40:6, were also significantly downregulated in patients with MHE.
During inflammation, or under conditions of oxidative stress, the polyunsaturated fatty acid side chains of the phospholipids in lipoproteins or cellular membranes can be oxidatively modified, generating structurally diverse oxidized phospholipid species and reactive aldehydes (e.g., MDA and hydroxynonenal [HNE])\(^{182}\), each of which may exert both pro-inflammatory and anti-inflammatory effects. In previous studies we showed that patients with MHE had signs of increased oxidative stress in their blood samples compared to patients with cirrhosis without MHE. Furthermore, MDA, an indicator of oxidative damage to lipids, was also increased in patients with MHE and its presence correlated with psychometric test results\(^{183}\). Here we describe altered lipid metabolism in the context of mild cognitive impairment in MHE for the first time. The mechanisms by which these changes in lipids contribute to MHE could be similar to those involved in mild cognitive impairment\(^{181}\) and Alzheimer’s disease\(^{184}\).

### 3.3.4. Multi-omic integration analysis highlights altered genes and associated pathways related with metabolites and cytokines in patients with minimal hepatic encephalopathy

The previous analyses identified transcriptional signatures in whole blood cells and a metabolic signature in serum that was associated with MHE. We then asked whether these signatures might be related by identifying gene expression signals that correlated with the extracellular compound changes linked to cognitive impairment. To answer this question, we established PLS multivariable regression models in which differentially expressed genes were taken as explanatory variables and each of the 6 metabolic modules were used as joint response variables to obtain a model per module. The accuracy and predictive ability of these models
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were determined by their goodness of fit ($R^2$) and goodness of prediction ($Q^2$), respectively. All 6 PLS models had high (> 0.9) $R^2$ scores, indicating that they had a good explanatory values, and most of the models also had good (> 0.5) $Q^2$ predictive values (Figure 3.11).

![Figure 3.11 Multi-omic integration analysis using partial least squares integrative models. $R^2$: goodness of fit. $Q^2$: goodness of prediction.](image)

One interesting property of the PLS method was the direct interpretability of the loading values as a measure of the relative importance of the variables in the model. To further understand the biological significance of the models, gene set enrichment tests were run for genes ranked by the loading vectors of the first component, which provided the best separation between patients with and without MHE in each of the 6 models (Figure 3.12).
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Figure 3.12 Score plots of the 6 partial least squares models. First component (Comp 1) achieved the best separation between patients with and without MHE in each of the 6 models. Red represents patients without MHE and dark grey represents patients with MHE.

The results were summarized in a multi-enrichment graph (Figure 3.13), where every node is a selected GO term from the enrichment analysis of the PLS loadings and the edges link them to the compound modules in which they were found to be significant. This representation locates module-specific pathways at the periphery of the network, while shared pathways are grouped towards the center. Overall, frequently shared pathways included ‘cell adhesion’, ‘immune response’, ‘proteolysis’, ‘ion transport’ and ‘adaptive immune response’, while module-specific pathways involved distinct signaling and metabolic pathways. Details of the significant genes within each enriched pathway are provided in Table 3.4.
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Figure 3.13 Multi-enrichment network. Every node is a significant GO biological process from the different enrichment analysis based on the partial least squares models. Edges denote links to the metabolite/cytokine modules in which these pathways were found to be significant.
Multi-omic analysis of changes in the peripheral immune system associated with the appearance of MHE in patients with cirrhosis

Table 3.4 Altered genes in patients with MHE within the biological processes obtained from the multi-enrichment analysis.

<table>
<thead>
<tr>
<th>Module 1: CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6</th>
<th></th>
<th></th>
<th></th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO term</td>
<td>p-value</td>
<td>LOR</td>
<td>Number</td>
<td>Genes</td>
</tr>
<tr>
<td>proteolysis</td>
<td>0.003</td>
<td>0.012</td>
<td>13</td>
<td>CPA3, CASP10, HP, CFB, SPACS, MMP14, ST14, BACE1, USP14, HPR, ADAM30, CPNE1, PCSK5</td>
</tr>
<tr>
<td>cell adhesion</td>
<td>0.010</td>
<td>0.013</td>
<td>20</td>
<td>VCAN, CYP1B1, SPP1, DCHS2, OLFM4, COL8A2, TNF, THBS1, COL13A1, CD4, SIGLEC12, CAM5, CSTA, EPHA1, CD36, CNTN5, COL5A1, PCDH12, CXCR3, CLSTN2</td>
</tr>
<tr>
<td>immune response</td>
<td>0.013</td>
<td>-0.014</td>
<td>22</td>
<td>PF4V1, CMKLR1, SMAD6, IL4, CD8B, THBS1, CD274, CCL5, MS4A2, CD8A, CXCL5, CD4, TNF, XCL1, HLA-DRB5, LY86, PF4, IFITM2, CD36, CXCR3, HLA-DQA2, CCR2</td>
</tr>
<tr>
<td>adaptive immune response</td>
<td>0.019</td>
<td>-0.011</td>
<td>16</td>
<td>CLEC6A, CLEC10A, CD88, CD274, MCOLN2, CD8A, CD4, ZNF683, LAG3, MICB, HLA-DRB5, HAVCR2, ANXA1, TNFRSF17, CD1C, HLA-DQA2</td>
</tr>
<tr>
<td>angiogenesis</td>
<td>0.023</td>
<td>0.010</td>
<td>13</td>
<td>ACVR1L1, ANG, APOLD1, MEIS1, CYP1B1, COL8A2, EREG, FGFR2, MMP14, EPHA1, JAG1, FLT4, CXCR3</td>
</tr>
<tr>
<td>chemotaxis</td>
<td>0.027</td>
<td>-0.009</td>
<td>12</td>
<td>PF4V1, CMKLR1, CCL5, PDGFRB, CXCL5, HMGB2, MSMP, CMTM5, XCL1, PF4, CXCR3, CCR2</td>
</tr>
<tr>
<td>positive regulation of cell population proliferation</td>
<td>0.036</td>
<td>0.010</td>
<td>15</td>
<td>AREG, SAPC2D, AKR1C3, PRAMEF8, IL4, THBS1, EREG, PRAMEF12, PDGFB, PDGFRB, FGFR2, CXCL5, EPHA1, FLT4, IL6ST</td>
</tr>
<tr>
<td>ion transport</td>
<td>0.043</td>
<td>-0.008</td>
<td>12</td>
<td>SLC12A7, CATSPER1, COMMD3, MCOLN2, HFE, SCN4A, CACNG2, CACNB2, TRPM6, SLC13A4, SLC4A4, EFHB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Module 2: lyoPC a C20:4, PC aa C32:3, PC aa C34:4, PC aa C36:4, PC aa C38:4, PC aa C38:5, PC aa C40:5, PC ae C30:0, and PC ae C38:0</th>
<th></th>
<th></th>
<th></th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO term</td>
<td>p-value</td>
<td>LOR</td>
<td>Number</td>
<td>Genes</td>
</tr>
<tr>
<td>lipid metabolic process</td>
<td>0.008</td>
<td>-0.016</td>
<td>27</td>
<td>APOB, PLIN1, PLA2G4A, CYP1B1, DHRS9, RAB7A, SLCA7A, SC5D, TM7SF2, DHC24, APOA1, ACOX2, NCEH1, ACSBG1, PLAA, CPNE7, CYP2J2, MGST2, CD36, LRP10, CYB5R2, CPT1A, CPNE1, ABCA1, CERS4, ARV1, NR1H2</td>
</tr>
<tr>
<td>immune response</td>
<td>0.025</td>
<td>-0.012</td>
<td>22</td>
<td>PF4V1, CMKLR1, SMAD6, IL4, CD8B, THBS1, CD274, CCL5, MS4A2, CD8A, CXCL5, CD4, TNF,</td>
</tr>
</tbody>
</table>
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| Module 3: Met, PC aa C34:3, PC aa C36:6, PC aa C38:6, and PC aa C40:6 |
|---------------------|-----------------|-------------|
| GO term             | p-value | LOR | Number | Genes |
| 1 immune response   | 0.012   | -0.014 | 22     | XCL1, HLA-DRB5, LY86, PF4, IFITM2, CD36, CXCR3, HLA-DQA2, CCR2 |
| 2 cell adhesion     | 0.014   | 0.013  | 20     | CPA3, CASP10, HP, CFB, SPCS3, MMP14, ST14, BACE1, USP14, HPR, ADAM30, CPNE1, PCSK5 |
| 3 proteolysis       | 0.017   | 0.010  | 13     | VCAN, CYP1B1, SPP1, DCHS2, OLFM4, COL8A2, TNR, THBS1, COL13A1, CD4, SIGLEC12, ICAM5, CSTA, EPFA1, CD36, CNTN5, COL5A1, PCDH12, CXCR3, CLSTN2 |
| 4 extracellular matrix organization | 0.021 | 0.010 | 13 | VCAN, SPP1, COL8A2, TNR, THBS1, COL13A1, PDGFB, TNF, ICAM5, MMP14, SPARC, COL5A1, GFOD2 |
| 5 adaptive immune response | 0.023 | -0.011 | 16 | CLEC6A, CLEC10A, CD8B, CD274, MCOLN2, CD8A, CD4, ZNF683, LG3, MICB, HLA-DRB5, HAVCR2, ANXA1, TNFRSF17, CD1C, HLA-DQA2 |
| 6 ion transport     | 0.023   | -0.009 | 12     | SLC12A7, CATSPER1, COMMD3, MCOLN2, HFE, SCN4A, CACNG2, CACNB2, TRPM6, SLC13A4, SLC4A4, EFHB |
| 7 cellular response to lipopolysaccharide | 0.039 | -0.009 | 15 | PF4V1, CD274, NLRP7, CXCL5, HMGB2, TNF, HAVCR2, PF4, CD36, ASS1, ABCA1, NUGGC, STAR, NR1H2, LY96 |
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<table>
<thead>
<tr>
<th>Module 4: PC aa C36:5, PC aa C42:1, PC ae C42:5, PC ae C44:5, PC ae C44:6, SM C16:0, and SM C22:3, Val</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO term</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td><strong>1 proteolysis</strong></td>
</tr>
<tr>
<td><strong>2 immune response</strong></td>
</tr>
<tr>
<td><strong>3 chemotaxis</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Module 5: alpha-AAA, SM (OH) C14:1, and spermine</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO term</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td><strong>1 immune response</strong></td>
</tr>
<tr>
<td><strong>2 adaptive immune response</strong></td>
</tr>
<tr>
<td><strong>3 cell adhesion</strong></td>
</tr>
<tr>
<td><strong>4 immune system process</strong></td>
</tr>
<tr>
<td><strong>5 proteolysis</strong></td>
</tr>
<tr>
<td><strong>6 ion transport</strong></td>
</tr>
<tr>
<td><strong>7 extracellular matrix</strong></td>
</tr>
</tbody>
</table>
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| Module 6: C18:2, lysoPC a C20:3, PC aa C38:3, and PC aa C40:4 |
| --- | --- | --- | --- |
| GO term | p-value | LOR | Number | Genes |
| lipid metabolic process | 0.011 | -0.015 | 27 | APOB, PLIN1, PLA2G4A, CYP1B1, DHRS9, RAB7A, SLC27A2, SC5D, TM7SF2, DHCR24, APOA1, ACOX2, NCEH1, ACSBG1, PLA1A, CPNE7, CYP2J2, MGST2, CD36, LRP10, CYB5R2, CPT1A, CPNE1, ABCA1, CERS4, ARV1, NR1H2 |
| axon guidance | 0.029 | 0.008 | 10 | SEMA3F, PALLD, CYFIP1, TNR, GFRA2, EPHA1, SEMA4F, NGFR, KIF5B, BMP7 |
| negative regulation of transcription by RNA polymerase II | 0.034 | -0.010 | 15 | LEFTY1, MSC, FGFR2, TNF, ZNF157, GATA2, DUSP26, NFATC4, SOX15, HBZ, CD36, RARB, NR1H2, TBX15, ZHX1 |
| cell adhesion | 0.045 | 0.010 | 20 | VCAN, CYP1B1, SPP1, DCHS2, OLFM4, COL8A2, TNR, THBS1, COL13A1, CD4, SIGLEC12, ICAM5, CSTA, EPHA1, CD36, CNTN5, COL5A1, PCDH12, CXCR3, CLSTN2 |

The table shows the summary of the 6 final enrichment analyses (1 per module of cytokines/metabolites). The gene ontology (GO) biological processes are sorted by their p-values according to gene set enrichment analysis performed with `mdgsa` implemented in the R/Bioconductor package. The log odds ratio (LOR) indicates whether the biological process was mainly enriched in downregulated genes in patients with MHE (negative values) or upregulated genes (positive values). The last 2 columns summarize the number and HGNC (HUGO Gene Nomenclature Committee) symbols of altered genes in patients with MHE that enriched each pathway.
Interestingly, the model for module 1, which comprised the previously highlighted cytokines CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6, showed enrichment for 3 immune-related pathways including ‘chemotaxis’, ‘adaptive immune response’, and ‘immune response’. This indicated a connection between the cellular immune response discussed above and the serum accumulation of inflammatory markers (Figure 3.13). Further inspection of the ‘chemotaxis’ GO term (Figure 3.14) revealed that this extracellular module of cytokines was related with the previously discussed chemokine receptors and ligands (CCR2, CXCR3, CMKLR1, CCL5, CXCL5, PF4, PF4V1, and MSMP).

Figure 3.14 Biological interpretation of the multi-omic integrative analysis. The altered GO terms ‘chemotaxis’ and ‘lipid metabolic process’ represented at the gene (rectangles) and metabolite (circles) levels. Arrows indicate significant up- (red) or downregulation (blue) in patients with versus without MHE.

Many of these chemokine receptors are altered in patients with multiple sclerosis, who show elevated levels of CCR2, CCR5, and CXCR3. Similarly, mouse models of inflammatory liver injury showed increased numbers of circulating CCR2-expressing monocytes that are attracted to the brain by activated microglia, while in vitro models of transmigration revealed that T cells from patients with multiple sclerosis exhibit an increased attraction to CCL3 and CCL5. Moreover, the ligand MSMP acts as ligand for CCR2 and exhibits a chemotactic activity for monocytes.
and lymphocytes\textsuperscript{188}, while the receptor \textit{CMKLR1} plays a key role in directing plasmacytoid dendritic cell trafficking\textsuperscript{189}. In a similar way, these results suggest that chemokines play an important role in patients with MHE in relation to trafficking of peripheral blood cells into the brain, as already shown in MHE patients\textsuperscript{14}.

Another interesting model was obtained for module 2, comprising PCs with \( \leq 40 \) carbons and 0–5 double bonds in the fatty acid chain, that appeared to be correlated to genes in the ‘lipid metabolic process’, ‘cellular response to lipopolysaccharide’, and ‘immune response’ pathways, among others (Figure 3.13). The lipid metabolic process pathway was also shared by module 6 (which was composed of similar phospholipids in terms of length and saturation levels) and included annotated genes from different pathways. In particular, we identified the downregulation of \textit{ACSBG1} and \textit{CERS4} (Figure 3.14).

\textit{ACSBG1} catalyzes the conversion of very long-chain fatty acids into their active form (acyl-CoA) both for the biosynthesis and degradation of cellular lipids\textsuperscript{190}, while \textit{CERS4} catalyzes the formation of sphingomyelins with high selectivity towards long and very-long chain fatty acids\textsuperscript{191}. This result suggests that impairment of long-chain fatty acid activation and SM production may be ongoing in patients with MHE. Additionally, we found 2 significantly upregulated lipid transporters within this pathway: \textit{ABCA1} (involved in transport of PCs from the cell into environment\textsuperscript{192}) and \textit{CD36} (responsible for internalization of long-chain fatty acids into cells\textsuperscript{193}), pointing towards increased fatty acid transport in patients with MHE.

\textit{CD36} is also a scavenger receptor that cooperates with toll-like receptors in the internalization of oxidized phospholipid and activating the inflammasome in macrophages\textsuperscript{194}. Moreover, the \textit{PLA2G4A} gene was
also upregulated in patients with MHE. PLAC4G4A selectively hydrolyzes PCs into arachidonic acid which is eventually formed into prostaglandins and is also implicated in the initiation of the inflammatory response. 195.

Lipidomic screening in patients with Alzheimer’s disease 171 identified 3 PCs that were significantly diminished. These authors hypothesized that altered phospholipase (PLA2) activity could lead to an increased PC metabolism and thereby, a subsequent decrease in their plasma levels. This forms part of the Lands cycle for the synthesis and degradation of PCs, in which plasma PCs are synthesized in the liver and secreted as components of lipoprotein particles. PCs are then hydrolyzed by PLA2 to produce lysoPC, which is rapidly cleared from circulation by transporters to the liver for the synthesis of PCs, closing the cycle. 196.

In agreement with the above, our study showed an increase in PLAC4G4A in the immune system cells from patients with MHE which may contribute to the decrease of PCs we observed. Of note, a differential phospholipid pattern was detected in the peripheral blood of patients with cirrhosis with or without MHE, as well as in patients with Alzheimer’s 171 or Parkinson’s disease 197.

In summary, our integrated model was able to link the extracellular information (metabolites/cytokines) with gene expression in human blood samples from patients with MHE. On the one hand, the results pointed towards the chemotactic function associated with a group of altered cytokines. On the other hand, 2 groups of PCs related to different aspects of lipid metabolic processes were identified that may contribute to the regulation of peripheral inflammation in patients with MHE.
3.4. Conclusion

This work identified immune system pathways that are potentially involved in the induction of MHE by integrating multiple molecular assays from blood samples. Firstly, we detected biological pathways that corroborated the observed decrease in Th2 cells and the increase in Th1 and Th17 cells in patients with MHE, while other pathways suggested B-cell upregulation and Tc downregulation. Lipid metabolism was described for the first time in the context of mild cognitive impairment in MHE. Secondly, specific sets of serum metabolites and cytokines were identified that pointed towards chemotactic function or structural patterns of lipids as mediators of MHE induction.

Finally, integrative modelling suggested a link between the cytokines CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6 and the alteration of chemotactic receptors (CCR2, CXCR3, and CMKLR1) and ligands (CCL5, CXCL5, PF4, PF4V1, and MSMP) in patients with MHE. This revealed a link between the production and reception of inflammatory signals operating in these patients. The PLS analysis also revealed that long-chain unsaturated PCs, increased fatty acid transport, and prostaglandin production are all strongly associated in samples from patients with MHE. This suggested a possible pathway for the dysregulation of structural phospholipids during this mild cognitive decline. Nonetheless, future work with a large cohort will be required to validate these results and to establish the utility of these molecular mechanisms as biomarkers of MHE.
Chapter 4

Identification of altered signaling pathways in CD4$^+$ lymphocytes isolated from patients with minimal hepatic encephalopathy

This chapter was adapted from the paper ‘Gene expression and signaling pathways in lymphocytes of cirrhotic patients with cognitive impairment. Role of miRNAs’ by Teresa Rubio, Ana Conesa, Sonia Tarazona, Cristina Marti, Paula Izuierdo-Altarejos, María-Pilar Ballester, Juan José Gallego, Desamparados Escudero-García, Amparo Urios, Carmina Montoliu, Vicente Felipo. Submitted to Translational Research, 2021.
4.1. Introduction

Peripheral inflammation and hyperammonemia act synergistically to induce MHE\textsuperscript{18}. All patients with cirrhosis show peripheral inflammation. However, it has been reported that the appearance of MHE is associated with a shift in the type of peripheral inflammation, with increased activation of all subtypes of CD4\textsuperscript{+} T lymphocytes; increased CD4\textsuperscript{+}CD28\textsuperscript{−} T lymphocytes, and intensified differentiation of CD4\textsuperscript{+} T lymphocytes into Tfh and Th22 cells\textsuperscript{14}. This aforementioned study suggested that changes in CD4\textsuperscript{+} T lymphocytes are key in the shift in peripheral inflammation in patients with cirrhosis, thereby triggering the appearance of MHE.

However, the precise biological pathways that are altered in CD4\textsuperscript{+} T lymphocytes to trigger this immune system shift and the emergence of neurological alterations are still poorly understood. Therefore, the aim of this current work was to shed light on the differences in gene expression in CD4\textsuperscript{+} T cells in patients with cirrhosis with and without MHE as well as the possible regulatory mechanisms behind these differences. Here we studied 2 layers of transcriptional regulation: modulation of mRNA transcription by transcription factors (TFs) and modulation of mRNA stability or translation by miRNAs.

miRNAs are small non-coding RNA molecules that induce target mRNA silencing. miRNA biogenesis is a multi-step process in which the primary hairpin structure in the nucleus is reduced to a 21–25 nt double-stranded RNA in the cytoplasm. This miRNA–miRNA* complex is composed of 1 miRNA which acts as the functional arm and another complementary miRNA* arm which is normally degraded. The complex is loaded into an RNA induced silencing complex (RISC) which, in cooperation with
additional proteins, recognizes the target mRNA. Consequently, the target mRNA molecules are silenced through mRNA strand cleavage, destabilization by shortening of its poly(A) tail, or by reducing the efficiency of the mRNA translation into proteins by ribosomes\textsuperscript{198}. Altered miRNA expression has been observed in several pathological situations including immunological diseases\textsuperscript{199}, liver diseases\textsuperscript{200}, and in different neurological diseases such as multiple sclerosis or Alzheimer’s and Parkinson’s diseases\textsuperscript{201–203}. Common pathophysiological processes have been reported for several neurological diseases, leading to the identification of shared miRNA dysregulation\textsuperscript{204}. A subset of these miRNAs (termed ‘NeurimmiRs’) may play a role in regulating aspects of both the neuronal and immune responses during neurological disease, perhaps making them new therapeutic targets\textsuperscript{205}.

Research into miRNAs is attracting considerable clinical interest because of the potential role of these molecules as diagnostic and prognostic biomarkers\textsuperscript{206,207} or as therapeutic targets\textsuperscript{208}. Indeed, NGS methods and the development of bioinformatics tools for the analysis of the resulting datasets\textsuperscript{209} is now allowing the detailed characterization of both miRNA expression profiles (miRNA-seq) and their target genes (RNA-seq)\textsuperscript{210}.

The aim of the work described in this chapter was to identify differences in gene expression in CD4\textsuperscript{+} T lymphocytes between patients with cirrhosis with and without MHE. In addition, the possible mechanisms by which these differences in mRNA levels appear and the signaling pathways affected were also examined. Here we isolated CD4\textsuperscript{+} T lymphocytes from patients with cirrhosis with and without MHE and performed expression analysis to identify: (1) gene expression changes and associated biological pathways altered in CD4\textsuperscript{+} T cells by analyzing mRNA levels
using RNA-seq; (2) changes in miRNA levels associated with MHE by employing miRNA-seq; (3) miRNAs or transcription factors which could be modulating the levels of key mRNAs; and (4) signaling pathways affected by the alterations in miRNAs and mRNAs that might play a relevant role in the shift in peripheral inflammation associated with the appearance of MHE.

4.2. Methods

4.2.1. Patients

Patients with liver cirrhosis were recruited from the outpatient clinics at the Hospital Clínico Universitario de Valencia and Hospital Arnau de Vilanova (Valencia, Spain). The diagnosis of cirrhosis was based on clinical, biochemical, and ultrasonographic data. Inclusion criteria were the presence of chronic liver cirrhosis and patient age of 18 years or more. The exclusion criteria were a diagnosis of overt HE or a history of overt HE, recent (< 6 months) alcohol intake, infections, antibiotic use, gastrointestinal bleeding (< 6 weeks), use of drugs affecting cognitive function (< 6 weeks), and the presence of hepatocellular carcinoma or neurological or psychiatric disorders. The study protocols were approved by the Scientific and Research Ethics Committees at the Hospital Clínico Universitario de Valencia and Hospital Arnau de Vilanova in Valencia, Spain and were in accordance with the ethical guidelines set out in the Helsinki Declaration.
4.2.2. Assessment of cognitive function using psychometric tests

Patients were evaluated using the PHES, a battery of 5 psychometric tests which is used as the gold standard for MHE diagnosis. The PHES score was calculated, adjusting for age and educational level, using Spanish normality tables (www.redeh.org). Patients were classified as having MHE when the score was ≤ −4 points. After performing the PHES, 6 patients without MHE and 6 patients with MHE were selected for inclusion in the study. All the patients were males except 1 female in the group of patients without MHE (PC130). The mean age in the group with MHE was 63 ± 4 years and in the group without MHE it was 60 ± 2 years, with no significant differences between the groups (t-test; p-value = 0.59).

4.2.3. Isolation of CD4⁺ T lymphocytes

Blood samples were collected in BD Vacutainer® tubes (Becton, Dickinson and Company, Franklin Lakes, NJ, USA) containing EDTA. Peripheral blood mononuclear cells (PBMCs) were prepared from whole blood by centrifugation over a density gradient medium (Lymphoprep™, Palex Medical, SA), according to the manufacturer's instructions. We then purified CD4⁺ T cells from 5×10⁶ PBMCs by immunomagnetic negative selection using an EasySep™ Human CD4⁺ T-cell Isolation Kit (Stemcell Technologies Inc.).

4.2.4. RNA extraction and sequencing

The total RNA, including small RNAs, was isolated from CD4⁺ lymphocytes using an miRNeasy Micro Kit (Qiagen) according to the manufacturer's instructions. Sample extractions were sent to the
Genomics Unit at the Centre for Genomic Regulation (Barcelona, Spain) which used a HiSeq2500 sequencer with HiSeq Sequencing v4 Chemistry. Ultra-low input RNA sequencing was selected for RNA-seq with poly A selection, a reverse stranded-specific library, with paired-end short-reads of 125 bp; single-end reads of 50 bp were used for small RNA sequencing. The HiSeq Control Software 2.2.58 was employed by the sequencing service for both datasets.

4.2.5. RNA-seq analysis

Reads were trimmed with Trimomatic\textsuperscript{211} software (version 0.38) when the mean quality score was below 20 in a sliding window of 20 bp and was removed if the resulting length was less than 80 pb. Read alignment was performed with STAR\textsuperscript{212} software (version 2.6.1c) with the default parameters and using the Gencode v29 human genome\textsuperscript{213} as a reference. Next, alignment sequencing quality was checked with Qualimap2\textsuperscript{214} software (version 2.2.1). Subsequently, the reads were counted to obtain the gene expression matrix with the htseq-count function in HTSeq\textsuperscript{215} software (version 0.9.1), applying the intersection-strict mode. Conditional quantile normalization (CQN), implemented in the cqn R/Bioconductor package, was applied to remove technical variability in the RNA-seq data. The cqn algorithm combines robust generalized regression to remove systematic biases such as GC-content and quantile normalization to correct for global RNA-seq data distortions\textsuperscript{216}. Finally, differential expression analysis was performed in the edgeR R/Bioconductor package\textsuperscript{92} and pathway enrichment analysis was carried out using the Paintomics\textsuperscript{104} web tool.
4.2.6. miRNA-seq analysis

Adapter sequences (AGATCGGAAGAGCACACGTCT) were removed with cutadapt\(^{217}\) software (version 1.9.1), which was also used to trim low-quality \((q < 30)\) ends from reads and to retain reads with a minimum length of 15 bp. Read alignment was performed with the same software and reference genome as for RNA-seq, but with specific parameters for small RNA-seq as follows: outFilterMatchNmin 16 (\(\geq 16\) bp matched to the genome), outFilterMismatchNoverLmax 0.05 (number of mismatches \(\leq 5\%\) of the mapped length), outFilterScoreMinOverLread 0, outFilterMatchNminOverLread 0 (both options turned off), and alignIntronMax 1 (splicing switched off). Qualimap\(^2\)\(^{214}\) (version 2.2.1) was used to check the alignment with default parameters. The expression matrix was generated with featureCounts\(^{218}\) using miRBase annotation\(^{219}\) (release 22.1) and was normalized with cqn\(^{216}\). Finally, differential expression analysis was performed in the edgeR R/Bioconductor package\(^{92}\).

4.2.7. Omic power analysis

The statistical power of each omic data type was evaluated with the MultiPower tool\(^{146}\) as a quality control for the differential expression results. For RNA-seq and miRNA-seq data, the power values exceeded 0.7 when aiming to detect features, with relatively large changes and low variability (a Cohen’s \(d\) of at least 1.3). Thus, we concluded that, despite the small sample size available, we had sufficient power to validate our results and proceed with the analysis.
4.2.8. Biological integration analysis

To biologically relate miRNA and mRNA, we obtained target genes for differentially expressed miRNAs from the functional annotation database included in tappAS software\textsuperscript{220} that contains curated miRNA annotations and target predictions from at least 5 different tools. Only target genes for which we had obtained statistically significant differences were considered in this analysis. Additionally, we filtered out any pairs with the same fold-change tendency because opposite expression profiles between regulator and target genes were expected in the miRNA context.

To collect TF–mRNA relationships, we first extracted differentially expressed TFs from the RNA-seq analysis. The target genes of these differentially expressed TFs were then obtained from the \texttt{ttargets} R package available at github\textsuperscript{221}, selecting the ENCODE database\textsuperscript{222} as the source of the TF–target gene annotations. Only differentially expressed target genes were included and both up- and downregulatory relationships between TFs and target genes were considered.

4.2.9. Data availability

4.3. Results and discussion

4.3.1. Data pre-processing

RNA-seq data contained > 50 million 150 bp reads which we processed using different software packages (as described in the Methods section). First, we performed read quality control and found that read trimming was required to remove the low quality read 3’-ends. Second, reads were aligned (mapped) against a reference genome to identify which ones belonged to each gene. After quality control of the mapping step, the genes were quantified counting the number of reads assigned to every gene. By repeating this process for each sample, we obtained an expression matrix with 58,676 genes and 12 samples. Hereinafter, when we mention ‘raw data’, we refer to this expression matrix.

Our exploratory analysis of RNA-seq raw data showed a high proportion of genes with low expression levels (Figure 4.1A) in all the quantified genes. Genes containing low count values across most of samples were removed and 12,352 genes were retained for subsequent analysis. After the low-count filtering, boxplots highlighted a slight variable data distribution between the samples (Figure 4.1C). PCA score plot of this dataset (Figure 4.1D) revealed an almost perfect separation between the patients with and without MHE by PC1 (35.97% explained variability) except for PC132 and PC134.

After applying CQN normalization, the data distribution was transformed (Figure 4.1E) to allow sample comparison in subsequent analyses but with very few alterations to the groupings between patients without and with MHE, as shown in the score plot (Figure 4.1C). Additionally, CQN normalization also corrected the GC bias frequently produced when using RNA-seq platforms, although in our case this effect was minimal.
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Figure 4.1 RNA-seq exploratory analysis. Boxplots and PCA score plots of RNA-seq raw data (A, B), after low-count filtering (C, D), and after normalization (E, F), from patients with cirrhosis without MHE (red) and with MHE (dark grey). For visualization purposes, the data were log-transformed in panels A, B, C and D. The percentages shown in parenthesis for the PCA plot axes indicate the amount of explained variability. Abbreviations: PC1 and PC2, principal components 1 and 2, respectively.

miRNA-seq data also contained > 50 million reads but with lengths of 50 bp. Illumina adapter content was required for sequencing but had to be removed for quantification, as described in the Methods section. After adapter removal and 3’-end trimming, the quality of the reads was optimal for alignment against the reference genome. miRNA quantification was performed for each sample to obtain an expression matrix with 2,652 miRNAs and 12 samples. Boxplots showed a high content in low-count miRNAs (Figure 4.2A) and PCA score plots separated well the 2 groups of patients (Figure 4.2B), except for the same 2 patients highlighted in the RNA-seq dataset.

miRNAs with low counts were filtered out to retain 395 miRNAs for subsequent analysis, with very variable data distribution between the samples, as shown in the boxplots (Figure 4.2C). The PCA score plot showed that the group separation remained after the low-count filtering (Figure 4.2D). As in the case of RNA-seq, the application of CQN normalization transformed the data distribution to make the samples comparable (Figure 4.2E) while leaving the grouping between patients without and with MHE almost unchanged, as shown in the corresponding score plot (Figure 4.2F). Additionally, as previously mentioned, CQN normalization also corrected the GC bias in the miRNA-seq dataset with a minimal effect.
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**Figure 4.2 miRNA-seq exploratory analysis.** Boxplot and PCA score plots of the miRNA-seq raw data (A, B), after low-count filtering (C, D), and after normalization (E, F), from patients with cirrhosis without MHE (red) and with MHE (dark grey). For visualization purposes, the data were log-transformed in panels A, B, C and D. The percentages shown in parenthesis for the PCA plot axes indicate the amount of explained variability. Abbreviations: PC1 and PC2, principal components 1 and 2, respectively.

**4.3.2. CD4+ lymphocytes from patients with minimal hepatic encephalopathy showed alterations in 167 mRNA and 20 signaling pathways compared to patients without minimal hepatic encephalopathy**

Differential gene expression analysis comparing patients with cirrhosis with and without MHE revealed 167 genes with significant expression changes in CD4+ lymphocytes ($p$-value < 0.05; 2-fold change; Figure 4.3). Some biological insights could be extracted from this information by looking at the 10 genes with the highest fold-changes: ADGRG7, IGHV2-70D, RGS16, HES1, HLA-DRB5, IGLV4-69, PDK4, NLRC4, FPR2, and HSPA6.

**Figure 4.3 Differential gene expression analysis of the RNA-seq dataset comparing patients with cirrhosis with and without MHE.** The volcano plot shows the statistical significance (logarithmically transformed $p$-values) versus

141
Identification of altered signaling pathways in CD4+ lymphocytes isolated from patients with MHE

the ratio between groups of patients (logarithmically transformed fold-changes). Red dots represent significantly altered genes (p-value < 0.05 and |log_2 fold-change| > 1); genes out of our significance criteria were colored in blue, green, or grey. The top 10 differentially expressed genes were labeled using the nomenclature from the HUGO Gene Nomenclature Committee (HGNC).

Of these, the decreased **IGHV2-70D** (immunoglobulin heavy variable 2-70D) and **IGLV4-69** (immunoglobulin lambda variable 4-69) and the increased **HLA-DRB5** (major histocompatibility complex, class II, DR beta 5) genes were involved in immune system function. The highly downregulated **ADGRG7** (adhesion G protein-coupled receptor G7) has been previously linked to lymphoma\(^2\) and its deletion produces body weight loss and increased intestinal contraction frequency\(^2\), however, its physiological role and regulation have not yet been elucidated.

**RGS16** (regulator of G protein signaling 16) can regulate T-lymphocyte activation and migration in response to inflammatory stimuli\(^2\). **HES1** (hes family BHLH transcription factor 1) plays a crucial role in controlling and regulating T-lymphocyte progenitors\(^2\). While **NLRC4** (NOD-like receptor C4) and **FPR2** (formyl peptide receptor 2) are key components in inflammation and antibacterial host defense\(^2\). The remaining genes, **PDK4** (pyruvate dehydrogenase kinase 4) and **HSPA6** (heat shock protein family A member 6) are a kinase that regulates glucose and fatty acid metabolism and a chaperone implicated in a wide variety of cellular processes, respectively.

Enrichment analysis to jointly look at the biological functions of all the differentially expressed genes identified 20 altered pathways (p-value < 0.05; Figure 4.4) which were mainly related to the immune system. In particular, the ‘IL-17 signaling pathway’ and ‘toll-like receptor signaling pathway’ processes were directly linked to CD4\(^+\) T-cell activity. Other affected pathways were ‘histidine metabolism’ and ‘tryptophan
metabolism’, which also modulate the immune system to produce intermediates that act as modulators of peripheral inflammation\textsuperscript{61,62}.

Figure 4.4 RNA-seq enrichment analysis identified 20 signaling pathways that were altered in CD4\(^+\) lymphocytes from patients with MHE. The graph shows the KEGG pathways that were significantly (\(p\)-value < 0.05) altered in CD4\(^+\) lymphocytes from patients with MHE, as identified by transcriptomic enrichment analysis. The \(p\)-values were mathematically transformed in this representation by applying the formula \(1 - \log_{10}(p)\) to improve the interpretability of the data (the higher value, the higher the statistical significance).

Regarding the altered genes included in the ‘toll-like receptor signaling pathway’, TLR2 and TLR4 mRNAs were significantly increased and TLR1, TLR5, and TLR6 mRNAs also tended to increase (Figure 4.5). Toll-like receptors 2 and 4 (TLR-2 and TLR-4), which were upregulated, could play a role in the shift in peripheral inflammation in patients with cirrhosis towards an ‘autoimmune-like’ type of inflammation, which would then trigger MHE\textsuperscript{14,229}. Indeed, TLR2 and TLR4 have already been proposed as prognostic markers for autoimmune pathologies including Graves’ disease\textsuperscript{230}.
Figure 4.5 (A) The toll-like receptor pathway and (B) the IL-17 signaling pathway. Rectangles represent gene up- (red) or downregulation (blue) in patients with MHE versus those without MHE. The black arrows and thicker black borders mark genes with statistically significant changes ($p$-value < 0.05 and 2-fold increases/decreases). Tables of $p$-values and fold-changes (FCs) are included to show genes with $p$-value < 0.05 which exceeded our significance cutoff but were still relevant to MHE.
The expression of these 2 TLRs is also increased in multiple sclerosis, where resident cells and leukocytes that have infiltrated into the central nervous system exhibit high levels of expression of TLR-2 and its ligands. TLR-2 may contribute to the development of multiple sclerosis by reinforcing Th1/Th17 cell-related responses and/or by downregulating regulatory T cells. Furthermore, depletion of TLR-2 in murine multiple sclerosis models alleviated disease susceptibility and reduced CD4+ cell infiltration into the central nervous system. In addition, TLR-4 regulates Th17 differentiation in multiple sclerosis and has been proposed as a therapeutic target for Th17-mediated neurodegeneration in neuroinflammatory diseases.

Taken together, these data suggest that the increase in TLR2 and TLR4 in CD4+ T lymphocytes in patients with MHE could contribute to the shift towards auto-immune-type peripheral inflammation, the associated activation of Th17 CD4+ lymphocytes, and promotion of the infiltration of peripheral Th17 and Tfh lymphocytes into the brain which would then trigger cognitive impairment.

Following ligand binding, activation of toll-like receptors initiates a series of signaling cascades (e.g., MAPK and PI3K-Akt) that lead to the translocation of NF-kB, FOS, and JUN transcription factors into the nucleus where they promote the transcription of genes for pro-inflammatory cytokines such as TNFα, IL-1β, CXCL8, CCL5, CCL3L, and CCL4. The levels of mRNAs for these cytokines tended to decrease in CD4+ T lymphocytes from patients with MHE, except for CCL5, whose expression increased. Another significantly upregulated mRNA coded for CD86, a protein with costimulatory properties on effector memory T lymphocytes.
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The ‘IL-17 signaling pathway’ gene expression was also altered in patients with MHE. The interleukin-17 superfamily consists of 6 ligands (from IL-17A to IL-17F), although IL-17A is the principal ligand and is mainly produced by Th17 lymphocytes\textsuperscript{239}. This increase would also contribute to the enhanced response and activation of Th17 lymphocytes reported in patients with MHE and to the infiltration of these cells into the brain\textsuperscript{14,15}. Although \textit{IL17RA} receptor gene expression was increased in patients with MHE, intermediates like \textit{TRAF6} tended to decrease and \textit{NF-kB}, \textit{FOS}, and \textit{JUN} were downregulated. This was associated with a tendency towards the decrease in mRNAs coding for cytokines such as \textit{CXCL2}, \textit{CXCL8}, \textit{TNF}, and \textit{PTGS2} and an increase in \textit{CXCL5}, \textit{S100A8}, and \textit{S100A9} (Figure 4.5). In the case of IL-17C, the subunit receptor IL17RE and subsequent intermediates (JUND, FOS, and JUN) were significantly downregulated and this was associated with a tendency towards decreased expression of the mRNAs for IL-1β and TNFα.

Taken together, this analysis identified the alteration of 2 signaling pathways that were relevant for CD4\textsuperscript{+} lymphocyte function in patients with MHE. It is noteworthy that the initial elements of both for the toll-like receptor and IL-17 signaling pathways (the mRNAs for TLR2, TLR4, or IL17RA) were upregulated (Figure 4.5), while the intermediate products of the pathways were downregulated (RELA, JUN, and FOS) and the final products tended to be downregulated. This occurred for the mRNAs for TNFα, IL-1β, CXCL8, CCL3, and CCL4 in the TLR pathway and TNFα, IL-1β, CXCL2, CXCL8, and PTGS2 in the IL-17 signaling pathway. The role of miRNAs in this paradoxical regulation is discussed below.

We also identified 2 metabolic pathways that were altered in CD4\textsuperscript{+} lymphocytes from patients with MHE that may contribute to alterations in the immune response. Firstly, the ‘histidine metabolism’ pathway showed
increased expression of mRNAs for enzymes involved in the first reactions of histidine catabolism (Figure 4.6). L-Histidine is transformed into histamine via increased histidine decarboxylase (HDC), with upregulated histamine N-methyltransferase (HNMT) later adding a methyl group to histamine, while aldehyde dehydrogenase (ALDH2, which was also upregulated) transforms it into imidazole-4-acetate. In addition, L-Histidine is also metabolized into urocanate by upregulated histidine ammonia-lyase (HAL). Histamine favors polarization of the immune response towards a Th1 profile and induces IL-17 production in Th17 cells in patients with atopic dermatitis or psoriasis. The data reported here suggest that upregulation of histamine production in CD4+ T cells in patients with MHE could contribute to their increased Th1 and Th17 responses.
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Figure 4.6 (A) Histidine metabolism pathway and (B) the tryptophan metabolism pathway. Rectangles represent gene up-(red) in patients with MHE versus those without MHE. The black arrows and thicker black borders mark genes with statistically significant changes (p-value < 0.05 and 2-fold increases). The p-value and fold-change (FC) tables were included to show genes with p-value < 0.05 which exceeded our significance cutoff but were still relevant to MHE.
Secondly, the ‘tryptophan metabolism’ pathway was also altered in patients with MHE (Figure 4.6), with increased levels of the mRNAs for proteins that produce L-kynurenine via aryiformamidase (AFMID) and 3-hydroxy-L-kynurenine via kynurenine 3-monooxygenase (KMO). Both molecules are transformed into anthranilate and 3-hydroxy-anthranil late, respectively, by the upregulated kynureninase (KYNU). Tryptophan metabolism dysregulation, which shifts catabolic routes towards oxidative breakdown along the kynurenine axis is inextricably linked with immune activation\textsuperscript{241}.

Mezrich et al.\textsuperscript{242} showed that kynurenine activates AHR, a Th22-inducing transcription factor. Kynurenines induce AHR translocation to the nucleus and promote IL-10 and IL-22 expression\textsuperscript{61}. It is likely that enhanced production of kynurenine in CD4\textsuperscript{+} T lymphocytes in patients with MHE contributes to the increased differentiation to Th22 cells and production of IL-22 reported by Mangas-Losada et al.\textsuperscript{14}, as well as the reduced cognitive performance in patients with MHE. Indeed, an association between increased levels of kynurenine and poorer cognitive performance has been reported in several studies\textsuperscript{243–245}. Thus, the use of kynurenine pathway enzyme inhibition has been proposed as a potential therapeutic strategy for treating neurological diseases\textsuperscript{246}. These data suggest that the upregulation of enzymes producing kynurenine and its derivatives in CD4\textsuperscript{+} T lymphocytes from patients with MHE could contribute to the immune shift and appearance of cognitive impairment in these patients.
4.3.3. **CD4⁺ lymphocytes showed altered levels for 13 miRNAs and 7 transcription factors comparing patients with versus without minimal hepatic encephalopathy**

Differential expression analysis of miRNA-seq detected 13 miRNAs whose levels were significantly different between patients with cirrhosis with or without MHE ($p$-value < 0.05; Table 4.1). Most of these miRNAs were upregulated in patients with MHE while only 3 (miR-1246, miR-4999-5p, and miR-4521) were downregulated. Additionally, 7 transcription factors showed significant differences in their gene expression levels. In this case, only 1 transcription factor was upregulated ($GATA2$) while the rest were downregulated.

**Table 4.1** miRNAs and transcription factors with altered levels in CD4⁺ lymphocytes from patients with MHE.

<table>
<thead>
<tr>
<th>micro-RNAs</th>
<th>log CPM</th>
<th>fold change</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>miR-1246</td>
<td>1.729</td>
<td>0.501</td>
<td>0.015</td>
</tr>
<tr>
<td>miR-127-5p</td>
<td>5.460</td>
<td>2.641</td>
<td>0.019</td>
</tr>
<tr>
<td>miR-4999-5p</td>
<td>1.996</td>
<td>0.498</td>
<td>0.020</td>
</tr>
<tr>
<td>miR-130b-3p</td>
<td>5.250</td>
<td>1.896</td>
<td>0.022</td>
</tr>
<tr>
<td>miR-656-3p</td>
<td>5.640</td>
<td>2.512</td>
<td>0.023</td>
</tr>
<tr>
<td>miR-4645-3p</td>
<td>3.330</td>
<td>1.602</td>
<td>0.024</td>
</tr>
<tr>
<td>miR-494-3p</td>
<td>8.866</td>
<td>2.291</td>
<td>0.034</td>
</tr>
<tr>
<td>miR-4433b-5p</td>
<td>9.020</td>
<td>2.213</td>
<td>0.035</td>
</tr>
<tr>
<td>miR-539-3p</td>
<td>6.191</td>
<td>2.244</td>
<td>0.044</td>
</tr>
<tr>
<td>miR-130a-3p</td>
<td>6.226</td>
<td>2.285</td>
<td>0.047</td>
</tr>
<tr>
<td>miR-33a-3p</td>
<td>2.530</td>
<td>1.989</td>
<td>0.049</td>
</tr>
<tr>
<td>miR-335-5p</td>
<td>8.380</td>
<td>1.862</td>
<td>0.049</td>
</tr>
<tr>
<td>miR-4521</td>
<td>6.150</td>
<td>0.461</td>
<td>0.049</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Transcription Factors</th>
<th>log CPM</th>
<th>fold change</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>JUND</td>
<td>8.688</td>
<td>0.450</td>
<td>0.001</td>
</tr>
<tr>
<td>BHLHE40</td>
<td>7.411</td>
<td>0.387</td>
<td>0.004</td>
</tr>
<tr>
<td>FOS</td>
<td>10.486</td>
<td>0.499</td>
<td>0.034</td>
</tr>
<tr>
<td>JUNB</td>
<td>10.680</td>
<td>0.474</td>
<td>0.008</td>
</tr>
<tr>
<td>JUN</td>
<td>9.683</td>
<td>0.488</td>
<td>0.025</td>
</tr>
<tr>
<td>GATA2</td>
<td>3.445</td>
<td>2.131</td>
<td>0.037</td>
</tr>
<tr>
<td>MAFF</td>
<td>4.011</td>
<td>0.416</td>
<td>0.005</td>
</tr>
</tbody>
</table>

A list of miRNAs and transcription factors whose levels were significantly (p-value < 0.05) altered in CD4+ lymphocytes from patients with MHE. miRNA annotation was derived from the miRBase database. The level quantification is shown as the logarithmic value of counts per million (CPM). The relative differences between the groups are presented as the fold-change scores.

4.3.4. Identification of miRNAs and transcription factors that modulate the differential expression of key genes involved in regulating immune responses in minimal hepatic encephalopathy

A main goal of this study was to unveil the regulatory mechanisms involved in gene expression changes in CD4+ T cells from patients with MHE. To identify these mechanisms, we searched public databases for evidence of binding between the detected miRNAs and TFs and the genes that were differentially expressed in patients with MHE (as described in the Methods section). A total of 16 miRNA–mRNA associations involving the altered genes were found (Figure 4.7) in which 4 miRNAs (miR-130a/b-3p, miR-656-3p, miR-335-5p, and miR-494-3p) participated. According to the annotation database, these 4 miRNAs modulated the levels of 14 mRNAs and 3 transcription factors (Figure 4.7).
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Figure 4.7 miRNAs and transcription factors modulating the differential expression of key genes involved in the regulation of immune responses in patients with MHE. The colors indicate upregulation (red) or downregulation (blue) in CD4+ lymphocytes from patients with cirrhosis with MHE versus those without MHE. Shapes were used to distinguish the distinct features with hairpins representing miRNA, ovals showing transcription factors (TF), and rectangles denoting genes.

In all the cases, the regulatory miRNAs were upregulated while target mRNAs were downregulated in patients with MHE. In the case of transcription factors, the regulatory analysis indicated that previous studies have described JUN, FOS, MAFF, and BHLHE40 (which were downregulated in this work), as binding to the promoter regions of 5 of the MHE-altered genes as well as 1 transcription factor (Table 4.2).
Table 4.2 Associations between miRNAs or transcription factors altered in CD4$^+$ T lymphocytes from patients with MHE, and their target genes.

<table>
<thead>
<tr>
<th>miRNAs – mRNAs</th>
<th>Regulator (miRNA)</th>
<th>Target gene (mRNA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
<td>Fold Change</td>
</tr>
<tr>
<td>miR-130a-3p</td>
<td>2.285</td>
<td>0.047</td>
</tr>
<tr>
<td>miR-130a-3p</td>
<td>2.285</td>
<td>0.047</td>
</tr>
<tr>
<td>miR-130a-3p</td>
<td>2.285</td>
<td>0.047</td>
</tr>
<tr>
<td>miR-130a-3p</td>
<td>2.285</td>
<td>0.047</td>
</tr>
<tr>
<td>miR-130b-3p</td>
<td>1.896</td>
<td>0.022</td>
</tr>
<tr>
<td>miR-130b-3p</td>
<td>1.896</td>
<td>0.022</td>
</tr>
<tr>
<td>miR-130b-3p</td>
<td>1.896</td>
<td>0.022</td>
</tr>
<tr>
<td>miR-130b-3p</td>
<td>1.896</td>
<td>0.022</td>
</tr>
<tr>
<td>miR-335-5p</td>
<td>1.863</td>
<td>0.049</td>
</tr>
<tr>
<td>miR-494-3p</td>
<td>2.292</td>
<td>0.034</td>
</tr>
<tr>
<td>miR-494-3p</td>
<td>2.292</td>
<td>0.034</td>
</tr>
<tr>
<td>miR-494-3p</td>
<td>2.292</td>
<td>0.034</td>
</tr>
<tr>
<td>miR-494-3p</td>
<td>2.292</td>
<td>0.034</td>
</tr>
<tr>
<td>miR-656-3p</td>
<td>2.513</td>
<td>0.023</td>
</tr>
<tr>
<td>miR-656-3p</td>
<td>2.513</td>
<td>0.023</td>
</tr>
<tr>
<td>miR-656-3p</td>
<td>2.513</td>
<td>0.023</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transcription factors (TF) – mRNAs</th>
<th>Regulator (TF)</th>
<th>Target gene (mRNA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Name</td>
<td>Fold Change</td>
</tr>
<tr>
<td>BHLHE40</td>
<td>0.387</td>
<td>0.004</td>
</tr>
<tr>
<td>FOS</td>
<td>0.499</td>
<td>0.034</td>
</tr>
<tr>
<td>JUN</td>
<td>0.488</td>
<td>0.025</td>
</tr>
<tr>
<td>JUND</td>
<td>0.450</td>
<td>0.001</td>
</tr>
<tr>
<td>JUND</td>
<td>0.450</td>
<td>0.001</td>
</tr>
<tr>
<td>MAFF</td>
<td>0.416</td>
<td>0.005</td>
</tr>
</tbody>
</table>

The table is divided in 2 sub-tables: the first summarizes all the predicted miRNA–mRNA interactions and the second shows the predicted transcription factors (TF)–mRNA associations. In both cases, the left part (salmon) shows the regulators (miRNA or TFs) and the right (yellow) shows the target genes (mRNAs). Both fold-change and p-values are given for each feature to compare the changes and statistical significance in patients with cirrhosis with MHE versus those without MHE.
This analysis identified increased levels of miR-130a-3p and miR-130b-3p as potential inducers of the downregulation of GADD45A in CD4+ lymphocytes from patients with MHE. GADD45A is a negative regulator of T-cell proliferation that suppresses the TCR signaling pathway mediated by p38 (Figure 4.8). Inactivation of GADD45A in knockout mice induces a lupus-like autoimmune response\(^\text{247}\). In mammalian cells, p38 constitutes an alternative TCR-signaling pathway in T cells, bypassing the upstream MAPK cascade\(^\text{248}\). p38 plays a role in the regulation of Th1 differentiation and so p38 inhibitors are now being used to treat Th1-mediated inflammatory diseases such as rheumatoid arthritis\(^\text{249}\). These data suggest that miR-130a-3p and miR-130b-3p mediated downregulation of GADD45A in CD4+ T cells from patients with MHE may be one contributor to Th1 cell polarization. Moreover, this molecule may be an attractive therapeutic target because of its disruption of the TCR activation pathway is selectively restricted to activated T cells.

![Figure 4.8 Potential mechanisms by which increased levels of miR-494-3p, miR-656-3p, and miR-130a/b may contribute to altering CD4+ cell pathways and could be promoting a pro-inflammatory shift in peripheral inflammation](image-url)
in patients with MHE. TNFAIP3 (A20) negatively regulates the production of pro-inflammatory cytokines (TNFα and IL-1β) by inhibiting the action of the NF-kB pathway at various levels (IL-17R, TRAF6, or NF-kB). DDIT3 (CHOP) and ZFP36 (TTP) act as post-transcriptional inhibitors of IL-17 and/or TNFα expression. GADD45A inhibits the T-cell receptor signaling pathway via p38, which then suppresses T-cell proliferation. Created with BioRender.com.

It has been proposed that activation of Th17 lymphocytes and increased IL-17 levels play a key role in triggering MHE\textsuperscript{14}. Here we identified 2 miRNAs (miR-656-3p and miR-494-3p), which seem to contribute to this enhanced IL-17 response. Increased levels of miR-656-3p would downregulate ZFP36; the ZFP36 gene encodes the tristetraprolin (TTP) protein which binds directly to AU rich-elements (AREs) in different mRNAs, including those for the cytokines TNFα, IL-10, IL-2, and IL-23. Interestingly, the stability of a large class of mammalian mRNAs is regulated by AREs located in the mRNA 3'-untranslated region (UTR).

mRNAs with AREs are inherently labile although, as a response to different cellular cues, they can either become stabilized, allowing gene expression, or destabilized, resulting in silencing\textsuperscript{250}. Previous reports showed that TTP reduces IL-17 expression in human T cells by directly binding to a region of ARE motifs in the mRNA 3' UTR\textsuperscript{251}. The downregulation of TTP by miR-656-3p in CD4\textsuperscript{+} lymphocytes from patients with MHE would contribute to increased translation of IL-17 mRNA and IL-17 protein levels.

Furthermore, DDIT3 (also known as CHOP or GADD153) is a suppressor of Th17 cytokine production, thereby inhibiting mRNA-translation. Chang et al.\textsuperscript{252} showed that overexpression of CHOP reduces IL-17, IL-17F, and IL-22 levels. In CD4\textsuperscript{+} lymphocytes from patients with MHE, increased levels of miR-494-3p would downregulate DDIT3, contributing to the reported increased production of IL-17 and IL-22 by isolated CD4\textsuperscript{+} T cells from these patients\textsuperscript{14}. 
We also identified miR-494-3p as an indirect regulator of \textit{TNFAIP3} (Figure 4.8), via the AP-1 complex (FOS and JUN transcription factors). \textit{TNFAIP3} is a gene that encodes the protein A20, whose dysfunction has been linked with excessive inflammation and autoimmunity\textsuperscript{253}. \textit{TNFAIP3} is also decreased in patients with multiple sclerosis and Parkinson’s disease, contributing to the persistence of inflammation in these disorders\textsuperscript{254}. Clinical studies of multiple sclerosis have linked reduced \textit{TNFAIP3} levels (mainly in monocytes and to a lesser extent in CD4\textsuperscript{+} T cells\textsuperscript{255}) with increased disease progression\textsuperscript{256}.

A20 is expressed in practically all cell types and acts as a negative regulator in multiple inflammatory processes including TNFR, IL-1R, TLR, and NOD signals\textsuperscript{257}. A20 negatively regulates inflammation by inhibiting the action of the NF-kB transcription factor\textsuperscript{258}. In fact, the reduced levels of A20 in patients with MHE may enhance NF-kB-mediated pro-inflammatory responses (Figure 4.8). A20 is also able to interact directly with the IL-17RA receptor to reduce IL-17 responses\textsuperscript{259,260}.

In other neurological disorders, \textit{TNFAIP3} gene expression is decreased in CD4\textsuperscript{+} T cells and serum, and is associated with the upregulation of NF-kB expression\textsuperscript{261}. Similar mechanisms may occur in CD4\textsuperscript{+} T lymphocytes from patients with MHE: the increased levels of miR-494-3p would downregulate A20 and thus, increase the production of pro-inflammatory cytokines, as reported by Mangas-Losada et al.\textsuperscript{14}, in serum and CD4\textsuperscript{+} T cells isolated from patients with MHE.

The increased levels of miR-494-3p in CD4\textsuperscript{+} T lymphocytes from patients with MHE may explain some of the paradoxical effects on the toll-like receptors and IL-17 receptor pathways mentioned above. In these cases, the initial pathway elements (\textit{TLR2}, \textit{TLR4}, and \textit{IL17RA}) are upregulated
while the final products of the pathways (the mRNAs for TNFα, IL-1β, CXCL8, CCL3, and CCL4 for the TLR pathway and TNFα, IL-1β, CXCL2, CXCL8, and PTGS2 for the IL-17 pathway) tend to be downregulated. As shown in Figure 4.5, the AP-1 complex (formed by the FOS and JUN transcription factors) is an essential element in the pathway and is significantly downregulated in both pathways. Therefore, upregulation of miR-494-3p would explain the downregulation of the FOS/JUN mRNAs in CD4+ lymphocytes from patients with MHE (Figure 4.7 and Table 4.2).

Moreover, miR-494-3p may also contribute to reducing the expression of mRNAs for NF-kB-dependent pro-inflammatory cytokines in patients with MHE (Figure 4.9). Zhang et al.\textsuperscript{262} showed that LPS-induced overexpression of miR-494-3p in RAW264.7 cells downregulated IL-1β and TNFα mRNA expression; miR-494-3p also specifically binds to the 3′-UTR of PTEN mRNA, reducing its transcription. PTEN is a phosphatase that dephosphorylates phosphatidylinositol (3,4,5)-triphosphate (PIP3), resulting in the inactivation of Akt1. Thus, the reduction of PTEN by miR-494-3p enhances LPS-induced Akt1 activation, which in turn suppresses nuclear translocation of the p65 subunit of NF-kB. This reduces the mRNA expression of NF-kB-dependent pro-inflammatory cytokines such as TNFα and IL-1β\textsuperscript{262}. A similar process could occur in the CD4+ T lymphocytes of patients with MHE and so an increase in miR-494-3p would likely reduce TNFα, IL-1β, and IL-17 mRNA levels by a similar mechanism.
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Figure 4.9 Summary of the molecular mechanisms that could explain the paradoxical effects found in our functional enrichment analysis. Transcriptional regulation mechanisms such as mRNA silencing by upregulation of miRNA activity can reduce the levels of mRNA for proinflammatory cytokines (IL-1β and TNFα). Translational regulation mechanisms can explain the increased protein levels of proinflammatory cytokines while messenger levels remain decreased.

miR-127-5p is another miRNA which may downregulate the TNFα and IL-1β mRNAs by reducing NF-kB activity in CD4+ lymphocytes from patients with MHE (Figure 4.9). Huan et al.263 showed that miR-127-5p binds to the 3’-UTR of biliverdin reductase B (BLVDRB) mRNA, thereby reducing its transcription. The reduction of BVDRB inhibits phosphorylation of the p65 subunit of NF-kB, reducing its translocation to the nucleus and the expression of NF-kB-dependent mRNAs including TNFα, IL-1β, and IL-17. The increase in miR-127-5p in the CD4+ T cells of individuals with MHE may therefore also contribute to reducing the levels of TNFα and IL-1β mRNAs by reducing NF-kB activity.

These data support the idea that the increase in specific miRNAs such as miR-494-3p and miR-127-5p could contribute to the downregulation of mRNAs for the final steps of the toll-like receptor and IL-17 signaling pathways in CD4+ T cells from patients with MHE. This would be mediated
by a reduction in NF-kB- and/or AP1-dependent mRNA transcription.

Paradoxically, we found that the mRNAs for most of the inflammatory cytokines were downregulated (e.g., for TNFα and IL-1β) while in a previous study, we found upregulated protein levels of the same cytokines in cultures of isolated CD4⁺ T cells from patients with MHE. This suggests that the synthesis of the proteins for TNFα or IL-1β is increased in patients with MHE despite their reduced mRNA levels. However, this is not unusual and indeed does occur under certain conditions for distinct types of proteins (Figure 4.9).

The increase in miR-656-3p and the associated reduction in ZFP36 (encoding tristetraprolin protein, or TTP) in CD4⁺ T lymphocytes from patients with MHE (Figure 4.8) may also contribute to this discrepancy between the mRNA and protein levels for some cytokines, including TNFα. ZFP36 RNA-binding proteins are prominent inflammatory regulators linked to autoimmunity and modulate the levels of cytokines such as TNFα, IL-17, and IFNγ, which are all increased in T cells from knockout mice lacking the ZFP36 gene.

In fact, Tiedje et al. proposed that the translational control of TNFα mRNA is achieved by the competitive association of human antigen R protein (HuR) and TTP, with the latter acting as a translation repressor and the former acting as translation activator. A reduction in TTP (ZFP36) levels therefore leads to enhanced TNFα mRNA translation without a need for increased transcription of its mRNA, thus allowing faster adaptation to environmental factors and inflammatory events.

Indeed, Moore et al. showed that TTP (ZFP36) represses mRNA target translation by preventing the association of mRNAs with ribosomes and that a reduction in ZFP36 levels in Zfp36 knockout cells led to increased
ribosome binding to TNFα mRNA, resulting in increased protein levels for TNFα despite the trend towards reduced levels of its mRNA. A similar process would explain why TNFα protein levels are also increased in CD4⁺ T lymphocytes from patients with MHE in spite of the tendency towards a reduction in its mRNA.

The increased levels of miR-656-3p would reduce ZFP36 (TTP) levels, thus reducing its repression of TNFα mRNA translation, allowing increased ribosome binding, mRNA translation, and increased TNFα protein levels. ZFP36 (TTP) levels are also modulated by miR-130b-3p (Figure 4.8) whose expression is likewise increased in CD4⁺ T lymphocytes from patients with MHE. Thus, this mechanism could also induce a similar increase in binding of ribosomes, mRNA translation, and increased TNFα protein levels.

4.4. Conclusion

In summary, in this work we analyzed gene expression changes in CD4⁺ T lymphocytes from patients with MHE, as well as the possible involvement of miRNAs and transcription factors in the regulation of these altered mRNAs. We identified 167 genes and 20 associated signaling pathways whose expression was significantly altered in CD4⁺ T lymphocytes from patients with MHE. Four altered pathways which may contribute to the immune system shift associated with the appearance of MHE are the toll-like receptor and IL-17 signaling pathways (which are directly involved in modulating immune system responses) and the histidine and tryptophan metabolism pathways (which also modulate immune system function). The increase of mRNAs for TLR-2, TLR-4, and IL17RA receptors in CD4⁺ lymphocytes from patients with MHE further
supports the idea that Th1/Th17 cell related responses play a key role in inducing MHE.

We also identified 13 altered miRNAs and performed an mRNA–miRNA integration analysis to discover 4 miRNAs that may modulate mRNAs for key proteins involved in the immunological shift that triggers MHE in patients with cirrhosis. Modulation of the expression of proteins such as A20 (TNFAIP3) and TTP (ZFP36) in CD4+ T lymphocytes by increased levels of miR-494-39, miR-656-3p, and miR-130b-3p would contribute to the changes in signal transduction pathways, thereby resulting in an increase in pro-inflammatory cytokines such as IL-17 and TNFα.

These results describe several pathways and mechanisms by which alterations in CD4+ lymphocytes may contribute to the shift in peripheral inflammation that triggers MHE in patients with cirrhosis. Thus, our work could pave the way towards the development of new diagnostic and therapeutic approaches to MHE.
Chapter 5

A Nextflow pipeline for T-cell receptor repertoire reconstruction and analysis from RNA sequencing data

This chapter was adapted from the paper ‘A Nextflow pipeline for T-cell receptor repertoire reconstruction and analysis from RNA sequencing data’ by Teresa Rubio, María Chernigovskaya, Susanna Marquez, Cristina Martí, Paula Izquierdo-Altarejos, Amparo Urios, Carmina Montoliu, Vicente Felipo, Ana Conesa, Victor Greiff, Sonia Tarazona; Immunoinformatics, 6, 2022. DOI: 10.1016/j.immuno.2022.100012
5.1. Introduction

TCRs can recognize an immense variety of processed antigens. In fact, the potential diversity of unique TCRs is approximately $10^8$–$10^{10}$ in each human individual\textsuperscript{266–268}. A T-cell clonotype is a set of cells that share the same TCR, while the set of unique T-cell clonotypes in an individual is called the TCR repertoire. The TCR is a two-chain protein and most human T cells comprise $\alpha/\beta$ chains (TRA and TRB) with a small proportion which comprise the $\gamma/\delta$ chains (TRC and TRD). The receptors are synthesized during VDJ recombination, which involves rearrangement of the $V$, $D$, $J$, and $C$ genes as described in Chapter 1.

The immense diversity in the TCR repertoire of each individual results from the many possible combinations of these genes, particularly at the N-terminal end of the receptor which recognizes and binds antigens\textsuperscript{68}. Three CDRs are important for binding antigens, with CDR3$\beta$ (the CDR3 region of the TRB chain) being the preferential target of many TCR repertoire studies because of its high diversity and primary importance for antigen binding\textsuperscript{269}.

High-throughput sequencing is a powerful tool for the analysis of these highly diverse immune repertoires and has contributed to lymphocyte biology research, antibody engineering, and the production of vaccines\textsuperscript{270,271}. To capture the TCRs of $\alpha/\beta$ T cells, most high-throughput sequencing immune repertoire studies apply specific library preparation methods that target the receptor transcripts. These sequencing protocols include multiplex PCR with guided primers for the amplification of TCR transcripts at the CDR3 region; target enrichment to capture the sequences of interest using complementary RNA baits; and the more
standard 5'RACE (rapid amplification of 5'-complementary DNA ends), which can retrieve the complete 5'-end of mRNAs.

However, immune repertoires can also be efficiently extracted from transcriptomic RNA-seq data given that TCR transcripts are part of the bulk-sequenced transcriptome. Using RNA-seq for immune receptor analysis reduces economic costs and the required sample quantities because both gene expression and immune receptor transcripts are measured in the same experiment. Conversely, less sensitivity for TCR detection can be expected when using RNA-seq data because only the most abundant and expanded clones will be recovered.

Different computational methods such as MiXCR, CATT, or TRUST can reconstruct TCR receptors from RNA-seq data. All these repertoire reconstruction algorithms have been evaluated and compared with each other in terms of their sensitivity and specificity for TCR extraction. For instance, MiXCR software is able to extract high-frequency clonotypes better than the first version of TRUST at every tested read-sequencing length, and most of the MiXCR-reported clonotypes were confirmed by control TCR-seq data. However, the number of clonotypes reported by MiXCR, CATT, TRUST3, and TRUST4 from in silico RNA-seq data was very similar when using sequences equal to or longer than 150 bp, except for CATT which produced twice the number of mismatches than perfect matches.

Despite the wide availability of TCR repertoire reconstruction tools, a detailed step-by-step pipeline for the processing of immune repertoire data from standard bulk RNA-seq data is not readily available, representing a missed opportunity for complementing gene expression...
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studies of immunological conditions with the analysis of the immune repertoire.

5.2. Methods

5.2.1. Overview of the analysis strategy

Here, we present an end-to-end pipeline for the analysis of TCR repertoire profiles from bulk RNA-seq, implemented in Nextflow (https://www.nextflow.io/) for easy distribution and robust utilization. Nextflow is a workflow management system that provides native support to run pipelines in multiple compute environments and with containerization systems. Nextflow pipelines have become very popular mainly due to the simplicity to run an analysis while transparently managing common issues of shell scripting (e.g., required dependencies, computational resources, code failure tracking, cumbersome transfer between collaborators).

We applied our Nextflow pipeline to a dataset of CD4+ T cells isolated from controls (healthy individuals) and patients with cirrhosis with and without MHE (Figure 5.1). As previously discussed, specific alterations in the immunophenotype of patients with cirrhosis with MHE pointed towards CD4+ cells as key players in the immune shift that triggers the appearance of MHE14. Therefore, studying CD4+ T-cell repertoires might help us to understand the immune status of patients with MHE.

The RNA-seq based pipeline for TCR repertoire analysis starts by performing quality control on the raw sequencing reads, followed by bias detection and pre-processing. Read alignment to the reference VDJ genes (IMGT database276) is subsequently carried out to assemble and
define T-cell clonotypes by using MiXCR\textsuperscript{277} software (Figure 5.1). Secondary analysis of the TCR repertoire includes clonal convergence to identify shared clones; clonal expansion to measure diversity; a comparison of the clonal architecture and repertoire similarity to evaluate sequence likeness; and antigen specificity analysis using public databases (McPAS-TCR\textsuperscript{278} and VDJdb\textsuperscript{279}).

**Figure 5.1** Overview of the CD4\textsuperscript{+} T-cell repertoire analysis based on RNA sequencing data in patients with MHE. The experimental steps comprised sample collection, cell isolation, and RNA extraction and sequencing. The computational analysis included repertoire quantification and repertoire properties screening. Abbreviations: mRNA, messenger RNA; lncRNA, long non-coding RNA; TCR, T-cell receptor; miRNA, microRNA; T1D, type 1 diabetes, and HIV, human immunodeficiency virus.
5.2.2. Sample collection, RNA sequencing, and read pre-processing

The RNA-seq dataset used in this study was previously described in Chapter 4 (in the Methods section). Briefly, RNA-seq data (125 bp paired-end reads, with a sequencing depth of 50 million reads for each sample, were selected for short-read sequencing) were obtained from patients with cirrhosis with and without MHE, as well as from healthy controls. The reads were trimmed with Trimmomatic\textsuperscript{211} software (version 0.38) when the average quality score was below 20 (in a sliding window of 20 bp) and were removed if the resulting length was less than 80 bp. These parameters were selected as optimal after a comparative analysis of different sliding window values (from 4–20bp).

5.2.3. Repertoire reconstruction

MiXCR\textsuperscript{277} (version 3.0.13) was used to align and assemble the TCR repertoire from RNA-seq data with the ‘analyze shotgun’ command, applying the default parameters. Clones (i.e., the CDR3 amino acid sequence of the TRB chain) were included in the analysis if they had a minimal read abundance of 2 counts and their CDR3\textsubscript{β}s were a minimum of 4 amino acids in length, as previously described\textsuperscript{280}.

5.2.4. Hill-based evenness profiles

The Hill numbers are diversity indexes defined as follows:

\[ D_α = (\sum_{i=1}^{n} f_i^α)^{\frac{1}{1-α}}, \]  \hspace{1cm} [1]
where \( n \) is the number of clones within each repertoire, \( f_i \) is the frequency distribution (proportional abundance of clones), and \( \alpha \) is a scale parameter in \((0,1)\) and \((1, +\infty)\). The diversity profile \( D_\alpha \) was previously defined\(^{122}\) as:

\[
D_\alpha = SR \times E_\alpha, \tag{2}
\]

where \( E_\alpha \) is the evenness and \( SR \) is the species richness, or the number of unique clones in each repertoire dataset.

Here, we calculated evenness profiles \( (E_\alpha) \), defined as \( D_\alpha/SR \) according to equation 2. We used different values of \( \alpha \), ranging from 0 to 10 with a step size of 0.2, to obtain the diversity profiles \( (D_\alpha) \). Diversity is not defined for the case \( \alpha = 1 \), however L’Hospital’s rule states that, as \( \alpha \) tends towards 1, the diversity tends towards the exponential of the Shannon entropy:

\[
D_{\alpha=1} = \exp\left(- \sum_{i=1}^{n} f_i \ln(f_i) \right). \tag{3}
\]

Finally, all the pairwise Pearson correlation coefficients of the evenness profiles for the samples were calculated. The significance of the Pearson correlation was tested, and \( p \)-values were adjusted for multiple testing using Holm’s method, implemented in the \texttt{rcorr.adjust()} function of the \texttt{RcmdrMisc}\(^{281}\) R package. Hierarchical clustering was performed based on Euclidean distances for correlations and heatmaps were generated for visualization purposes.

5.2.5. Shannon Evenness

Shannon evenness (S-E) is defined as the Shannon entropy divided by the species richness (SR). S-E is 1 if all clones in a repertoire have the same frequency (an ‘even’ repertoire), or it converges to 0 if very few clones dominate in the repertoire (a ‘polarized’ repertoire).
5.2.6. Jaccard similarity

Pairwise clonal convergence between 2 repertoires (A and B) was quantified using the Jaccard similarity coefficient, defined as the size of the intersection of A and B divided by the size of the union of A and B:

$$J(A, B) = \frac{|A \cap B|}{|A \cup B|}$$  \[4\]

Values range between 0 and 1, where 1 means complete overlap of repertoire A and B, and 0 indicates no overlapping receptor sequences between repertoires A and B.

5.2.7. k-mer-based CDR3β analysis

Overlapping k-mers of length 3 \((k = 3)\) were extracted from the CDR3β amino acid sequences in each TCR repertoire and were condensed into a k-mer frequency distribution matrix using the immunarch R package. The correlation significance test and hierarchical clustering based on correlation distance and heatmap visualization were calculated as described above in section 5.2.4.

5.2.8. T-cell receptor sequence similarity architecture

The TRB repertoire networks were generated as previously described, where nodes represent amino acid CDR3β sequences and edges were drawn between sequences differing by 1 amino acid (Levenshtein distance = 1). The degree (number of linked nodes) distributions of each repertoire were calculated using the degree function from the igraph R package.
5.2.9. Generation of the graphics

Statistical analyses were performed and graphics were produced using the programming environment R\textsuperscript{284} (version 4.0.5). The matrix of public clones generated in the repertoire overlap analysis was created with the \texttt{immunarch} R package\textsuperscript{282} using the \texttt{repOverlap()} and \texttt{vis()} functions. All the heatmaps were created using the \texttt{aheatmap()} function in the \texttt{NMF} R package\textsuperscript{285}. Mean quality sequencing plots for paired-end reads were obtained from \texttt{FastQC}\textsuperscript{286} reports, and bar graphs summarizing the \texttt{MiXCR} output were drawn using the \texttt{ggplot2} R package\textsuperscript{287}. The \texttt{ggboxplot()} and \texttt{ggscatter()} functions in the \texttt{ggpubr} R package\textsuperscript{288} were used to statistics and correlations of clones, respectively.

5.2.10. Antigen/Disease-specific T-cell receptor databases

McPAS-TCR is a curated database of TCR sequences linked to the associated antigen target or pathology based on the published academic literature\textsuperscript{278}. The database was downloaded and filtered according to the pathological category, maintaining human TRB sequences associated with autoimmunity and pathogens. In turn, VDJdb is a curated repository of antigen-specific TCR sequences that utilizes experimental information from recently published TCR specificity assays\textsuperscript{279}. At the time of download, the McPAS-TCR and VDJdb databases had last been updated on 6 March 2021 and 2 February 2021, respectively.

5.2.11. Fisher’s exact test analysis

The overrepresentation of clones associated with diseases or antigens (McPAS-TCR and VDJdb) in our CDR3β sequences was evaluated by a
one-tailed Fisher’s exact test applied to each group of patients (control, with MHE, and without MHE), using the disease categories included in the McPAS-TCR and VDJdb databases. The TCRs present in the samples but absent in the McPAS-TCR and VDJdb databases were excluded from the analysis as described previously\textsuperscript{289}. Fisher’s exact test was used to test the overrepresentation of specific disease-associated receptors in the database within the measured receptors of the sample. The obtained $p$-values were adjusted for multiple testing using Benjamini-Hochberg FDR correction, considering both the number of diseases and the number of sample groups tested.

5.2.12. Nextflow pipeline

Nextflow v21.10.6 was used to implement the pipeline. In addition, the DSL2 syntax extension was enabled at the beginning of the workflow script to allow the definition of module libraries and simplify the writing of the data analysis pipeline.

5.2.13. Data and code availability

The transcriptomic dataset used in this study is available in the GEO database repository, GSE184200, \url{https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE184200}. The code and complete documentation of the Nextflow pipeline are publicly available from the Github repository: \url{https://github.com/ConesaLab/TCR_nextflow}. 
5.3. Results and discussion

5.3.1. Step-by-step analysis overview

The step-by-step pipeline for processing immune repertoire data from whole transcriptome RNA-seq reads is summarized in Figure 5.2. The pipeline consists of 4 main blocks representing both the experimental procedure and the computational analysis: (1) experimental design, (2) transcriptome profiling, (3) AIRR pre-processing, and (4) AIRR analysis. The experimental procedures include sample collection, immune cell isolation, RNA extraction, sequencing design (e.g., library strand specificity and paired- or single-end reads), and RNA sequencing (RNA-seq). The computational analysis starts with ‘fastq’ files in which the sequencing quality (step 1) needs to be verified.

The MiXCR software\(^{277}\) was used to assemble TCR repertoires from sequencing reads after quality control. The MiXCR assembly algorithm reduces the introduction of false-positive clones, which might appear either by alignment of reads to non-target molecules or by overlapping between 2 sequences from different clones in the reconstruction of partially covered CDR3 regions. The Nextflow pipeline starts with the MiXCR repertoire extraction step (Figure 5.2) and was performed using the MiXCR ‘analyze shotgun’ command, which consists of the following workflow: sequence alignment against reference V, D, J, and C genes (step 2), followed by clustering of identical sequences into clonotypes (default, clustering by CDR3β; step 3), correction of PCR/sequencing errors (step 4), and output of a tab-delimited file containing the quantification as a clonotype matrix (step 5).
Additional AIRR analysis steps are needed to study different immune receptor features: overlap for clonal convergence (step 6a), diversity indexes for clonal expansion (step 6b), network analysis for clonal sequence architecture (step 6c), k-mer distribution for repertoire sequence similarity (step 6d), and public database screening for antigen specificity (step 6e). Steps 2–6 were implemented in the Nextflow pipeline as parallel processes that receive MiXCR files as input and provide ready-to-publish plots and tables as well as a final report summarising all results for better user interpretability.
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Figure 5.2 Overview of the pipeline for processing immune repertoire data from whole transcriptome RNA-seq data. Experimental steps comprise sample collection, cell isolation, RNA extraction, and sequencing. The computational pipeline analysis implemented in Nextflow included repertoire quantification, and repertoire properties screening. AIRR: Adaptive Immune Receptor Repertoire.
5.3.2. **T-cell receptor sequences can be recovered from RNA-seq data (steps 1–5)**

CD4⁺ T cells were isolated and sequenced by bulk paired-end RNA-seq from a total of 20 patients (8 controls, 6 patients with cirrhosis without MHE, and 6 patients with cirrhosis with MHE). Sequencing read pre-processing included trimming and filtering (see the Methods section), which resulted in good quality scores (mean q > 30) for all the samples (Figure 5.3).

![Figure 5.3 Sequencing read quality control of RNA-seq data measured in CD4⁺ T cells isolated from patients with MHE.](image)

Read alignment against the reference VDJ genes (IMGT database\textsuperscript{276}) showed a range of successfully aligned reads between 0.05–0.1%. The majority of reads matched TCR regions (24.1–67.6% of successfully aligned reads), although some reads aligned with immunoglobulin (IG) chains (27.1–75.0% of successfully aligned reads), thereby indicating
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slight contamination during T-cell isolation (Figure 5.4). A high proportion (52.5–87.7%) of the recovered clones (i.e., CDR3 amino acid sequences), matched TRA and TRB chains. Bulk RNA-seq data cannot determine the pairing of specific α/β receptor chains within the population of T cells because this can only be achieved by sequencing single T cells. Therefore, we decided to focus on the TRB chain for our subsequent analyses. TRB is more appropriate than TRA to identify T-cell clones because around 7–30% of T cells can have 2 different alpha chains expressed on the same clone while only 1% of T cells can have 2 different beta chains on the same clone.
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**Figure 5.4 Read alignment and clonotype assembly quality control of RNA-seq data measured in CD4⁺ T cells isolated from patients with MHE.** Summary of lymphocyte chain quantification reported after MiXCR read alignment (upper graph) and clone assembly (lower graph). Colors indicate the number of aligned reads/assembled clonotypes for the different TCR (TRA, TRB, TRD, TRG) or BCR (IGH, IGK, IGL) chains in the 3 patient groups (blue: controls; red: patients with cirrhosis without MHE; dark grey: patients with cirrhosis with MHE).

We have compared our 3 groups of patients using the Kruskal-Wallis test for various repertoire statistics – number of isolated cells, RNA quantity, number of reads obtained, number of recovered clones, i.e., the CDR3β amino acid sequence, and their Shannon evenness (Figure 5.5). The clone recovery yield ranged from 498 to 1,114 distinct CDR3 amino acid sequences per patient for the TRB. None of the mentioned measurements showed any significant differences between the groups of patients (Kruskal–Wallis test, p-value > 0.05) except for the number of clones, which was significantly increased in patients with cirrhosis without MHE versus the controls (post hoc Wilcoxon test, p-value = 0.024).

**Figure 5.5 T-cell receptor beta chain (TRB) repertoire statistics.** Total CD4⁺ T-cell number, total RNA, number of reads, number of TRB clones, and Shannon evenness statistics (global p-values from the Kruskal–Wallis test and pairwise p-values from Wilcoxon post hoc tests).

To determine whether the sequencing depth sufficiently covered the clonal repertoire of the samples, we calculated pairwise correlations between the cell number, number of clones, and the Shannon evenness across all the samples (Figure 5.6). When the sequencing depth is saturating with respect to clone detection, the number of clones solely...
depends on the sample type and not on the number of reads. We found a positive correlation (Pearson coefficient = 0.77, \( p \)-value = \( 6.5 \times 10^{-5} \)), that may indicate insufficient sequencing depth. Nevertheless, the number of distinct CDR3 sequences assembled was of similar magnitude as reported in other studies of TCR reconstruction from bulk RNA-seq data: 367–936 TRB clonotypes extracted from the central nervous system and 1,684–2,977 TRB clonotypes extracted from the spleen using paired-end data from isolated CD4+ T cells\(^{272}\).

Figure 5.6 T-cell receptor beta chain (TRB) repertoire sequencing correlation plots. Pairwise Pearson correlation plots between various repertoire statistics: the number of isolated cells (CellNumber), number of TRB reads obtained (TRBreads), number of recovered TRB clones (TRBclones), and their Shannon evenness (TRBshannon). Colors indicate the 3 patient groups (blue: controls; red: patients with cirrhosis without MHE; dark grey: patients with cirrhosis with MHE).
5.3.3. T-cell receptor sequence profiling in patients with minimal hepatic encephalopathy

5.3.3.1. Low clonal convergence among patient samples (step 6a)

Repertoire overlap analysis is the most common approach to uncover clonotypes shared between given individuals, which are also denominated as ‘public’ clones\textsuperscript{292–294}. Using the Jaccard similarity measure (see the Methods section), we found a low clonal convergence (0.00027 ± 0.00041 [average ± standard deviation] Jaccard similarity) between healthy controls and patients with cirrhosis with or without MHE (Figure 5.7A).

5.3.3.2. High clonal expansion in all the samples, independently of the immune status (step 6b)

The expansion of individual T-cell clones that bind their matching antigen was analyzed using Hill-based evenness profiles, a diversity measurement derived from ecology (see the Methods section). Unlike single diversity indices, which can produce different clonal expansion results, diversity profiles capture the entire immune repertoire and more sensitively reflect immunological statuses\textsuperscript{122}. The CD4\textsuperscript{+} T cells in this work positively correlated (Pearson coefficient from 0.59 to 1, \textit{p}-value from 0 to 5.32×10\textsuperscript{−6}) in diversity profiles of T-cell clones, regardless of the cognitive impairment or cirrhosis condition of the studied patients (Figure 5.7B).
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Figure 5.7 Overlap and diversity analysis of TCR repertoires showed specific within-sample profiles which were independent of immune status. (A) Overlap analysis of CDR3 sequences to uncover clonal convergence or shared clonotypes between individuals. Jaccard similarity coefficient matrix indicated a strong (red) or weak (blue) overlap between 2 sample sets. (B) Diversity profile analysis to measure clonal expansion. The heatmap contains high (light yellow) or low (dark purple) pairwise Pearson correlation coefficients of the evenness profiles calculated for the control group (blue), patients with cirrhosis without MHE (red), or patients with cirrhosis with MHE (dark grey).

5.3.3.3. Increased within-repertoire similarity based on repertoire architecture was unconstrained by immune status (steps 6c–d)

The adaptive immune response was determined by immune receptor sequences: the higher their dissimilarity, the wider the range of antigens they can recognize. The all-to-all sequence similarity within a repertoire represents the repertoire architecture, which was measured in our patients using both k-mer and network analysis.

First, the number of overlapped 3-mers (k-mer length = 3 amino acids) were calculated for each patient, as previously described. A large positive correlation, ranging from 0.96 to 1 with a p-value = 0 was obtained.
between the k-mer vectors (Figure 5.8A). This result might indicate that patients share similar sequence architecture patterns independently of their immune status.

To complete the repertoire architecture analysis, a sequence similarity network was constructed using the CDR3β amino acid sequences as nodes and adding an edge when the sequences were deferred by 1 amino acid (Levenshtein distance = 1). The number of similar clones (network degree) was then calculated and represented as a heatmap (Figure 5.8B). A total of 96.8% of the clones had degree = 0 (single nodes) in all the samples, and the maximum degree obtained was 5 in 1 cirrhotic patient without MHE (PC149). This substantial proportion of clones with clone degree 0 was also found in CD4+ cells from patients with multiple sclerosis, while CD8+ cells presented a more homogeneous degree distribution280. Moreover, most patients with cirrhosis without MHE showed a significantly higher (Wilcoxon test, p-value = 0.013) number of single nodes (Figure 5.8C), which may be related to underlying differences in the number of TRB clones between the 3 different groups (Figure 5.5). Noteworthy, sample PC134 (a patient with cirrhosis without MHE) presented 1,064 single nodes, the highest number compared with the rest of the patients (472–935 single nodes), which could be explained by the highest number of clones (1,114 clones) in this sample, and we considered it as an outlier in this analysis (Figure 5.8C).
Figure 5.8 Repertoire architecture analysis of TCR repertoires showed specific within-sample profiles which were independent of immune status. (A) K-mer analysis to examine the repertoire similarity. The heatmap represents the pairwise Pearson correlation coefficients of the 3-mer (k-mer length = 3 amino acids) frequency distribution matrix from the highest (light yellow) to the lowest (dark purple) results. (B) Network analysis to study the clonal architecture. The colors, from light yellow to dark purple, represent the number of nodes with degree 0–5 for each repertoire. (C) Single network node (degree = 0) distribution between patient groups to test if the number of single nodes in patients with cirrhosis without MHE (red) were significantly higher than the controls (blue) or patients with cirrhosis with MHE (dark grey).
5.3.4. T-cell receptors with known disease associations were overrepresented in minimal hepatic encephalopathy CDR3 repertoires (step 6e)

To evaluate if the clones in our patients were significantly associated with the described diseases or antigens, we assessed the overlap (see the Methods section) between our CDR3β sequences and 2 different TCR databases: VDJdb and McPAS-TCR. The former contained a total of 41,169 human TRB sequences with Cytomegalovirus being the species epitope with the highest number of sequences, comprising nearly a half of them. The latter database contained a total of 30,052 TRB sequences within the autoimmune and pathology categories, with over half of them belonging to *Mycobacterium tuberculosis*.

The sequence intersection between the 2 databases was low, ranging from 2 to 1,032 in the common pathologies/pathogens: Influenza A, Cytomegalovirus, Epstein-Barr Virus, Human Immunodeficiency Virus, Yellow fever virus, Human T-cell Lymphotropic Virus, Hepatitis C virus, *Mycobacterium tuberculosis*, Herpes Simplex Virus 2, and COVID-19, sorted by decreasing order of the shared sequences (Table 5.1).

The CDR3β sequences were grouped by patient type (control, patients with cirrhosis without MHE, or patients with cirrhosis with MHE) to test the overlap with the McPAS-TCR database (Table 5.2).
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### Table 5.1 Common pathologies/pathogens and the number of shared TRB sequences between the McPAS$^{278}$ and VDJdb$^{279}$ databases.

<table>
<thead>
<tr>
<th>Common pathologies/pathogens</th>
<th>Shared TRB sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influenza A</td>
<td>1,032</td>
</tr>
<tr>
<td>Cytomegalovirus (CMV)</td>
<td>765</td>
</tr>
<tr>
<td>Epstein-Barr Virus (EBV)</td>
<td>640</td>
</tr>
<tr>
<td>Human immunodeficiency virus (HIV)</td>
<td>577</td>
</tr>
<tr>
<td>Yellow fever virus (YFV)</td>
<td>177</td>
</tr>
<tr>
<td>Human T-cell lymphotropic virus (HTLV)</td>
<td>131</td>
</tr>
<tr>
<td>Hepatitis C virus (HCV)</td>
<td>52</td>
</tr>
<tr>
<td><em>Mycobacterium tuberculosis</em></td>
<td>22</td>
</tr>
<tr>
<td>Herpes simplex virus 2 (HSV2)</td>
<td>16</td>
</tr>
<tr>
<td>COVID-19</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 5.2 $P$-values for the overrepresentation CDR3 sequence analysis for all the tested diseases collected in the McPAS-TCR database$^{278}$.

<table>
<thead>
<tr>
<th>Disease association</th>
<th>control</th>
<th>without MHE</th>
<th>with MHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzheimer's disease</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Celiac disease</td>
<td>0.011*</td>
<td>0.214</td>
<td>4.836$\times 10^{-4}$*</td>
</tr>
<tr>
<td>Churg Strauss syndrome</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>COVID-19</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cytomegalovirus (CMV)</td>
<td>1</td>
<td>1</td>
<td>0.723</td>
</tr>
<tr>
<td>Diabetes Type 1</td>
<td>1</td>
<td>1</td>
<td>0.510</td>
</tr>
<tr>
<td>Diabetes type 2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Epstein Barr virus (EBV)</td>
<td>1</td>
<td>0.510</td>
<td>1</td>
</tr>
<tr>
<td>Hepatitis C virus</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Hepatitis E virus infection (cHEV)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Herpes simplex virus 2 (HSV2)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HTLV-1</td>
<td>1</td>
<td>0.877</td>
<td>0.823</td>
</tr>
<tr>
<td>Human herpes virus 1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
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<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Human immunodeficiency virus (HIV)</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Human papilloma virus</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>IgG4-related disease</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Inflammatory bowel disease (IBD)</td>
<td>1</td>
<td>$3.082 \times 10^{-5^{**}}$</td>
<td>$5.470 \times 10^{-4^{**}}$</td>
</tr>
<tr>
<td>Influenza</td>
<td>0.510</td>
<td>0.510</td>
<td>0.066</td>
</tr>
<tr>
<td><em>Mycobacterium tuberculosis</em></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Myasthenia gravis</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Narcolepsy</td>
<td>0.723</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Psoriatic arthritis</td>
<td>0.064</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sarcoidosis</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>1</td>
<td>0.066</td>
<td>1</td>
</tr>
<tr>
<td>Yellow fever virus</td>
<td>1</td>
<td>0.723</td>
<td>1</td>
</tr>
</tbody>
</table>

$P$-values were adjusted for multiple testing using Benjamini-Hochberg FDR correction considering both number of diseases and number of sample groups. HTLV1, human T-cell lymphotropic virus-1; IgG4, immunoglobulin G4; *$p$-value < 0.05; **$p$-value < 0.01

We found that inflammatory bowel disease (IBD) was significantly overrepresented both in patients with cirrhosis without MHE ($p$-value = $3.082 \times 10^{-5}$) and in those with MHE ($p$-value = $5.470 \times 10^{-4}$). Celiac disease was also significant in the controls ($p$-value = $1.127 \times 10^{-2}$) and in patients with cirrhosis without MHE ($p$-value = $4.836 \times 10^{-4}$). There was no significant overlap ($p$-value > 0.05) between our dataset and the VDJdb associated CDR3βs (Table 5.3). While the overlap studies of bulk sequencing data with antigen-specific data are interesting, results remain challenging to interpret, as it is unclear why specific antigens are enriched. The polyreactivity of the TCR repertoire might be a reason. Specifically, each TCR maps to several antigen specificities, or in other words, there is no one-to-one TCR-antigen map, only a many-to-many. A similar
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association of bulk sequencing data with seemingly unrelated antigens have been observed in recent publications\textsuperscript{280,289}.

Table 5.3 \textit{P}-values for the overrepresentation CDR3 sequence analysis for all the pathogens collected in the VDJdb database\textsuperscript{279}.

<table>
<thead>
<tr>
<th>VDJdb database</th>
<th>control</th>
<th>without MHE</th>
<th>with MHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>\textbf{Antigen specificity}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMV</td>
<td>1</td>
<td>0.373</td>
<td>0.677</td>
</tr>
<tr>
<td>DENV1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DENV2</td>
<td>1</td>
<td>0.959</td>
<td>1</td>
</tr>
<tr>
<td>DENV3/4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>EBV</td>
<td>1</td>
<td>0.524</td>
<td>0.677</td>
</tr>
<tr>
<td>HCV</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HIV-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\textit{Homo Sapiens}</td>
<td>0.816</td>
<td>1</td>
<td>0.816</td>
</tr>
<tr>
<td>HPV</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HSV2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>HTLV1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Influenza A</td>
<td>1</td>
<td>1</td>
<td>0.816</td>
</tr>
<tr>
<td>MCPyV</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\textit{Mycobacterium tuberculosis}</td>
<td>1</td>
<td>0.816</td>
<td>1</td>
</tr>
<tr>
<td>\textit{Saccharomyces cerevisiae}</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SARS-CoV-2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\textit{Streptomyces kanamyceticus}</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>synthetic</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>\textit{Triticum aestivum}</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>YFV</td>
<td>0.816</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The \textit{p}-values were adjusted for multiple testing using Benjamini-Hochberg FDR correction considering both the number of diseases and the number of sample groups. CMV, cytomegalovirus; DENV, Dengue virus; EBV, Epstein Barr virus; HCV, hepatitis C virus; HIV, human immunodeficiency virus; HPV, human papilloma virus; HSV2, herpes simplex virus 2; HTLV1, human T-cell lymphotropic virus-1; MCPyV, Merkel cell polyomavirus; SARS-CoV-2, severe acute respiratory syndrome coronavirus; YFV, yellow fever virus.
5.4. Conclusion

We present a step-by-step computational pipeline for the processing of immune repertoire data from whole transcriptome RNA-seq reads that leverages the presence of immunological receptor sequences (TCRs) extracted from RNA-seq transcriptomic datasets. To the best of our knowledge, this is the first pipeline that includes both TCR extraction from RNA-seq data as well as a complete immune repertoire data analysis.

Different repertoire features can be calculated to interpret the immune repertoire variation. Repertoire overlap analysis is the most common approach to uncover shared clonotypes between individuals, also known as ‘public’ clones\textsuperscript{294}. Diversity measurement helps understand the expansion of individual T-cell clones\textsuperscript{122}. Repertoire architecture is represented by receptor sequence likeness, which determines the adaptive immune response and can be quantified both by k-mers and network analysis\textsuperscript{280}. Finally, evaluating the overrepresentation of immune receptors with known pathological associations in patient immune repertoires can guide the assessment of cross-reactivity with other immunological conditions\textsuperscript{289}.

We have presented here a case study where TCR repertoire profiles were recovered from bulk RNA-seq data from CD4\textsuperscript{+} T cells isolated from control patients, and patients with cirrhosis, either without or with MHE. A total of 498–1,114 distinct clones (i.e., CDR3β amino acid sequences) per individual were reconstructed using \textbf{MiXCR}. The authors of this tool have shown a similar magnitude yield using 100 bp paired-end RNA-seq data using ileocecal lymph node metastasis samples (around 3,000 recovered TRBs), small intestine resection samples (around 150 TRBs), or isolated CD4\textsuperscript{+} T cells from the spleen (1,684–2,977 TRBs) or central nervous
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system (367–936 TRBs)\textsuperscript{272}. In this work, the range of clones we obtained from isolated CD4\textsuperscript{+} T cells of human blood samples was halfway between those previously obtained from spleen and central nervous system CD4\textsuperscript{+} cells, thereby indicating that the extraction of clonotypes from our RNA-seq dataset was adequate.

Based on our clonotype data analysis, we found that the immune repertoires of our 3 groups of patients were very similar. The high similarity could have either a biological or technological origin. Three main different reasons can be suggested. (1) The fact that repertoire changes to immune perturbations are more subtle than previously thought. This is in line with recent results on larger cohorts. Specifically, our findings suggest that for autoimmune diseases, the immune signal is very weak if not isolated by cell type for example\textsuperscript{295}. (2) Another reason could be the low sample number. However, we have previously shown that even large sample numbers may not lead to separation between patient classes unless specific machine learning algorithms and feature encoding are used\textsuperscript{296}. (3) It may also be that the proposed features (repertoire overlap, repertoire diversity, network analysis, k-mer, and comparison with existing databases) do not capture the full biological heterogeneity of TCR repertoires. However, we have recently shown that these features cover a large part of immune repertoire diversity\textsuperscript{295}. Our pipeline can be applied to any bulk RNA-seq dataset obtained from a sample containing T cells, thanks to the Nextflow implementation. We believe that is a useful resource to study the immune repertoire similarity landscape across different biological scenarios (e.g., health, disease, autoimmunity, infection, or vaccination).

Taking advantage of the generation of a vast number of RNA-seq datasets that have become available for different immune cell populations over the
last few decades, our Nextflow pipeline can be applied to study TCR
repertoires to understand patient immune statuses in the contexts of
multiple diseases. The current version of this pipeline is tailored to the
study of T-cell subtypes (CD8+ and CD4+ subpopulations) and it can be
easily adapted to the study of B cells. Additionally, it only supports 2 input
species for the moment (Homo sapiens and Mus musculus), but they can
be expanded as soon as the information on antigen/disease-specific TCR
databases increases.

However, one limitation is that only the most abundant and expanded
clones can be recovered using bulk RNA-seq data for immune repertoire
quantification and specific α/β receptor chain pairings cannot be
determined. Nonetheless, since bulk RNA-seq datasets combine dual
biological information measured in 1 single experiment, the Nextflow
pipeline will allow for parallel analysis of immune repertoires and gene
expression. In the previous chapter, we performed the gene expression
analysis of the RNA-seq dataset used here, in which the integration of
both RNA-seq and miRNA-seq datasets from CD4+ T-cells of our MHE
patient cohort were analyzed. Formal integration of TCR and gene
expression analysis results will require the development of adequate
mathematical methods that are able to deal with the different structure of
both datasets.
Chapter 6

General discussion and conclusions
6.1. **General discussion**

This thesis focused on understanding the immunological changes associated with the appearance of MHE in patients with cirrhosis. The analysis of human blood samples is minimally invasive for patients and it allows researchers to collect information from the cells and molecules circulating in each patient at a given time. These samples can then be subjected to a variety of high-throughput molecular profiling techniques that can measure gene activity, metabolite concentrations, and circulating protein levels. However, the biological interpretation of such data is not trivial because neither the origin nor the destination of each molecule is known. On the one hand, the immune system contains unique genes that can serve as markers to distinguish between different cell types (e.g., CD4\(^+\) and CD8\(^+\), among others) and can be used to infer the presence and activity of different blood cell types. On the other hand, alternative strategies such as fluorescent activated cell sorting or single cell methods are required to understand the ongoing processes of each cellular subpopulation.

Here we addressed the study of peripheral inflammation in patients with cirrhosis with and without MHE, both in a general and in a cell-type specific manner. Chapter 3 was a preliminary study using whole blood which included a mix of several cell types. This had the advantage of providing a global overview of the immune system in these groups but the disadvantage of being unable to differentiate between cell populations except for specific marker genes. In this work we characterized changes in the gene expression, metabolites, and cytokines associated with the onset of MHE. Moreover, we presented a novel analysis pipeline for the integration of multiple molecular assays performed on blood samples,
showing the joint contribution of several types of molecules to a disease phenotype.

It should be noted that establishing a case-effect among identified biomarkers was difficult because our approach searched for co-variation patterns, which do not always imply causation. However, we did link extra- and intracellular components of the immune system that were altered in patients with MHE and proposed a model for their participation in biological processes that could contribute to the onset of MHE. Additionally, as described in Chapters 4 and 5, the isolation of CD4$^+$ lymphocytes allowed the study of the specific molecular alterations in this cell subtype without the confounding effects from other immune system cell types. In Chapter 4, we identified mechanisms in CD4$^+$ cells by which the altered levels of miRNAs and transcription factors may contribute to the immune system shift that triggers MHE, whereas in Chapter 5 we presented an analytical pipeline implemented in Nextflow for the characterization of T-cell receptors in our patients.

These 3 studies share the limitation of operating with a low number of source samples because of our limited access to patients at only 2 hospitals. Thus, the creation of a consortium for the study of MHE that includes the participation of multiple clinical centers will be required to recruit a large cohort of patients. More sophisticated statistical approaches such as deep or machine learning could also be applied to patient classification and biomarker prediction in studies with larger cohort sizes. The methods we applied in this thesis are suitable for use both in the fields of multi-omics and computational immunology when the analysis of a large number of samples is impossible.
6.2. Conclusions

- This study integrated multiple molecular assays from blood samples to identify immune system pathways that are potentially involved in the induction of MHE.

- In whole blood samples we detected biological pathways that corroborate the decrease in Th2 and increase in Th1 and Th17 observed in patients with MHE, while other activated pathways suggested B-cell upregulation and Tc-cell downregulation.

- Lipid metabolism was described here for the first time in the context of mild cognitive impairment in MHE.

- Specific sets of serum metabolites and cytokines were identified that pointed towards a chemotactic function or structural lipid patterns which act as mediators of MHE induction.

- Our integrative modelling suggested a link between the CCL20, CX3CL1, CXCL13, IL-15, IL-22, and IL-6 cytokines and the alteration of chemotactic receptors (CCR2, CXCR3, and CMKLR1) and ligands (CCL5, CXCL5, PF4, PF4V1, and MSMP) in MHE. This suggested a link between the production and reception of inflammatory signals operating in these patients.

- PLS analysis indicated that long-chain unsaturated PCs, increased fatty acid transport, and prostaglandin production were strongly linked in patients with MHE, implying a possible pathway for the dysregulation of structural phospholipids during mild cognitive decline.
Our results illustrate the power of the integrative statistical analysis of multi-omics in modelling disease processes and connecting phenotypic changes across molecular layers.

Altered pathways in CD4\(^+\) T cells that may contribute to triggering the appearance of MHE are:

- The toll-like receptors and IL-17 signaling pathways, which are directly involved in modulating immune system responses.
- The histidine and tryptophan metabolism pathways, which also modulate immune system function.

mRNA–miRNA integration analysis highlighted 4 miRNAs that may modulate the expression of transcripts coding for key proteins involved in the onset of MHE.

Upregulation of miR-494-3p was linked with the downregulation of FOS/JUN, which may explain the paradoxical observation whereby early elements of the pathways were upregulated while the final products tended to be downregulated.

Discrepancies in the transcript and protein levels of the most inflammatory cytokines (e.g., TNF\(\alpha\) and IL-1\(\beta\)) could perhaps be explained by the upregulation of miR-494-3p or miR-127-5p.

Modulation of proteins such as A20 (TNFAIP3) and TTP (ZFP36) by increased levels of miR-494-3p, miR-656-3p, and miR-130b-3p in CD4\(^+\) T lymphocytes would contribute to changes in signal transduction pathways, resulting in increased pro-inflammatory cytokines such as IL-17 and TNF\(\alpha\).
• The immune TCR repertoires of controls, patients with cirrhosis with and without MHE were very similar, which might indicate that repertoire changes leading to immune perturbations are more subtle than previously thought.

• We have developed a publicly available Nextflow pipeline that include both TCR extraction from RNA-seq data and a complete step-by-step immune repertoire data analysis, applicable in the context of multiple diseases.

• This work could help researchers to develop new diagnostic and therapeutic approaches for patients with MHE.

6.3. Future perspectives

The synergetic role between peripheral inflammation and hyperammonemia is the main factor contributing to the cerebral alterations present in MHE. Thus, our neurobiology laboratory is currently engaged in different lines of work designed to study the molecular mechanisms occurring in the immune system and brain, both in rat models and patients. This synergic project between our neurobiology and bioinformatics laboratories is contributing to the study of this neuropsychiatric syndrome by employing multi-omic approaches and developing bioinformatic pipelines applicable to other research areas or disease studies.

Some future lines of research in the field of peripheral inflammation from the multi-omic standpoint includes:

1. Analysis of more immune system cell subtypes. Given that CD4+ lymphocytes play a key role in MHE, the isolation of different subtypes of these cells in these patients would be useful to
understand the alterations in more specific pathways in each T helper cell subtype (e.g., Th1, Th2, Th17, etc.) without confounding effects. Together with CD4\(^+\) cells, the activation of subtypes of monocytes was also higher in patients with MHE and so the isolation of these populations could help researchers understand their molecular changes between different groups of patients. In addition, although the immunophenotype study using flow cytometry showed no significant changes for B lymphocytes and CD8\(^+\) lymphocytes, a study of the transcriptomic profile of these subtypes after their isolation could reveal intracellular changes (such as the few we observed in Chapter 3, even with the handicap of analyzing multiple subtypes together). Finally, the role of the innate immunity in MHE still remains unknown even though populations such as neutrophils are the most abundant in human blood and other cells like natural killer cells or dendritic cells are essential elements for the immune response. Thus, the same single-omic analysis methodologies used here, such as differential expression and functional enrichment analysis, could also be applied to different immune system populations in future work.

2. The study of intercellular communication in the immune system. Application of the pipelines we developed here to different isolated cell subtypes (e.g., monocytes, B cells, CD8\(^+\), Th1, Th2, and Th17 cells, etc.) could help the discovery of potential associations between extracellular elements (e.g., metabolites and cytokines) and a wide range of genes, separated by each cell population. Gene expression regulation can also be studied inside cells, as we did here using miRNA-seq and RNA-seq, but additional datasets such as ChIP-seq, ATAC-seq, or even Methyl-seq would be useful for measuring DNA binding sites and chromatin accessibility for
transcription factors as well as epigenetic marks. Additionally, more sophisticated models such as multi-block PLS or PLS path modeling, would allow the simultaneous multivariate integration of all this information to find possible interactions not previously described in databases and which could serve as good indicators of biological relationships.

3. A large-scale study of immune system repertoires. Taking advantage of the generation of multiple RNA-seq datasets for different immune cell populations, our pipeline could be applied to study TCR repertoires in other diseases. The current version of this pipeline is useful for studying T-cell subtypes (CD8$^+$ and CD4$^+$ subpopulations) but in the future it could easily be modified to study B cells.

4. Discovering the antigen(s) that trigger alterations in the immune response of patients with MHE. Our work has unraveled some immune system alterations that occur in patients with MHE. We also identified possible mechanisms that may be responsible for the alteration of cerebral functions because of the immune system shift present in patients with cirrhosis with MHE. However, it is not yet clear what mechanism triggers of all these alterations. Thus, antigen discovery for adaptive immunity is a branch of computational immunology that could be helpful in solving this problem.
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