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Resum

El reconeixement automatic de la parla (ASR per les seues sigles en angles) és una
branca del reconeixement de patrons que ha vist augmentada la seua popularitat degut
als grans avangos tecnologics i estructurals d’aquest camp. Aquest treball presenta el
procés de creacié d’un model de llenguatge en frances que formara part d’un sistema de
reconeiximent automatic de la parla francesa. El procés de creacié del model de llenguat-
ge es descriu partint des de l'inici, examinant i descrivint també els conjunts de dades
emprats per entrenar el sistema. Finalment, el sistema final, un sistema d’ASR hibrid
comformat per el model de llenguatge d’aquest treball juntament amb un model acts-
tic préviament desenvolupat per investigadors del grup MLLP-VRAIN, es compara amb
una versi6 anterior d"un sistema ASR hibrid en francés del mateix grup.

Paraules clau: reconeixement de formes, aprenentatge automatic, reconeixement auto-
matic de la parla, aprenentatge profund, modelat de llenguatge, streaming, frances

Resumen

El reconocimiento automdtico del habla (ASR por sus siglas en inglés) es una rama
del reconocimiento de patrones que ha aumentado su popularidad debido a los grandes
avances tecnoldgicos y estructurales de este campo. Este trabajo presenta el proceso de
creacion de un modelo de lenguage en francés que formara parte de un sistema de reco-
nocimiento automaético del habla francesa. El proceso de creacién del modelo de lenguage
se describe partiendo desde el inicio, examinando y describiendo también los conjuntos
de datos utilizados para entrenar el sistema. Finalmente, el sistema final, un sistema ASR
hibrido formado por el modelo de lenguage desarrollado en este trabajo y un modelo
acustico préviamente desarrollado por investigadores del grupo MLLP-VRAIN, se com-
para con una versién anterior de un sistema ASR hibrido en francés del mismo grupo.

Palabras clave: reconocimiento de formas, aprendizaje automaético, reconocimiento auto-
matico del habla, aprendizaje profundo, modelado de lenguage, streaming, francés

Abstract

Automatic speech recognition (ASR) is a branch of pattern recognition that has cur-
rently seen its popularity increased due to technological and structural advances in this
tield. This work presents the process of creating a language model in French that will be
part of a French ASR system. The process of creating the model from scratch is described,
also examining and describing the datasets used to train the system. To conclude, the
performance of the developed system, which is a hybrid ASR system consisting on the
language model developed in this work and an acoustic model previously developed
by researchers from the MLLP-VRAIN group, is compared with a previous version of a
French hybrid ASR system from the group.

Key words: pattern recognition, machine learning, automatic speech recognition, deep
learning, language modeling, streaming, French
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CHAPTER 1
Introduction

1.1 Motivation

Natural Language Processing (NLP) technologies aim to understand and dominate the
main communication tool for humanity: language. Understanding and processing an-
other person’s voice is not an easy task but, as humans, we are able to do it due to years
and years of training our ears and brains to do so. The field of automatic speech recogni-
tion (ASR) aims to give to the computers the ability of recognizing the spoken language,
ability that remained reserved for humans up until the last century.

The French language is currently spoken by over 275 million people around the world,
which places French in a similar level as English or Spanish when refering to relevance.
This position of a super-spoken language caused the French to be an official language for
many international organizations such as the NATO, the International Court of Justice or
Amnesty International. This is also the case of the Conseil Européen pour la Recherche
Nucléaire !, better known as CERN, which has both English and French as its official
languages.

This project is developed under the framework of a research and development (R&D)
project relating the Machine Learning and Language Processing (MLLP) research group 2 of
the Valencian Research Institute on Artificial Intelligence > (VRAIN) with the CERN, which
aims to provide this institution with NLP tools to transcribe and translate, in English and
French, all kinds of multimedia resources (meetings, conferences, courses...). To be more
specific, this work aims to develop state-of-the-art language models (LM) to be integrated
into an upgraded French ASR system, that will be deployed on CERN premises.

Aside from that, this work also aims to produce an streaming-ready ASR system, able
to transcribe French speech in an streaming environment with minimal quality loss. At
the end of the work, the resulting system will be compared in an offline environment to
the previous French ASR system developed by the MLLP-VRAIN research group on June
2017, in order to assess the contribution of the technological upgrades considered in this
work to the overall ASR system quality.

1.2 Main goals

The main goals of this work are the following:

1h’c’tps: / /www.cern.ch
Zhttps:/ /mllp.upv.es
Shttps:/ /vrain.upv.es
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2 Introduction

* To gather and apply all the concepts studied during this degree alongside with
state-of-the-art techniques involved in training ASR systems for real-life applica-
tions.

* To interpret the underlying theoretical concepts of the ASR systems.

* To use state-of-the-art software and tools to build complex and competitive streaming-
ready ASR systems.

* To evaluate the performance of ASR systems.

* To study the contribution of state-of-the-art language modelling techniques to the
overall ASR system performance, by comparing our proposed ASR French systems
with a former one.

1.3 Document structure

This document is divided into six chapters. This first chapter has exposed the motivation
of this project, discussed general ASR concepts and explained the structure of this work.
Next, Chapter 2 contains an introduction the ASR fundamentals, starting from the most
basic pattern recognition application to the state-of-the-art when speaking about ASR.
Then, Chapter 3 describes the procedure of training state-of-the-art language models for
streaming ASR. Next, Chapter 4 presents the corpora involved in both the training or
evaluation of the models. Then, Chapter 5 describes in detail the development of the
LMs and their corresponding ASR systems, as well as their experimental results. Finally,
Chapter 6 summarizes the work done, gives some concluding remarks, and outlines pos-
sible futures lines of work and investigation.

The reader is recommended to read the document sequentially, since each chapter
introduces and explains concepts that will be used in the following ones. However, if the
reader is experienced in this field, there are chapters that may be omitted. It is the case of
chapter 2 and 3, if the reader is already familiar with ASR technology.



CHAPTER 2
Automatic Speech Recognition

This chapter gives an introduction into Automatic Speech Recognition (ASR), going through
the basics of the technologies that underpin it. It is structured as follows. First, Section 2.1
introduces the concept of ASR, contextualizing it and giving the motivation to study this
field. Second, Section 2.2 discusses the basics of pattern recognition. Third, Section 2.3
gives an overall view on the machine learning branch, while exposing some classical
classifiers. Fourth, Section 2.4 goes through the basic concepts of Neural Networks (NN),
from the perceptron linear classifier to the Transformer architecture. Then, Section 2.5
explains the goals of ASR, while exposing the hybrid approach to ASR and the two main
components involved on it. Finally, Section 2.6 exposes the evaluation measures used to
evaluate LMs and their counterpart ASR systems.

2.1 Introduction

ASR is a branch of pattern recognition that can be described as a process that, given an in-
put speech represented as an audio signal, extracts the text corresponding to its transcrip-
tion. Itis also a very cheap and efficient process in comparison with human transcription,
since the only requirements for starting to transcribe indefinitely are a computer and a
trained model.

This branch has experienced an exponential growth in popularity due to recent tech-
nological advances, resulting in an increase of the computational power available and,
therefore, the capability of building more powerful and accurate models. If we com-
pare the performance of past ASR systems to the ones that are considered state-of-the-art
nowadays, we can observe significant differences in error rate. For instance, considering
a 2-year lapse, Machine Learning and Language Processing - Universitat Politecnica de Valen-
cia (MLLP-VRAIN-UPV) research group’s 2018 best performing Spanish streaming ASR
system developed for the Albayzin-RTVE 2018 Speech-To-Text Challenge [34] provided
a score of 23.1 Word Error Rate (WER, see Section 2.6), whereas the system developed for
the 2020 edition of the same challenge [32] scored 16.0 WER (28% relative WER improve-
ment).

2.2 Pattern recognition

Pattern recognition is a research field that provides a widely used approach to recog-
nize and classify samples using patterns or some criteria that allow to separate them in
classes [22]. It comprises ASR, as well as other branches like computer vision, machine
translation and Text-To-Speech.
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The main goal of a pattern recognition system is to assign a class label c to a given
sample. But in order to be able to correctly recognize samples, we first need to prepro-
cess them, this is, extracting some "representative" features of each sample and storing
them in a "feature vector" x. Then, we need a classification function that maximizes the
probability p(c|x) of an object x belonging to a class c:

¢ = argmax p(c|x) (2.1)
ceC

Note that ¢ refers to the estimated class that yields the maximum value of p(c|x).

In some cases, specially when dealing with linear classifiers, the classification func-
tion is associated to Bayes’ theorem, that allows to estimate p(c|x) precisely. The Bayes’
theorem relates the probability of an object x belonging to a class ¢ to the probability of c
yielding x. With this idea in mind and applying this theorem, the classification function
can be expressed as:

p(x|e)p(c)

¢ = argmax ————— (2.2)
%ec p(x)

Since p(x) is constant to ¢ (it only depends on x itself), it can be safely removed from
the denominator, since the aim of the equation is to minimize the classification error and,
therefore, its success does not depend on the magnitude of the output values, but on the
ratio between them.

¢ = argmax p(x|c)p(c) (2.3)

ceC

The statistical models used are the result of adjusting their parameters trying to mini-
mize the error rate of classifying a given training set of samples. This process of "training"
can either be supervised, if the training samples are labeled (we know ¢ for every x in
the training set), or unsupervised if they are not. In both cases, the goal is to classify
unlabeled samples as accurately as possible.

Figure 2.1 shows a schematic representation of a generic pattern recognition system.
Note that the process of data preprocessing and feature extraction is exactly the same for
both training and recognition data, although the training data is the only one labeled.
Here, "classification" and "recognition" are treated as synonyms and refer to the process
of using the trained model for classifying the recognition data.

2.3 Machine learning

Machine learning is a branch of pattern recognition that focuses on data-driven models,
aiming to build computer algorithms that are able to autonomously learn how to solve
a task [44]. It is closely related to computational statistics, since these algorithms are
usually implemented to estimate probabilities (like in the case of ASR).

Following the statistical application of machine learning, there are many typical bi-
nary classifiers used to classify linear data. Some of the simplest ones can be probabilistic
distributions, where the learning algorithm makes use of the data to tune the distribution
parameters (i.e. for a Gaussian distribution, the parameters to learn can be the mean u
and the squared variance 0?) [27]. An extra iteration on these classifiers are mixtures of
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Training Real
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Preprocessing and
feature extraction
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feature extraction
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v
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Eq.2.3

Estimated
class

Figure 2.1: Generic pattern recognition system.

distributions, where k different distributions are trained for each class (giving the learn-
ing algorithm an extra parameter to learn) [35, 25, 63, 41].

Other more complex classifiers can be support vector machines (SVM) [18, 46], which
are able to efficiently perform non-linear classification using spatial transformations, or
neural networks, used in all kind of applications due to their powerful feature extraction
capabilities.

2.4 Neural networks

It is a fact that the first concept that comes to mind when talking about machine learning
are neural networks, especially after the exponential growth in popularity of this kind of
models in the recent years. The introduction of neural models to ASR tasks, especially
since the advent of RNNs, led to the emergence of neural-based acoustic and language
models [12, 43, 30, 54].

However, to understand the concept of neural network and the usage of these models
in this work, it is necessary to first understand the concept of the perceptron.

2.4.1. Perceptron and multi-layer perceptron

The perceptron [52] is an algorithm for supervised learning of linear classifiers. It is ca-
pable of determine whether or not an input corresponds to a specific class by combining
a set of weights with the feature vector. It is also referred to as a function that maps an
input vector x to a binary output value f(x) that can be expressed as:

f(x):{l ifw-x+b>0 24

0 otherwise



6 Automatic Speech Recognition

S
- £

Figure 2.2: Representation of a perceptron as a neuron.

Where w is a vector of weights, x is the input feature vector and b is a bias parameter.

However, the conceptual representation of this model is often related with natural
networks: it can be seen as a cell that receives an input vector through its dendrites
and outputs the result of internally performing an operation over it through its axon
terminals. Figure 2.2 shows the neuron representation of a perceptron for D dimensional
vector classification.

This model gained in popularity as the computational power available increased, and
it started to evolve by combining multiple perceptrons between them in connected layers
as if they were neurons. The resulting combination is called multilayer perceptron [28]
and it is the basis of today’s modern neural network models. Figure 2.3 shows a multi-
layer percepton schema.

- th 3
1S hl/dgell\layer L hldden layer Output layer

input layer

6'6 (=)

Figure 2.3: Representation of a multilayer perceptron. Layers are connected between them, being
the input of the n-th layer the output of the n — 1-th.

However, since the perceptron is a linear classifier, the multilayer perceptron is still
limited to classify linear separable data. To overcome this problem, the concept of activa-
tion gate or function was introduced.

An activation gate is a non-linear function used to transform the linear information of
a neuron to non-linear. They are appended to the output of each neuron in order to grant
the neural network the capability of dealing with non-linear data. Examples of activation
functions are ReLU, Sigmoid or Softmax [39]. These functions allowed the usage of error
back-propagation algorithms [53] and opened up the possibility of training bigger and
more complex models.

The multilayer perceptron is usually used for both classification and regression. In
classification, the n-th node of the output layer is in charge of yielding the probability
of the input vector belonging to the n-th class (for example, a computer vision model).
In this kind of applications, a softmax gate is applied to the output layer. The softmax
function is used to yield a probability distribution considering every class (node), since
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it is bounded between 0 and 1 and it is capable of computing a unary probability mass.
It is expressed as:

_exp(zn)
UM(ZH) - E%:O exp(zm) (25)

Being n the identifier of the selected output node and N the size of the output layer.

At the same time, in regression [37], the output layer yields a vector that can be used
for representing an object related to the input vector (for example, outputting a picture
based on a text description [50]).

As said, these models had a clear tendency to grow in size and complexity, a fact that
was supported by the growing computational capacity available. This resulted in the
introduction of deep neural networks (DNNs) [38] to analyze increasingly complex data.

In this context, the multilayer perceptron concept started to fade out, since the dif-
ferent DNN models started to be refered to by their functionalities. In the case of DNN
classifiers (multilayer perceptrons with non-linear activation and a softmax output layer),
the concept of feed forward DNN (FF-DDN) [10] became more suitable. In these models,
the information is only propagated in one direction, hence the name.

2.4.2. Recurrent neural networks

Recurrent neural networks (RNNs) [55] are a type of neural networks specifically de-
signed to cope with sequential data, where the input information present in the i-th
timestep of the sequence might depend on that from previous and/or future timesteps.
This is the case of text (sequence of words), handwritten text (sequence of typestrokes) or
speech (sequence of uttered phonemes), among others.

This type of models take FF-DNNs as basis and, for every layer, its output is also
connected to its input. By doing this, RNNs are able to re-use information that was al-
ready seen in the past. In this kind of models, it is convenient to use the term "cell" when
referring to a unit of the model.

Figure 2.4 shows the schematic concept of RNNs.The output vector of the net is re-
used appending it to the next input vector, allowing the RNN to consider the context of
sequential data. The appended part of the input vector is set to a specific value in the first
iteration.

. (0}
! RNN - Ju
n

t
(o]
u
Lt

Figure 2.4: Representation on how the mechanism of an RNN cell works.

This property made them very popular in ASR tasks (in both acoustic [54] and lan-
guage [43] modeling), Neural Machine Translation or other simpler linear tasks such as
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learning how to count, as FF-DNNs had not yet been successfully applied in a standard-
ized way to this kind of problems (or at least not with good results). However, since the
memory information is updated in every iteration of the net, it tends to fade out, result-
ing in lack of long-term memory. This is the so-called gradient vanishing problem [48].
To solve this problem, the LSTM networks emerged [55].

2.4.3. Long-short term memory models

Essentially, Long-Short Term memory (LSTM) [31] are RNNs with a more complex mem-
ory mechanism where the information is updated depending on the input. They feature a
three-step memory control mechanism with three different gates apart from the standard
input. Figure 2.5 shows a basic schema of LSTM unit.

- Forget gate
|
Input data [ x| Memory { x| Output data
TJ IR
Input gate
N Output gate

Figure 2.5: Schema of the memory mechanism of an LSTM cell. Nodes labeled with x denote the
multiplication of their inputs.

First, the Input gate is applied. It receives the input vector and returns a value in
the range [0, 1] that is multiplied to the input vector before entering the memory cell. It
acts as a throttling factor that decides how important it is to consider the usage of the
input. Once in the memory cell, the Forget gate is applied. It works in the same way
as the Input gate, this time designating the importance of remembering the input value
(and therefore forgetting the present contents of the cell, hence the name). Finally, the
Output gate is applied. This gate, again, returns a throttling value based on the input
that controls the importance of propagating the cell information to the following units.

Using these control gates, the LSTM cell works in a similar way to a computer mem-
ory cell, allowing the model to remember potentially infinite histories.

However, the shortcoming of the LSTM nets is the sequential nature of the model,
being able to analyse data dependencies only in one direction. This led to a limitation
in results for tasks such as ASR, as words tend to make both forward and backward
references to other words.

To overcome this limitation, LSTM networks evolved to analyze data in both direc-
tions, giving rise to the Bidirectional LSTM (BLSTM) [51] model. The latter can be de-
scribed as two LSTM networks working at the same time, one in each direction.
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Figure 2.6 shows the idea of BLSTM bidirectionality where each frame represents a
time instant ¢, with nodes f; and b; being the states of the nets in such instant ¢. Nodes f;
are responsible for the forward processing of the input data, while b; nodes are in charge
of processing it backwards.

= fi
f t—1 ft
b1 b
t—1 t t—1 t
(a) Long short term memory (b) Bidirectional long-short term
network. memory network.

Figure 2.6: Long-short term memory network (left) vs bidirectional long-short term memory net-
work (right).

BLSTM networks represented an important improvement in ASR, since bidirection-
ality allowed to detect references to words in the future. Still, in practice, having to pro-
cess the input data twice (once per direction) is a time-expensive task which represents
a latency problem for streaming applications. In addition, it was proven that although
LSTMs were supposed to overcome the problem of gradient vanishing, these models still
struggled to capture very long-term dependencies.

In order to solve it, the focus of investigation shifted towards attention-based mod-
els [17]. These models included an attention mechanism that iteratively processes the
input and selects the most important content for each step.

When combined witch recurrent models, the attention mechanism processes the in-
put in both directions and obtains an attention vector with the encoded history for each
word. However, the temporal complexity for these mechanisms is O(n) (O(logn) in the
most efficient systems), where n the size of the input. This, combined with the complex-
ity of BLSTM networks, resulted in huge models reserved almost exclusively for offline
applications, where they could unfold their full potential.

In this context, in order to avoid processing the input data sequentially and seeking
the capability of capturing very long-term dependencies, the transformer architecture
was introduced.

2.4.4. Transfomer architecture

The Transformer architecture [64] relies on the so called self-attention mechanism to com-
pute dependencies in a sequence. In essence, self-attention is an attention mechanism
that relates different positions of a single sequence in order to assign them an attention
weight. In this way, self-attention is able to compute the importance of relating two ele-
ments of a single sequence, in a similar way to how a syntactic analysis is done.

This architecture features an encoder-decoder structure. Here, the encoder maps an
input sequence of symbols x to a sequence of continuous representations z and uses it
as input. Given z, the decoder is in charge of mapping again the result to a sequence
of output symbols y. In addition, both the encoder and decoder feature stacked self-
attention and Feed Forward layers.
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Aside from the simplicity of self-attention, the Transformer instantly positioned itself
as the go-to model when developing state-of-the-art systems to analyze sequences, due
to the reduced time complexity of the self-attention mechanism, aside of being able to
handle potentially infinite histories. When comparing to the previously used attention
mechanisms with O(n) time complexity, self-attention only requires O(1) sequential op-
erations, since it is able to compute the attention vector for every word in the sequence
in parallel.

Following these technical advances, the Transformer was also quickly introduced to
the ASR field, usually outperforming the well-established recurrent models [21, 66, 9].

2.5 Automatic speech recognition

ASR aims to obtain a sequence of words @ that most likely correspond to the speech
utterances present in an audio stream x given as an input. Giving it a pattern recognition
approach, the sample is the sequence of acoustic vectors x given as input and the classes
are every single word w in vocabulary of the considered language L. Formalizing the
problem, we need to obtain the sequence of words w = wyw;...wy that maximizes the
probability p(w|x) given the sequence of acoustic feature vectors x = x1x3...XT.

On the one hand, the probability of p(w|x) can be directly estimated using a sequence-
to-sequence (seq-to-seq) model [16], where given an input sequence x, a decoded se-
quence w is yielded. These models aim to simplify the process of complex tasks such
as ASR or Machine Translation by using only one model. However, this approach re-
quires significant amounts of labelled (transcribed) speech data for training the underly-
ing model, whose availability, in some cases, can be particularly scarce.

On the other hand, applying the Bayes’ theorem, the probability p(w|x) can be sim-
plified to:

W = argmax p(x|w)p(w) (2.6)
wel*
Where L* represents the set of all possible sequences of words in the language L, p(w)
is the probability of w being an admissible sequence of words in the target language L
and p(x|w) is the probability of w generating the acoustic sequence x. This equation
corresponds with the hybrid approach to ASR.

In a hybrid ASR system, two models take place. The model in charge of estimating
P(x|w) is the acoustic model (AM). On the other side, the language model (LM) estimates
the probability of P(w). This approach allows to exploit more abundant sources of data,
since the LM only requires monolingual text data in order to be trained. Hence, the
hybrid approach allows to build robust, powerful LMs that can significantly expedite
raw ASR performance. However, since each of the components is of a different nature,
they work with different probabilistic scales of magnitude. For this reason, to avoid
this difference in magnitudes causing the LM contribution to become irrelevant for the
decoder, a scaling factor can be applied to Equation 2.6 in order to scale the probability
yielded by the LM. Hence, the equation of the hybrid approach to ASR would be written
as follows:

W = argmaxlog p(x|w) + alog p(w) (2.7)

wel*

Being a the scaling parameter for the LM probability. This parameter needs to be
empirically explored in the decoder testing step, being its optimal value the one that
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minimizes the WER w.r.t. a certain development set of data. Using this factor, the proba-
bility yielded by the LM is scaled in order to guide the decoder to output more reasonable
answers. Indeed, this work focuses language modeling for the hybrid ASR approach.

2.5.1. Language model

As said in the previous section, the language model (LM) is the module in charge of
computing p(w). For this, it aims to represent the structure of the language and gives
the probability that a sequence of words w is valid for a language L. It typically predicts
the probability of a word w; appearing right after a context of previous words w;...w; 1
(history) as p(w;|w;...w;_1) where j < i. All probabilities are subject to:

Y P(w) =1 (2.8)

wel*

Many techniques have historically been used to model P(w). Formerly, count-based n-
gram models were used, but, more recently, in the advent of neural networks, RNNs [43],
LSTM [15] and Transformer [66] models have been vastly explored, reporting significant
performance improvements over n-grams. In this work, we explore language modelling
with n-gram models and Transformers.

Count-based n-gram models

One of the most used approaches to the language modeling are n-gram models. In the
ASR context, n-grams are contiguous sequences of n words (for example, the sequence
"automatic speech recognition” could be represented as the trigram [automatic, speech, recog-
nition]), and are usually referred by their length (unigram, bigram, trigram, four-gram...).
With this in mind, these model use n-grams to approximate p(w) to the probability of
a word w; given a history of n — 1 words (the sequence w;_,1...w;_1) or, expressed in
probability terms, P(w;|w;_;41...w;—1). This can be formalized as:

I+1 ,
p(T/U) ~ H p(wi|w;;lx(,‘_n+1,o)) (2-9)

i=1

Where I is the length of w, n is the size of the n-gram, w;ﬂ represents the sequence
of words (w;, w1, ...wj) € w and wy and wy; represent the special first and last words
respectively. Following this idea, the probability for "good morning" with trigrams (3-
grams, n = 3) would be expressed in the following way:

p(”good morning”) =p(”good”|START)
=p(”"morning”|START,” good") (2.10)
=p(END|”good”, " morning”)

Building an n-gram model is relatively easy, since the probabilities for a given n-gram
can be empirically estimated by counting the number of occurrences of that n-gram in
the training corpus C and normalizing to the number of occurrences of the lower order
n-gram represented by the history [24]. This can be formalized as:

N (w;_ow;_1w;)
N (w;_owj_1)

p(wilw; pw; 1) = (2.11)
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Where N (w;_,w;_qw;) is the number of occurrences of the trigram w;_,w;_w; in the
training set C, whilst N (w;_,w;_1) is the number of occurrences of the history (bigram)
w;_ow;_1. As shown in equation 2.8, the n-gram model needs to estimate a probability
distribution, so it can be said that:

N(w; pw; 1) = Y N(w;_pw; 1w;) (2.12)

w;eC

This approach is useful for computing probabilities to sentences seen in the training
set. However, it is unable to assign a non-zero probability to a sentence that was not
seen in the past. To overcome this problem, there are smoothing techniques that can be
applied to n-gram models.

Let’s say the word sequence "bees love singing" is presented to the n-gram model,
which has an apparently low probability. If the word "singing" does not appear after the
history "bees love" in the training set, instead of giving it probability zero, the model can
check if "singing" appears after "love" and if "singing" is a common word in the training
set. Following this idea, the equation 2.11 can be rewritten as:

N (w;_ow;_qw;) N(w;_qw;) N (w;)
TRy P Kt LuiL Y P
N(wi,zwi,l) 2 N(wi,l) 3 N

p(wi|w;_pw;_1) = Ay - +As (2.13)

Where 0 < A; < 1,Y;A; =1,Vi € [1,4] and N is the total number of words in the
training set.

This smoothing technique is called lineal interpolation, since it defines a probabil-
ity distribution out of a linear combination of the distributions from other models (in
this case, unigrams, bigrams and trigrams). This way, the probability for an n-gram is
equal to a weighted distribution from the already trained models, as well as a small fixed
probability mass (A4). The weight parameters A; are usually tuned aiming to optimize
a development set. Considering the previous example, the probability of the sequence
"bees love singing" can be computed as:

N("bees love singing”)
N(”bees love”)
N(”love singing”)
N("love”) (2.14)
N(”singing”)
N

p(”singing”|"bees love”) = A -

+ Ay

+ Az
+ Ay

For further knowledge in n-gram estimation and smoothing, the reader is pointed
to [40].

Neural language models

Leaving the statistical approach for language modeling, neural language models are a
reasonable evolution, since they have shown to work well with discrete data [11]. They
use neural networks to model the probability p(w) of a word w, similar to what n-grams
do, but taking profit of the analytical power of neural nets [12].

These models are mostly based on recurrent neural networks (Section 2.4.2), since
they are able to consider sequential data dependencies [43]. More specifically, well per-
forming recurrent language models consider the usage of LSTM nets [15] (Section 2.4.3)
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and include an attention mechanism in order to detect more complex dependencies be-
tween words [42].

Another widely extended architecture to build language models is the Transformer
architecture [66]. As explained in Section 2.4.4, the Transformer is the state-of-the-art
architecture for sequence analysis tasks like ASR. It features a faster and more refined
attention mechanism called self-attention consisting on relating words in the same se-
quence that allows the Transformer to consider sequences with undefined length with
very good results in both long and short term dependencies.

Aside from that, Transformer LMs have shown to perform extraordinarily good in
streaming setups [9], achieving slightly better results than LSTM based models with con-
siderably lower latencies.

2.5.2. Acoustic model

In a hybrid ASR system, the acoustic model (AM) is the part in charge of modeling the
probability P(x|w). Historically, the most common approach to this model is a set of
Hidden Markov Models (HMM), since it is a structure capable of correctly managing
temporal flow.

In order to apply HMMs to ASR, every word w has to be broken down into a se-
quence of phonemes. This, in turn, has to be decomposed into a sequence of phonemes
with context (triphonemes), the latter essentially representing a phoneme alongside their
preceding and succeeding phonemes in the sequence. In order to do so, a pronunciation
dictionary is needed. This dictionary is simply composed of such representation for each
word in the vocabulary.

HMMs can be thought of as a way of model probability distributions over sequences
of observations. In the context of ASR, the observations are the acoustic feature vectors. It
is assumed that the observations are taken in equal time intervals, so that the observation
x¢ has been taken at the time instant . HMMs are based on the Markov assumptions[49]:

¢ Each observation x; is generated by a state s;, being this the only active state in the
time instant ¢ and that is occult to the observer.

¢ The active state in the instant ¢ depends only on the active state in the instant t — 1
(st depends only on s;_1).

This kind of models are able to distribute a unary probability mass between all the
possible sequences of observations. The probability of a sequence of observations can be
expressed as:

T+1 T
Pw(x) = Z H (st|si—1 HP Xt|st) (2.15)
seS t=1 =1

Where py,(x) is the probability of the sequence x yielded by the HMM associated to
the word w (in other words, p(x|w)), S is the set of every sequence of states s such as
Is| = |x|, s is the t-th state visited in the sequence s and x; is the t-th vector from the
sequence a. The probability P(x;|s;) of the state s; emmiting the observation x; is called
"emission probability", and has historically been estimated using Gaussian mixtures [61].
However, recent approaches propose the usage of DNN to model this probability, having
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@ adulescent
“ adults

Figure 2.7: Simplified decoder for single word recognition. A simplified language {"adults", "ad-
ulescent”, "neuf"} is considered.

obtained considerably better results [30]. Still, in order to be able to use DNN in this task,
the Bayes’ theorem needs to be applied, rewritting the emission probability as follows.

p(xe)p(selxe)
7}{)(5 ) (2.16)

p(xt|st) =

Where the DNN is in charge of modeling p(s¢|x;), p(st) is the prior probability of the
state s; and p(x;) only depends on x; itself, so it can be safely removed from the equation.

Other recent approaches propose neural models in order to estimate p(x|w) since they
don’t make assumptions about the data source. More recently, RNNs, more specifically
BLSTMs, and the Transformer architecture have recently shown excellent performance in
acoustic modeling, being the state-of-the-art for this task [26, 67].

2.5.3. Hybrid decoding

In a hybrid ASR system, the decoding step is where both the acoustic and language mod-
els are combined in order to find the most probable sequence of words given the acoustic
data. In order to do this, a graph containing all the HMM states is needed. This graph
consists of the unfolding over time of the whole set of HMM states, updating the transi-
tion probabilities between them on each level according to the knowledge of the language
model. The transitions in the decoder graph can either be the transitions between the
inner states of the HMMs or the connections between the actual HMMs, called across-
word transitions. However, if we simplify the problem to recognition of single words,
this graph can be seen as a prefix tree where each state represents a phoneme. Figure 2.7
shows a simplified example of single word recognition.

With this idea in mind, the hybrid decoder can be thought of as a concatenation of
prefix trees via across-word connections (i.e. when a word w is recognized, the whole
prefix tree is appended to the node of w). Following this idea, Figure 2.8 zooms out the
schema in Figure 2.7 to represent multiple word recognition.

As it can be imagined, this complex mechanism can compromise the latency of the
system, since querying the language model more than necessary can be too expensive
specially in streaming applications. In order to solve this, it is possible to evade un-
necessary queries when performing look-ahead operations [45] (consult the LM when a
word-node was not reached yet) by making use of static look-ahead tables [33].

The static look-ahead tables are usually build from a simplified version of the used
LM. In this case, since an n-gram LM is being used, the static look-ahead tables can be
build from an m-gram model with m < n, or simply a version of the n-gram with less
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p(adulescent| BEG) p(adults|BEG)

. o]

p(adulescent]neuf) adults|neuf)

Figure 2.8: Hybrid decoder for multiple word recognition. The language considered is the same
as in Figure 2.7 and the sequence recognized was "neuf adults". Probabilities consider a bigram
language model and denote the language model factor for the words in each node

.......

entries. This way, the decoder reduces drastically the queries to the "big" LM, the latter
being only queried when a word-node is reached.

Aside from this, other upgrades like variance regularization [56], lazy evaluation and
language model history recombination [33] allow the decoder to obtain faster and better
results.

2.6 Evaluation measures

To evaluate the performance of an ASR system, there are several measures available.
Trained ASR systems are evaluated using word error rate (WER) on (manually) labeled
development and test speech data.

The word error rate is defined as the minimum edit distance between the correct
transcription and the recognized one. It is similar to the Levenshtein distance of edition,
allowing insertion, deletion and substitution of words. It is computed as follows:

I+D
WER = 1FD+5 (2.17)
R|
Where I, D and S represent the number of insertions, deletions and substitutions
respectively, and |R| is the length of the reference transcription.

However, in the specific case of LMs, they are optimized to minimize perplexity
(PPL) over a given development set. The perplexity of a given sequence of words w =
{w1, ...wy } can be formally expressed as:

PPL(W) = 2~ nlo8P(@) (2.18)

Where —% log P(w) is an estimation of the cross-entropy for w when it is sufficiently
long. The PPL of the language model can be seen as the estimated number of words that
can follow a given word in a sequence. Larger values of PPL mean higher branching,
which is non-optimal since the model has to evaluate more words when analyzing a
given sequence.






CHAPTER 3

Language model training

This chapter describes how to train count-based and neural language models for stream-
ing ASR. It is structured as follows. First, Section 3.1 introduces the concepts treated in
this chapter. Second, Section 3.2 describes in detail the steps needed to train an n-gram
LM. Then, Section 3.3 discusses the training process of the Transformer LM (TLM). Lastly,
Section 3.4 explains the process of interpolating both LMs.

3.1 Introduction

Two different language models have been trained for this work: an n-gram LM and a
Transformer LM. It is important to remember that an n-gram model only calculates n-
gram probabilities based on n-gram frequencies observed in a training set, whereas the
transformer model implements an attention mechanism that allows it to consider signif-
icantly longer histories and, therefore, yield presumably better results.

The process of training the language models is done after the text data preprocessing
and consists on two main steps: the training of the n-gram and the transformer LMs
and the interpolation of both of them. The final language model consists of a weighted
combination of the two trained models that optimizes the development set. Figure 3.1
shows a simplified schema of the sequence of actions to perform in order to develop the
final language model.

3.2 N-gram model training

In order to obtain an n-gram model out of a set of training corpora, it is either needed
to combine them and work with all data as a unique large corpus, or train individual
n-gram models for each text corpus in the training set and linearly interpolate them to
minimize perplexity on a given development set.

The procedure of training a n-gram LM out of a set of training corpora, is described as
follows. First, a large n-gram LM (hereafter referred to as background model) is trained
using a concatenation of all the corpora in the training set. This background model is used
as a "generalist” model able to answer most of the queries. Second, an individual n-gram
LMs for each corpus is trained. These smaller models are used as "specialized" models
that will provide more accurate results in the specific field of their corpus. Finally, these
models are linearly interpolated aiming to minimize the perplexity of the development
set. This approach results in a more robust model, since the background model will

17
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Training set

N-gram Transformer
training training
N-gram Transformer
model model

Model
interpolation

Weighted combination of both LMs

Figure 3.1: Simplified sequence of actions required to train the final LM.

generally obtain a higher interpolation weight than the smaller ones, avoiding uncertain
query answers.

Given the schematic description of the target four-gram LM, the sequence of steps
taken to build it is the following: First, individual unigram LMs for each training corpus
are estimated and linearly interpolated, using as interpolation weights those that min-
imise PPL on a given development set. The resulting interpolated unigram LM is used
to carry out an analysis of single word frequencies in the training data, weighted by their
relevance w.r.t. the development set. This analysis is used to define the vocabulary of
the final ASR system. Typically, the K most frequent words are selected. This vocabulary
reduction is done in order to obtain a balance between the perplexity of the model and
its size, which is specially useful for streaming applications. When a smaller vocabulary
is considered, all the non-included words are mapped to <UNK> and treated as unknown
words.

Second, having defined the vocabulary size of the LMs, and hence, of the ASR system,
the following step is to train both the background (with the full concatenated corpora)
and the smaller corpus-specialized models and interpolate all of them. Again, consider-
ing that the final ASR system has to be streaming-ready, this is, capable of dealing with
streaming audio signals with tight latency constraints, it is needed to prune the mod-
els at this point in order to reduce their sizes and thus improving their query latencies.
The pruning is done by removing from the model those n-gram entries with a number
of occurrences less or equal to the pruning parameter. After this step, and considering
the different pruning parameters, a selection of the pruned models based on their size is
interpolated. This selection is chosen considering the sizes of all the individual models
in order to obtain a final model with an appropriated size for being used in an streaming
environment, this is, finding a model that achieves a good compromise between its size
and PPL score.

The interpolation process consists on obtaining a linear combination of all the models
that minimizes the perplexity with respect to the development set. It can be thought of
as an n-gram model mixture where the only non-fixed parameter is the weight of each
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model. Following this approach, the probability of a word w given a history h can be
expressed as:

M
P(w|h) = Z Am - Pm(w]h) (3.1)
m=1

Where M is the number of models, A, is the interpolation weight assigned to the m-th
model and £ is the sequence of words previous to w where |1 is less or equal than three.
With this representation in mind, the target of the interpolation is to tune A, aiming
to minimize the PPL on the development set. This process can be implemented via an
Expectation-Maximization [20] (EM) algorithm.

Finally, the last step for building the n-gram LM is to prune the interpolated model.
This procedure is similar to the one followed when pruning the corpus-based models in
the previous step. In this case, the pruning parameter refers to the effect that an n-gram
has on the PPL of the model. That is to say, the pruning process computes the effect that
every single n-gram has on the PPL when they are either considered or not. With this
idea in mind, the n-grams with an impact on the PPL lower or equal to the threshold
value are removed.

With these steps done, the resulting n-gram LM will be used as an external model
during the decoding process. However, as explained in Section 2.5.3, the hybrid de-
coder can use a smaller and faster n-gram LM as look-ahead tables to avoid the latency
of querying the bigger model. Considering this, a super-pruned version of the already
trained n-gram LM can be built. To build this super-pruned model, the original interpo-
lated model must be pruned with more aggressive values, aiming to reduce its size to a
few MB.

3.3 Transformer model training

The transformer models are trained to yield the probability P(w|h) of a word w given its
preceding history h by using a self-attention mechanism. The strong aspect of this kind
of models is the fact that the self-attention mechanism is applied to a potentially infinite
history in a parallel manner, giving them the ability to learn long-term dependencies with
better results than RNNs or LSTMs.

The procedure of training a TLM out of a set of training corpora, is described as fol-
lows. First, a reduced selection of the training corpora is needed, since the TLM train-
ing process is very time-expensive, specially compared to n-grams. This selection can
be based on the interpolation weights of each corpora computed in the n-gram training
(Section 3.2). This subset of training data can lead to a reduction in the vocabulary size.
For this reason, the words in the original training vocabulary that do not appear in this
subsection are mapped to <UNK>. Then, this data subset is used to train the TLM until
it converges, controlling the PPL evolution for the development set. Once the training
process is completed, it is possible to compute the average values for the parameters of
the TLM using its state in different checkpoints of the training process. This is done to
avoid possible loss of between the checkpoints, building a more robust model.

3.4 Model interpolation

After having trained both the four-gram and the Transformer models, the next step is to
compute optimum interpolation weights, to be provided to the decoder, as the interpo-
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lation of both models probabilities is done on-the-fly during the decoding process. For
this, the procedure is equal to the one explained in Section 3.2: first, the perplexity of the
models with respect to the development set is computed. Then, the linear combination
of the models that optimizes the development set is computed.



CHAPTER 4

Corpora

This chapter describes all speech and text corpora used for training and assessing the
acoustic and language models described in Chapter 5. As explained in Section 1.2, one
of the goals of this work is to study the contribution of state-of-the-art language mod-
eling technologies to the overall ASR system performance. Considering this, the data
described in this chapter is the same used for training the French ASR system developed
by the MLLP-VRAIN research group under the context of the EMMA European research
project [1].

This chapter is structured as follows. First, Section 4.1 exposes the text corpora used
as training data for the LMs. Second, Section 4.2 shows the data used to train the AMs
developed by MLLP-VRAIN’s researchers. Finally, Section 4.3 gives information on the
corpora used as development and test partitions for both AMs and LMs.

4.1 Text corpora

4.1.1. Training corpora
To train the LMs, we used the following 15 different data sources:

¢ Audiobooks-1: The Audiobooks-1 dataset is a corpus created from french audio-
books extracted from the Internet. It consists on 18.0K sentences with 258.6K run-
ning words.

* QCRI AMARA [7]: The QCRI AMARA corpus is an open multilingual collection of
subtitles for educational videos and lectures collaboratively transcribed and trans-
lated over the AMARA web-based platform. The current release of the corpus con-
tains 20 languages. The french part features 1.4M running words in 139.8K sen-
tences.

* COSMAT: The COSMAT corpus is a set of parallel sentences in French and English
extracted from scientific thesis abstracts in the HAL open archive. This corpus con-
tains 32.6M running words in 1.7M sentences.

* DGT-Acquis [58]: The DGT-Acquis is a family of several multilingual parallel cor-
pora extracted from the Official Journal of the European Union (OJ) in Formex 4
(XML) format, consisting of documents from the middle of 2004 to the end of 2011
in up to 23 languages. It consists on 93.2M running words and 4.9M sentences.

* Europarl [36]: The Europarl parallel corpus is extracted from the proceedings of
the European Parliament. It includes versions in 21 European languages and was
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originally created for training machine translation systems. The corpus features
2.2M sentences and 61.3M running words.

¢ EU-TT2: The EU-TT2 corpora was extracted in the TT2 European project [6] from
the Bulletin of the European Union, which exists in all official languages of the
European Union and is publicly available in the Internet. 1.1M sentences containing
21.2M running words form this corpus.

e EUTV: EUTYV is a corpus built from transcriptions of videos from the EUTV web-
site (currently named Multimedia Centre from the European Parliament) [3] and
available in 22 different languages from the European Union. The corpus contains
137.0K sentences and 1.2M running words.

¢ Giga: The Giga corpus is composed of parallel sentences in English and French
crawled from international websites. It contains 754.2M running words in 22.5M
sentences.

* NC-V8 [8]: News Commentary is a translation corpus from the WMT workshop
containing news text and commentaries from the Project Syndicate, provided as
training data for the series of WMT translation shared tasks! and containing 193.7K
sentences and 5.4M running words.

* OpenSubtitles [62]: OpenSubtitles is a corpus formed out of documents from the
OpenSubtitles initiative website [5]. It contains a total of 327.8M running words
and 48.0M sentences.

* UN: The UN translation corpus is a English to French and English to Spanish trans-
lation dataset provided as training data for the series of WMT translation tasks [13]
featuring sessions from the United Nations assembly. It contains 400.9M running
words in 12.9M sentences.

* Voxforge [65]: Voxforge is an open speech dataset that was set up to collect tran-
scribed speech for use with Free and Open Source Speech Recognition Engines.
Currently, it contains data in seventeen languages. The French dataset contains
182.1K running words and 16.4K sentences.

e TED: The TED corpus is a set of transcriptions of TED talks from the TED website.
It complements the WIT3 corpus by adding transcribed talks up to 2015. It contains
392.3K running words in 47.7K sentences.

e TEDx: The TEDx corpus is a set of transcriptions from TEDx talks (unofficial TED
events) in several languages up to 2015. It contains a total of 3.9M running words
and 477.5K sentences.

* Wikipedia: The Wikipedia corpus is a dump from the French Wikipedia [4] from
2015. It contains 372.8M running words i 25.2M sentences

e WIT3 [14]: WIT3 is the acronym for Web Inventory of Transcribed and Translated
Talks. Itis extracted from the multilingual transcriptions of TED talks from the TED
website? from 2007 up to 2013. It is available in 5 languages and the French version
contains 2.5M running words and 143.6K sentences.

Table 4.1 summarizes basic raw statistics of all these corpora.

Thttp://www.statmt.org/wmt15/translation-task.html
Zhttps://www.ted.com/
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Table 4.1: Basic raw statistics of training text corpora.

Training corpus | Sentences | Running words
Giga 22.5M 754.2M
UN 12.9M 400.9M
Wikipeda 252M 372.8M
OpenSubititles 48.0M 327.8M
DGT-Acquis 49M 93.2M
Europarl 22M 61.3M
COSMAT 1.7M 32.6M
EU-TT2 1.1M 21.2M
News Commentary 193.7K 5.4M
TEDx 430.9K 3.5M
WIT3 143.6K 2.5M
AMARA 139.8K 1.4M
EUTV 137.0K 1.2M
TED 47.7K 392.3K
Audiobooks-1 18.0K 258.6K
Voxforge 16.4K 182.1K
Total 119.6M 21G

4.2 Audio corpora

For the training process of the acoustic model used in Chapter 5 as part of the final sys-
tem, the data used considers a manually transcribed corpus and a set of transcriptions
from different sources, grouped by their characteristics. These last grouped sets of data
will be considered as individual corpora in order to simplify the section. Table 4.2 con-
tains basic raw statistics for these corpora. The description of the mentioned corpora is

the following:

* Educational data: this is a collection of conferences and meetings from educational
events belonging to different fields. It contains 210 video files with duration be-
tween 5 and 15 minutes. It contains a total amount of nearly 39 hours of good
quality recordings with different speakers.

* Entertainment data: this data belongs to different multimedia entertainment mate-
rial, television content and domestic recordings. The corpus has a total amount of
200 hours of recordings with lots of speakers.

* Parliament data: this corpora contains recording from parliament meetings in 220
audio files and over 420 hours of recordings.

* Voxforge [65]: as explained in Section 4.1, Voxforge is an open speech dataset that
was set up to collect transcribed speech for use it with FOSS recognition engines.
The French part contains 1631 audio files from different speakers, adding up a total
of nearly 27 recorded hours.

4.3 Development and test corpora

To evaluate the language models, two corpora were used for building both development
and test sets:
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Table 4.2: Basic statistics of training audio corpora.

Training corpus | Duration
Educational data 38h 59m
Entertainment data | 399k 3m

Parliament data 421h4m
Voxforge 26h 35m
Total 885h 41m

¢ PoliMedia: The PM dataset is a set of transcriptions of French lessons at PoliMedia.
Polimedia is the service for the creation and distribution of multimedia educational
content at the UPV. The development partition contains 1h 9m of recorded speech in
8 videos containing 10.7K running words in 1.1K sentences. For testing, it features
52m of recordings in 12 videos with 682 sentences with 6.3K running words.

¢ Université de Bourgogne: The UB dataset is a set of transcriptions of MOOC courses
from the Université de Bourgogne. It contains two manually transcribed courses:
a wine course and an Internet research course. The wine course, used for the de-
velopment set, features 18 files adding up 1h 20m of recordings, containing 13.9K
running words in 1.4K sentences. The Internet course is used as test partition and
contains 1h 57m of recordings in 18 videos, with 1.9 sentences and 19.3 running
words.

Table 4.3 contains basic raw statistics of both the PM and UB corpora.

Table 4.3: Basic statistics of development and test data.

Corpus | Set | Sentences | Running words | Duration
PM Dev 1.1K 10.7K 1h 20m
Test 682K 6.3K 1h 57m
UB Dev 1.4K 13.9K 1h 9m
Test 1.9K 19.3K Oh 52m
Dev 2.5K 24.6K 2h 29m
Total
Test 2.6K 25.6K 2h 49m




CHAPTER 5
Experiments and evaluation

This chapter describes the experimental setup, the experiments carried out to build and
optimize our proposed ASR system, and the empirical results obtained in each develop-
ment and assessment step. At the end of the chapter, the resulting system will be com-
pared with the French ASR hybrid system developed in 2017 by the MLLP-VRAIN group.
The LMs developed in this work will be combined with an acoustic model developed by
MLLP-VRAIN’s researchers based on BLSTMs.

This chapter is structured as follows. First, Section 5.1 describes the toolkits used to
train the LMs and recognize with them. Second, Section 5.2 shows the preprocessing
steps carried out to clean the data. Third, Section 5.3 exposes the process of training the
n-gram LM and the TLM, as well as their interpolation. Then, Section 5.4 discusses the
integration of the trained LMs into the hybrid decoder, as well as the process of optimiz-
ing decoding. Finally, Section 5.5 compares the built ASR systems to the baseline 2017
French ASR system.

5.1 Toolkits

In the process of building our LMs, three main tools have been used: KenLM, TLK and
Fairseq. First, KenLM [29] is an open-source language modeling toolkit developed by
Kenneth Heafield consisting of a set of C++ executable programs that is widely used in
speech recognition. In this work, KenLLM is used to build n-gram models out of the data
described in Section 3.2, interpolate them and evaluate the resulting model. For this, the
following executable binaries from the toolkit are used:

* 1lmplz, which stands for “language model please”, is used to train n-gram models. It
reads the training data from the standard input and calculates the probability for
each n-gram. Several options are available, but the most important ones are -o,
which specifies the n-gram order, and -prune, which removes the n-grams with a
number of occurrences less than the integer specified.

* query is used to calculate model probabilities and perplexities of a set of sentences,
typically those from the development dataset. It takes the model as an argument
and the sentences or queries through the standard input. The output consists of the
log-probabilities for each word in a sentence (log,, p(w|h)) alongside the order of
the n-gram matched and the id of the word in the LM, as well as the perplexity of
the model at the end of the output.

25
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The rest of the steps regarding the n-gram model (calculate the interpolation weights,
prune the resulting models...) were made using custom scripts that complement KenLM
developed by the MLLP-VRAIN group.

Second, The transLectures-UPV Toolkit [19] (TLK) is a state-of-the-art toolkit devel-
oped by the MLLP-VRAIN research group at the Universitat Politecnica de Valéncia (UPV)
under the context of the transLectures project [57]. It is a toolkit aimed at developing soft-
ware capable of transcribing speech that allows to preprocess acoustic data, train acoustic
models and decoding. This is the toolkit used for building the winner ASR systems for
both the 2018 and 2020 editions of the Albayzin-RTVE Speech-To-Text Challenge [34, 32].
TLK was used to transform the KenLM models (in arpa format) to the TLK intern binary
format, to build the lookahead tables used in decoding and to perform the decoding step.
For this purpose, the following tools have been used:

¢ tLlmformat is a tool used to format a language model to the internal TLK format
used for language models. It is used via command-line, receiving the format of the
input file as an argument, and the path for the input (-1) and output (-o) files.

* tLmksltfs is used for building the look-ahead tables. It is also used via command-
line, receiving a language model in TLK format, a lexicon file and a tied-phonemes
list(these two files are explained in detail in Section 2.5.2), and generates a .s1tfs
file containing the look-ahead table.

* tLtask-recognise is the tool used for performing the decoding task. It receives all
the models involved in the recognition, apart of the decoding parameters.

Finally, Fairseq [47] is a toolkit developed by Facebook Al Research that allows cus-
tom model training for language modeling, among other text generation tasks. It is based
in PyTorch and supports multi-GPU and multi-machine training. Fairseq was used for
training the Transformer LM (TLM). Two main tools have been used for this purpose:

¢ The fairseq-preprocess tool prepares the train and development (validation) data,
receiving them as two separate input files (one for each task) and generating all the
necessary files to start training.

¢ The fairseqg-train tool is used to train the TLM. It receives as input the directory
containing all the files generated by fairseq-preprocess, the options of the model
and the process of training (architecture, topology, criterion, learning rate...).

5.2 Data preprocessing

The data used for training the language models is described in chapter 4.1. However,
before starting to train the models, some preprocessing steps must be performed in order
to normalize the data. These preprocessing steps consist on removing special characters,
converting numbers to text and remove punctuation marks. Essentially, no characters
other than non-capitalized letters from the French alphabet must appear on the data files.
This implies that, since the French alphabet contains letters which do not appear in the
strict Latin alphabet, the text files must be written in Unicode format. In order to clean
the text files, several main steps were performed:

First of all, each dataset needs a specific preprocess consisting in removing all sort of
non-alphabetical characters (for example, there were musical notes, copyright symbols
and smart quotes, among other symbols) or special sequences such as xml code lines.
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Table 5.1: Train corpus statistics

Training corpus | Sentences | Running words |
Giga 22.5M 700.9M
Wikipeda 25.1M 393.6M
UN 12.9M 372.5M
OpenSubititles 48.0M 263.9M
DGT-Acquis 42M 102.0M
Europarl 22M 55.7M
COSMAT 1.eM 32.6M
EU-TT2 1.0M 20.3M
News Commentary 193.7K 49M
TEDx 430.0K 3.5M
WIT3 143.5K 2.5M
AMARA 138.5K 1.2M
EUTV 137.0K 1.2M
TED 47.5K 387.1K
Audiobooks-1 18.0K 258.6K
Voxforge 16.4K 181.7K
Total 118.6M 2.0G

This was achieved using the UNIX sed utility, replacing special characters either by their
representation in Unicode, or blank characters if there is no representation.

The following step is to normalize the text. For this, two main substeps were per-
formed: First, it is needed to expand abbreviations (this is dr. — docteur, m. — mon-
sieur...). For this, a script containing the most used abbreviations in French was created
to substitute each one of them with their corresponding expansion. Then, it is needed
to convert numbers to words (transliterate numbers). This was done using the Python
library num2words, which offers support for the French language, and extending its func-
tionality to cover other cases such as decade numbers, ordinals, etc.

In order to correctly perform these steps, it is necessary to previously tokenize the
text. Tokenize is the process of extracting each individual word as a token in order to
be able to treat each one of them separately. It is also usually helpful to process some
characters like apostrophes before it, since they may interfere with the tokenisation. In
this case, apostrophes are treated by replacing them with special characters before the
tokenisation and then being replaced back at the end of the preprocess. It is also conve-
nient to remove all punctuation marks before performing the normalization steps, since
they could interfere with abbreviations (most of them end in a point) or with number
notation, more specifically in century notation.

Finally, a cleaning step is performed. In this last step, it is important to remove all
words with non alphabetical symbols, replace all special characters removed in the to-
kenisation step, trim the text and remove empty lines to obtain a clean dataset ready to
be used for LM training. Table 5.1 shows the training statistics after having followed
these preprocessing steps.

Next, smaller, domain-related corpora are combined (joined) in order to reduce both
the training time and the number of trained models. In this case, we generated two
corpora combinations: On the one hand, Audiobooks-1 and Voxforge were combined
since they are the smallest corpus in the training set, and both are related to text derived
from audiobooks. On the other hand, TED and TEDx were also combined since they
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Figure 5.1: Simplified sequence of actions needed to train the final LM.

both correspond to either official or unofficial TED talks. Table 5.2 shows statistics for
both combinations.

Table 5.2: Combined corpus statistics

Training corpus | Running words | Sentences
Audiobooks+Voxforge 440K 34K
TED+TEDx 3.9M 478K

5.3 Language model training

In this work we trained two different LMs: a 4-gram LM and a TLM. Both LMs can the-
oretically be trained in parallel. However, due to the computational cost of training the
TLM, a reduced subset of training data must be considered to alleviate this concern. This
subset is selected following a specific criteria that considers the information extracted
from the n-gram LM training process, as it is explained later on in Section 5.3.2, so it
prevents the possibility of running both tasks in parallel. Figure 5.1 provides an updated
version of Figure 3.1 on the sequence of actions performed to obtain the final LM.

5.3.1. 4-gram LM

As explained in Section 3.2, the first step to train the 4-gram model is to decide the vocab-
ulary of the final system. To do this, first, we trained a unigram model to sort all words
from the training data by their importance w.r.t. the development data, instead of, e.g.
sorting them by their absolute frequency. Then, different vocabulary sets are defined by
selecting top-ranked words fitting different vocabulary sizes. Finally, out-of-vocabulary
(OOV) ratios of development data are computed for each vocabulary set. OOV ratio is
the percentage of words present in the development data not included in the vocabulary
set, this is, those words that the final system would not be able to recognize.
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Figure 5.2: OOV ratio on the development set for the different vocabulary sizes (in thousands of
words) considered.

In this case, the full vocabulary size of the whole training data comprises 4 667 840
unique words. Considering that the resulting system aims to deliver good performance
under an streaming environment, it was mandatory to significantly shrink the vocabu-
lary size. We explored vocabulary sizes |V| = {200, 250,300,350} (in thousands of words,
K). Figure 5.2 shows the evolution of the OOV ratio (vertical axis) w.r.t. the size of the
different vocabulary sets considered (horizontal axis).

The best candidates were |V| = {250,300}, but due to the small difference between
their OOV ratio values, it was considered not worth increasing the vocabulary by 50K
words for just an improvement of 0.05%. Hence, the final decision fixed the vocabulary
size in K = 250, obtaining an OOV ratio value of 0.98%.

The following step was to train all the 4-gram models (corpus-specific models and
background), with some slight model pruning by removing the n-grams with a number
of occurrences lower than the pruning parameter in order to reduce their size. This step
was done using the KenLM tool 1mplz, which allows to prune the models whilst training
them. The pruning values considered in this step for every model was p = {1,2,5}.

After this step, the interpolated model is built from a selection of the trained models
considering their weight. This decision is normally taken based on experimental results,
but due to the time constraint and considering that the sizes of the models were not big
enough to represent a threat on the final system’s latency, the interpolation was done con-
sidering all the models pruned to one occurrence (p=1). The interpolation was done using
a custom tool interpolate developed by the MLLP-VRAIN group that implements the
interpolation process explained in Section 3.2 via an Expectation-Maximization (EM) [20]
optimization algorithm, rather than using the KenLM tool (which uses a log p(x) interpo-
lation approach). Table 5.3 shows the optimum interpolation weights for each individual
4-gram model.

The resulting model from the previous step had a size of 3.1GB, which exceeds the
standards for an streaming n-gram model. Based on previous knowledge from the MLLP-
VRAIN group, the target was to reduce the size nearly to half. For this reason, we per-
formed a second pruning process in order to reduce the model size. This pruning process
is explained in Section 3.2 but, in essence, it removes n-gram entries considering their ef-
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Table 5.3: Optimal interpolation weights computed for each quad-gram model with respect to
the development set.

Language model Interpolation weights (%)
Wikipedia 33.8
Background 19.5
Amara 18.7
TED+TEDx 16.7
Cosmat 7.4
Giga 2.5
Opensubtitles 1.1
DGT 9.0-107!
Audiobooks+Voxforge 4.0-1072
Europarl 8.0-10*
Wit3 1.4-107°
EUTV 1.0-107°
UN 1.1-10712
EU-TT2 7.8-107Y
Ncv8 32-10717

Table 5.4: Threshold pruning values that provided the best results against the size reduction
achieved with them.

Pruning threshold value | Size reduction

2-10°H1 41.94%
5.10°11 54.84%
8-10~1 61.29%
2-10°10 72.16%

fect on its PPL. Table 5.4 shows the best performing studied threshold values for the
second pruning process and their effect on the size of the model.

After studying the effect of the threshold values on the size of the models and con-
sidering the values that yielded a model with the desired size, the decision was made
by studying their effect on the model’s PPL. Figure 5.3 shows the evolution of the PPL
compared to the pruning value (and thus the size) of the models considered in table 5.4.
At the light of the results, we selected the threshold value p =5 - 10~ as it obtains the
minimum value for the PPL while yielding a half-sized model.

The last step was to create a significantly smaller model that will be used to generate
the static look-ahead table needed by the system decoder. To build this super-pruned
model, we considered values of the order of 1-10~8. Table 5.5 shows the resulting model
size for the best performing values studied alongside of their PPL. After studying the
resulting models, the final super-pruned model was with a pruning threshold of 4 - 10~8.

Completing the 4-gram model training took approximately three weeks on quad-core
Intel i7 CPUs with 64GB of RAM. The original interpolated model, and its pruned and

Table 5.5: Threshold pruning values that provided the best results alongside with the resulting
model size and the resulting PPL.

Pruning threshold value | Model size | PPL
4-1078 36M | 320
5-1078 31IM | 327
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Figure 5.3: Evolution of the models’ PPL values against their pruning values. Lower is better.

super-pruned versions had final sizes of 3.1GB, 1.4GB and 36MB while showing PPL
values of 233, 235 and 320 in the development set, respectively.

5.3.2. TLM training

As explained in Section 3.3, before starting the training process it is necessary to prepro-
cess data. However, when dealing with Transformer LMs, the MLLP-VRAIN group has
historically encountered difficulties for training with amounts of data exceeding more
than 1G running words. Following their advice and considering time constraint, we se-
lected a subset of 1G from the whole training data, that comprises 1G running words.
This selection process consists on selecting the highest ranked corpora in the interpola-
tion of the 4-gram models (see table 5.3) and concatenating them in order to obtain a set
of the desired size. The selection considered the Wikipedia, Amara and TED+TEDx cor-
pora in their integrity, which comprised a total of 398.7M running words. The remaining
data to reach 1G running words was randomly selected from the remaining unselected
corpora. However, this reduced training set can lead to a reduction on the system vocabu-
lary, causing a bigger chance of finding unknown words. In order to avoid this problem,
after the training process, Fairseq equally distributes the probability assigned to <UNK>
among the words that do not exist in the TLM training vocabulary. This can cause an
increase on the PPL shown in the training process.

The next step was to preprocess this subset of training data. In this process, we built
a dictionary containing the TLM vocabulary and converts the data into a binary format,
making it easier for the training process to read it. This process is done using the Fairseq
tool fairseq-preprocess.

The following step is to start training the TLM. This was done using the Fairseq tool
fairseq-train with a custom variance regularisation implementation [56], that receives
as parameters the full set of training parameters (data location, model topology, learn-
ing rate...). The trained TLM had a configuration of 24 decoder layers, 512 cells per layer,
4096-unit FE-DNN, 12 attention heads and an embedding of 768 dimensions. This config-
uration was based on prior knowledge and experience from MLLP-VRAIN researchers.
Due to time constraints, no other configurations were explored. The process of train-
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Figure 5.4: PPL evolution through the epochs of the TLM training process on both train and
development sets.

ing the TLM took approximately two weeks running on two NVIDIA RTX 2080ti GPUs.
Figure 5.4 shows the PPL evolution during the training process for both train and devel-
opment sets.

Once the training process is completed, Fairseq leaves a certain number of check-
points corresponding to the state of the model in a specific moment of the training pro-
cess specified as an argument in the fairseq-train order. In this case, 10 checkpoints
were saved, which were used to compute an average TLM by computing the average
parameters of each checkpoint. This averaging process was performed using a python
script provided by Fairseq named average_checkpoints.py.

The next step is to normalize the <UNK> probabilities to work with the full system
vocab. This was done via a custom script made from the MLLP-VRAIN group named
eval_lm.py that receives the full vocabulary size as an argument. Aside from that, and
since the TLM aims to provide good results under an streaming context, this script also
allows to limit the history length considered by the TLM by receiving it as an argument.
We explored history lengths |h| = 5, 10, 20, 40, 60, 80. Figure 5.5 shows the PPL results for
the studied values.

In this case, the PPL values were computed after normalizing the <UNK> probability
value. As the results showed, history lengths over |h| = 10 provide the same value.
The explanation of this phenomenon is that the average length of the sentences in both
training and development sets are near 10. Considering this, history length values over
|h| = 10, the TLM can’t extract better results, since the history length considered is longer
than the actual sentence. The final decision fixed the TLM history length in || = 10. The
final TLM scored an average PPL of 187 for the development set with the full system
vocabulary size.

5.3.3. LM interpolation

After having both the 4-gram model and the TLM, an interpolation of both was com-
puted. This interpolation follows the idea described in Section 5.3.1 and was performed
using a custom python script named compute_mix_weights.py that implements the EM
algorithm explained before. This interpolation can be used in the recognition step pro-
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Table 5.6: Interpolation weights that optimize the development test, rounded to the first decimal.

Development task | Interp. weights % (4-gram / TLM)

PM 41.0 / 59.0
UB 40.5 / 59.5
PM + UB 40.7 / 59.3

viding the TLK toolkit with both models and the interpolation weights. Table 5.6 shows
the optimum interpolation weights that minimize the PPL on the development set.

Table 5.7 shows and compares PPL scores of the 4-gram LM, the TLM, and the inter-
polation of both models.

Looking at the results, the best LM, in terms of PPL, is the interpolation of the 4-
gram and the Transformer LMs. The explanation of this phenomenon is that the TLM
is a way more powerful model than the n-gram, but it was trained using only 1Gwords,
against the nearly 120Gwords used for the n-gram model. This means that, in the overall
cases, the TLM has the ability to reduce the possible paths better than the n-gram, but
there are some cases where words that do not appear in the TLM training vocabulary are
seen in the development test. In these less probable cases, the n-gram model still has the
knowledge to manage the sentence. Considering this, the interpolation is able to manage
the overall cases as good as the TLM, but thanks to the n-gram model, it does not have
the problem where words that were not seen in the past appear in the development set
as much as the TLM alone does.

5.4 Integrating LMs into the hybrid decoder

In this section we integrate the proposed LMs into the hybrid decoder to build complete
ASR systems. More specifically, we combine our LMs with a brand-new BLSTM-HMM
acoustic model trained by MLLP-VRAIN researchers.

The complete ASR system is assembled when running the TLK’s decoder via the
tLtask-recognise command-line tool. This tool receives both the AM and LM and per-
forms the decoding step. The decoder features many decoding parameters that can be
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Table 5.7: PPL comparison for both final models and their interpolation on the development set.

PPL
Language Model | PM UB Total
4-gram 232 236 235
TLM 187 186 187

4-gram + TLM 155 150 152

tuned to slightly improve the overall system’s performance. From those, we highlight
the following:

* GSF: The Grammar Scale Factor (GSF) is used to scale the weight of the LM with
respect to the AM in the decoding step. It matches the « factor in Equation 2.7

e LMHR: The Language Model History Recombination (LMHR) is used to recombine
hypotheses that share the same last words of their histories. More precisely, for
a given LMHR = N two different LM histories w} and wil are recombined if
w%_ Nl = w’LLfN nE This forces the decoder to consolidate word prefixes and al-
lows a faster decoding, since the history of the TLM is not limited in length and it

has to be processed in every iteration.

e PSF: The Prior Scale Factor (PSF) is used to scale the prior probabilities p(s;) of the
HMM states learned by the AM.

* LA: The Look-Ahead (LA) window parameter refers to the "future" window size that
the AM needs to yield a probability. This window is useful when dealing with
BLSTM or Transfomer AMs, since it allows to consider a brief period of time in the
future to look for relevant information for a given sample.

e BEAM: The BEAM parameter represents the maximum difference between the scores
of the most and least probable active hypotheses. If the lowest ranked hypothesis
differs in score by a bigger value than the BEAM, it is automatically discarded.

e HP: The Histogram pruning (HP) window parameter refers to the "future” window
size that the AM needs to yield a probability. This window is useful when dealing
with BLSTM or Transfomer AMs, since it allows to consider a brief period of time
in the future to look for relevant information for a given sample.

e LMHP: The LM Histogram pruning (LMHP) parameter controls the number of new
LM histories that will be expanded in each time frame. This allows to reduce the
number of queries to the LM.

In this case, the colleagues that developed the AM provided optimal values for the
LA and PSF parameters. Since these two parameters mainly affect the AM, and in order
to bound the experimental work volume, the study of those will be omitted, using the
provided values (LA = 49, PSF = 0.9). Parameters BEAM, HP and LMHP will be also
omitted due to time constraints and will be set to BEAM = 160, HP = 7500, LMHP
= 60 based in previous knowledge from the MLLP-VRAIN group. Hence, in this work
we focused only on the optimisation of the GSF and LMHR parameters for each ASR
system.

We started the study by considering the BLSTM AM alongside the super-pruned n-
gram LM used as look-ahead table. Since the LM is a four-gram LM, LMHR can’t be
different than three, as the histories considered by this kind of model have a fixed length
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Figure 5.6: GSF exploration for the both ASR systems that include the big and small n-gram LMs.

The left figure plots the WER (vertical axis) computed with the system including the small n-gram

LM against the GSF parameter (horizontal axis) w.r.t the UB and PM development sets, while the
right figure does the same for the system built with the big n-gram LM.

of |h| = 3. Figure 5.6a plots the WER scores as a function of the GSF parameter for both
PM and UB development partitions. At the light of the results, the PM set had a clear
minimal value on GSF = 11. Regarding the UB set, both values GSF = {9,10} had the
same WER score, so we decided to continue with GSF = 9. Next, we moved to the ASR
system that incorporates the big 4-gram model. We proceeded exactly as before: we only
studied the effect of GSF on the WER since LMHR needs to be equal to three. Figure 5.6b
plots the resulting WER scores as a function of the GSF values considered for the UB and
PM development partitions. Considering the results, we selected GSF = {11,10} for PM
and UB, respectively.

For the TLM, the procedure was the similar: in this case we fixed LMHR = 9 and
explored a set of GSF values, resulting in a best value of GSF = 9 for both development
sets. Figure 5.7a shows the WER evolution w.r.t. the GSF parameter in both UB and
PM development sets. Once an optimal GSF was found, and considering that the TLM
is able to consider histories longer than 3, we fixed GSF = 9 and explored the LMHR.
Figure 5.7b shows the WER evolution w.r.t. the LMHR parameter in both UB and PM
developing sets.

Finally, we consider the optimization of the decoding parameters of the ASR systems
that includes a linear interpolation of both the n-gram LM and the TLM. However, in this
case, we fixed the LMHR to the best value achieved in the previous step, since this param-
eter tends to affect similarly in different configurations of the same model. Aside from
that, as explained in Section 5.3.2, we realized that the average length of the sentences
was near 10 in both the development and the training sets. Considering this, higher val-
ues for LMHR would behave similarly in this case (but consuming more computational
resources). With this consideration, we studied the GSF parameter effect on the interpo-
lation of both LMs. Figure 5.8 shows the WER evolution w.r.t. the GSF parameter for the
interpolation of both LMs on both UB and PM development sets.

5.5 Assessment and comparison of ASR systems

In this section, we perform a final assessment of all ASR systems built in this work by
measuring their performance in terms of WER computed over the test datasets (PM and
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Figure 5.7: GSF and LMHR exploration for the TLM. The left figure shows the effect on WER
(vertical axis) of the GSF parameter (horizontal axis) for the UB and PM development sets, whilst
the right figure does the same for the LMHR parameter (horizontal axis).
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Figure 5.8: GSF exploration for the interpolation of both LMs.

UB). Then, we compare these figures with those yielded by the former, baseline French
ASR System developed by the MLLP-VRAIN research group in June 2017 to gauge the
contribution of the technological upgrades that convert this system a state-of-the-art one.

The baseline system is a French ASR system developed by the MLLP-VRAIN group
under the context of the EMMA European research project [1], and then upgraded on
June 2017 for a Streaming ASR Proof-of-Concept project commissioned by the European
Parliament [2]. On the one hand, the AM of the baseline system is composed by two
hybrid FE-DNN/HMM acoustic models: a standard model and an f{CMLLR model. On
the other hand, the baseline system LM incorporates an interpolation of several 4-gram
models and a standard RNNLM. The recognition process considers a two-pass approach:
first, a recognition pass uses the standard AM to obtain an early transcription of the
input speech. Then, the f{CMLLR AM and the 4-gram LM are used to perform a second
decoding process, generating lattices that contain the most probable hypotheses. Finally,
the RNNLM is used to rescore those lattices and obtain the most probable hypotheses,
which is considered the final transcription. This scheme is usually referred to as f{CMLLR
speaker adaptation [23, 59].
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Table 5.8: WER % results for the testing process of our ASR systems compared to the baseline

system from June 2017. Our ASR systems are represented by adding the LMs developed in this

work to the BLSTM AM provided by MLLP-VRAIN. Results on the development partitions of UB
and PM have been added to complete the comparison.

PM UB

ASR System Dev Test | Dev Test
Baseline (June-2017) | 22.1 24.1 | 19.0 165
BLSTM (+LA table) | 22.3 222 | 19.8 18.0

+ old n-gram 20.5 20.7 | 174 16.6
+ n-gram 201 202|176 163
+ TLM 17.7 189 | 151 149

+ n-gram 171 18.6 | 15.2 14.6

Our ASR systems are composed of the BLSTM AM provided by MLLP-VRAIN re-
searchers plus the different LMs developed in this work (small 4-gram LM, big 4-gram
LM, TLM and the interpolated TLM plus 4-gram). We are going to perform an evalua-
tion of our four ASR systems on the test set and compare the results with the baseline
system. Also, we will add a sixth system composed by the new BLSTM AM and the old
LM, provided and optimized by MLLP-VRAIN researchers. This old LM is a 4-gram LM
trained with the same data as the one in this work but with the SRILM toolkit [60] in
2017, following a different strategy due to the toolkit’s particularities.

The recognition process was performed in all the cases using the tLtask-recognise
command-line tool from TLK using both PM and UB test sets. Table 5.8 summarizes the
WER figures obtained for all these 6 systems, including also those computed for the two
development sets and the average result considering the four tasks.

As it can be seen, the baseline system is outperformed by all ASR systems, except by
the one that does not incorporate any external LM, apart from the look-ahead table, which
behaves similarly or better in PM, but worse in UB. A relevant aspect of this comparison
is that, due to the two-pass decoding process, the baseline system can only be used in an
offline context, whilst all ASR systems developed in this work are streaming-ready. This
feature is achieved by performing the LM rescoring during decoding every time a word
is recognised, which also allows the system to obtain better hypothesis, since they are
based in more accurate transcriptions than if the rescoring was done in a second pass, as
the baseline system does.

Considering the results, we can say that the baseline system (two-pass decoder, two
AMs, two LMs) performs similar to the new BLSTM AM with the super-pruned n-gram
LM used as look-ahead tables, as they achieve similar WER scores overall. This fact
shows that the BLSTM AM is a lot more powerful than the baseline’s AM, since it matched
the baseline results in an unfair comparison in terms of language modeling (baseline’s 4-
gram and RNNLM vs our system’s look-ahead table alone).

Also, we can see that the new n-gram LM generally outperforms the old LM, only
performing worse on UB development set by 0.2 points. An important aspect of this
comparison is that each system features a look-ahead table derived from their own n-
gram LM. Aside from that, it is important to consider that the new LM was trained with
a considerably bigger vocabulary. This fact can rise the PPL of the LM (and thus the WER
of the ASR system), but it allows the LM to perform better in out-domain situations.

However, the biggest improvement comes when the TLM is considered. In this case,
the WER improvement over the baseline LM stands at over 2 points in almost every set,
being UB test the only one below this difference mark. Besides of this, the final TLM
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performance was under the expectations, since the expected improvement was higher.
This can be due to lack of in-domain data in the training corpus.

Finally, the addition of the interpolation of both the n-gram LM and the TLM repre-
sented a shy improvement over the TLM on its own, being its advantage in performance
under 1 point in almost every task. However, there is a case (UB-development) where it
provides a worse result (0.1 points) than the system with only the TLM.

All-in-all, the best performing system is the one conformed by the BLSTM AM and the
interpolation of both 4-gram LM and TLM, which outperforms the baseline by a 29.6%
in the best case (PM test) and a 13.0% in the worst case (UB test) and, at the same time,
enables its usage under streaming scenarios.



CHAPTER 6
Conclusions and future work

This work has exposed the process of building and integrating state-of-the-art French
language models built from scratch into streaming-ready hybrid ASR systems. To do
this, we used state-of-the-art software tools such as KenLM, Fairseq and TLK, and a huge
collection of monolingual French text data comprising up to 2 billion running words. Fi-
nally, the resulting LMs were combined with an external AM provided by MLLP-VRAIN
researchers in order to evaluate the full system and compare it to the previous French
ASR system developed by them five years ago.

With respect to the language models, two types of models were trained: a 4-gram
model and a Transformer model. In experimental results, the TransformerLM provided
better results than the n-gram model (about a 20% of relative improvement). Further-
more, the interpolation of both models slightly outperformed the TLM on its own.

Following the results from the comparison between the best ASR system developed
in this work and the baseline system, it can be said that the goal of improving the exist-
ing results was achieved, since the best model considered in this work achieves a WER
improvement of 24.4% w.r.t. the baseline model. Aside from that, the new ASR system is
prepared to perform well under streaming conditions.

This work leaves many aspects that can be further developed and are open for im-
provement. Some of them are:

¢ To tune the decoding parameters specially to optimize the system for the streaming
environment. The system developed in this work is steaming-ready, since the de-
coding step does not require the whole input signal in order to recognize. However,
the comparisons made in Section 5.5 were performed in off-line mode.

¢ To study the performance of the PSF, LA, BEAM, HP and LMHP parameters, in
combination with the already studied GSF and LMHR. Due to time constraints,
these combinations were omitted and we focused on studying the LM-specific pa-
rameters. However, a nested exploration of all these parameters in combination
could have further improved performance results.

* To refine the text data preprocessing step. Considering time constraints, our best
effort ended with a suboptimal solution. The text preprocessing tools developed in
this work consists only on rules that extracted the superficial and general "impuri-
ties", rather than studying every corpus in order to obtain the cleanest preprocessed
version possible.

* To consider other training corpora exhibiting a higher average sentence word length
than the ones used in this work to further exploit the expressive power of Trans-
former LMs in terms of long-term history attention.
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* To consider other development and test sets covering domains more related to the
CERN, such as particle or nuclear physics.

* To explore impact on performance of topology parameters of the Transformer, such
as the number of encoder layers or the number of attention heads.
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APPENDIX

SUSTAINABLE DEVELOPMENT GOALS

Degree to which the work relates to the Sustainable Development Goals (SDGs).
Sustainable development goals High | Medium | Low Not

applicable

SDG 1. No poverty. X
SDG 2. Zero hunger. X
SDG 3. Good health and well-being. X
SDG 4. Quality education. X
SDG 5. Gender equality. X
SDG 6. Clean water and sanitation. X
SDG 7. Affordable and clean energy. X
SDG 8. Decent work and economic growth. X
SDG 9. Industry, innovation and Infrastructure. X
SDG 10. Reduced Inequality. X
SDG 11. Sustainable cities and communities. X
SDG 12. Responsible consumption and production. X
SDG 13. Climate action. X
SDG 14. Life below water. X
SDG 15. Life on land. X
SDG 16. Peace and justice strong institutions. X
SDG 17. Partnerships to achieve the goal. X
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Reflexion on the relation of the TFG/TFM with the SDGs and with the most related SDG(s).

This work fits with the United Nations’ Sustainable Development Goals (SDGs). In particular,
with SDG 4, on “Quality Education”, which aims to “ensure inclusive and equitable quality
education and promote lifelong learning opportunities for all”.

Within SDG 4, the most related targets to this work are:

e 4.8 By 2030, ensure equal access for all women and men to affordable and quality technical,
vocational and tertiary education, including university.

e ./ By 2030, substantially increase the number of youth and adults who have relevant skills,
including technical and vocational skills, for employment, decent jobs and entrepreneurship.

e 4.5 By 2030, eliminate gender disparities in education and ensure equal access to all levels
of education and vocational training for the vulnerable, including persons with disabilities,
indigenous peoples and children in vulnerable situations.

This work contributes to increasing accessibility to educational resources for everyone (target
4.3), including people with hearing disabilities and persons with fewer resources or without ac-
cess to formal education systems (target 4.5), aside from those whose acces to educational and
formation resources requires them to learn and master a foreign language (target 4.4).
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