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Abstract

Over the last few years, Software Defined Networking (SDN) paradigm has become an emerging architecture to design future networks and to meet new application demands. SDN provides resources for improving network control and management by separating control and data plane, and the logical control is centralized in a controller. However, the centralized control logic can be an ideal target for malicious attacks, mainly Distributed Denial of Service (DDoS) attacks. Recently, Deep Learning has become a powerful technique applied in cybersecurity, and many Network Intrusion Detection (NIDS) have been proposed in recent researches. Some studies have indicated that deep neural networks are sensitive in detecting adversarial attacks. Adversarial attacks are instances with certain perturbations that cause deep neural networks to misclassify. In this paper, we proposed a detection and defense system based on Adversarial training in SDN, which uses Generative Adversarial Network (GAN) framework for detecting DDoS attacks and applies adversarial training to make the system less sensitive to adversarial attacks. The proposed system includes well-defined modules that enable continuous traffic monitoring using IP flow analysis, enabling the anomaly detection system to act in near-real-time. We conducted the experiments on two distinct scenarios, with emulated data and the public dataset CICDDoS 2019. Experimental results demonstrated that the system efficiently detected up-to-date common types of DDoS attacks compared to other approaches.
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1. Introduction

Nowadays, computer network systems have become complex structures for management and control. The main reason is the number of heterogeneous devices that make up the network. The Software Defined Networking paradigm (SDN) introduced tools to simplify configuration and management, in addition to enabling more significant innovation in communication networks. The SDN paradigm enables centralized network management. Where the network control is dissociated from the data forwarding plane \cite{1, 2}. In the SDN architecture, the control plane is enhanced by centralized network control. The centralization of the control plane provides a global view of the network topology. Moreover, it enables the network traffic flow manipulation on runtime through an open and well-defined software interface \cite{3, 4}. However, the centralized control plane can be a point of vulnerability, mainly targets of Distributed Denial of Service (DDoS) attacks \cite{5, 6, 7, 8}, which is easily flooded by many malicious requisitions. As a result, the controller may become unavailable to process normal user requisitions.

Security mechanisms are applied for detecting and preventing network systems from the actions of malicious agents. For this purpose, Network Intrusion Detection System (NIDS) is a widely used technique against Internet-based attacks \cite{9, 10}. NIDS provides a set of tools able to recognize abnormal network behaviors automatically. A NIDS can be implemented as signature-based, anomaly-based, or hybrid. In signature-based NIDS, a database of known attack pattern signatures is used to recognize intrusions. This means, an intrusion is detected when there is a match between the stored patterns and the current behavior of network activity. Anomaly-based approach focuses in generating a normal behavior profile-based historical network data. When the predicted behavior and the current behavior diverge from one another, an anomaly is detected. The main advantage of this approach is the detection of zero-day and unknown attacks. Consequently, different techniques have been used to detect anomalies \cite{11}; recently, NIDS has been proposed by applying deep learning techniques \cite{12, 13}.

Deep learning (DL) is a branch of Machine Learning (ML), where its application has become a trend, mainly due to the abstraction and generalization capacity in the learning process in many domains.\cite{14, 15}. DL algorithms provide deep architectures formed by multiple layers of processing units to extract high-level abstraction from raw data. In literature, DL models such Convolution Neural Network (CNN) \cite{16}, Deep Boltzmann Machine (DBM) \cite{17}, Long Short-Term Memory (LSTM) \cite{18}, Recurrent Neural Network (RNN) \cite{19}, and Stacked...
Autoencoder (SAE) [20] have been applied in many areas [21, 22, 23, 24], it includes audio processing [25], autonomous systems [26], cybersecurity [13], image and video recognition [27, 28], and natural language processing [28]. In these fields, DL algorithms have shown their outperformance over classical ML algorithms related to classification tasks, dimensionality reduction, and feature learning algorithms.

Regarding security and management issues, deep learning technology can easily extract and learn characteristics and patterns from the network’s behavior, providing useful insights for attack detection. Besides, with the fast increase in the number of users, network traffic becomes complex, and deep neural networks are powerful in reducing the network traffic complexity analysis due to their ability to learn massively complex data representations, and to handle it without human efforts [29].

Despite the extensive applications of DL algorithms in NIDS, recent studies have claimed that deep neural networks are sensitive to adversarial examples [30, 31, 32], which are performed by malicious agents to mislead DL algorithms in detecting attacks. Adversarial examples are instances with feature perturbations that are intended to cause a deep neural network to misclassify it. According to X. Zhang et al. [33] adversarial training can be applied to protect the system against adversarial example threats. In practical terms, this means adding adversarial data examples into the original dataset and using it in the model training phase. Generative Adversarial Network (GAN) framework enables to generate adversarial examples by adversarial training [34]. This GAN property can improve the NIDS performance in detecting adversarial attacks. By training the generator and the discriminator simultaneously in an adversarial way, the discriminator improves the detection rates using the generated adversarial examples and updates itself against them.

Given the significance of this issue, there is a need to ensure the security of network systems. The use of tools to support management and security activities is essential. Also, these tools must operate in an automated manner to facilitate identifying the occurrence of anomalous events and take countermeasures to minimize the effects caused by malicious agents. In this way, we present a novel anomaly detection system based on adversarial training by applying Generative Adversarial Network (GAN) for detecting and defending against up-to-date DDoS attacks.

The main contributions of this paper are listed as follows:

- This work proposes a detection and defense system against adversarial DDoS attacks through an Adversarial Deep Learning approach, which provides a more accurate detection rate and less sensitive to adversarial examples;

- We conduct the experiments on two scenarios through up-to-date common DDoS attacks, such as NTP, DNS, LDAP, MSSQL, NetBIOS, SNMP, SSDP, UDP, UPD, Lag, WebDDoS (ARME), SYN e TFTP;

- The proposed system collects and analyzes the network traffic every second, enabling the anomaly detection system to act in near-real-time; that means, response time is up to 1 second;

- Compares the efficiency of the proposed system with different deep learning methods present in literature for detecting DDoS in SDN.

The remainder of this paper is organized as follows: Section 2 presents the related works; Section 3 introduces concepts and the structure of the proposed system; Section 4 presents the experimental scenarios and discusses the results achieved; Finally, Section 5 presents the conclusion and the future work.

2. Related Work

Li et al. [35] proposed an adversarial-example attack method to mislead the in-cloud firewall-equipped Android. The authors applied a variant of GANs, called bi-objective GAN, to generate adversarial examples. The bi-objective GAN has two Discriminators. The first one attempts to distinguish malicious examples from benign examples, and the second tries to distinguish adversarial examples from normal examples. In the experiments, it was defined benign apps come from Tecnet Myapp and AndroZoo, and the malicious apps are from VirusShare. According to experimental results, over 95% of the adversarial examples generated were detected as benign by the firewall.

Zhang et al. [36] applied a Monte Carlo tree search algorithm (MCTS) to generate adversarial examples of cross-site scripting (XSS) attacks. The authors also used a GAN framework to improve the intrusion detection model to protect against adversarial attacks. In the experimental phase, to generate new types of XSS attacks, the CICIDS 2017 is used. It was extracted XSS attack traffic examples and normal traffic examples from the dataset. The GAN detection model reached a precision rate above 99% to detect XSS attacks and its adversarial examples.

Grosse et al. [37] used the adversarial training technique for malware detection against adversarial examples. First, a Deep Neural Network (DNN) model was trained on the original dataset, composed of benign and malicious applications. After that, it was applied crafted adversarial examples. With those new samples, the DNN model was retrained to improve the model’s generalization, and also it makes the DNN less sensitive to adversarial examples. The dataset used to evaluate the proposed model was the DREBIN dataset.

Distributed Denial of Service is the most common attack performed against cloud computing environments [37, 38]. Some solutions have been developed to address this challenge [39, 40]. Vellangiri and Pandey [41] proposed an approach that combines fuzzy and taylor-elephant herd optimization (FT-EHO) inspired by the Deep Belief Network (DBN) for detecting DDoS attacks. The proposed approach taylor-elephant herd optimization has three modules: feature extraction, feature selection, and classification. The first module extracts features from raw packets, and the feature selection module selects the best features by applying the Holonetropy method. Finally, the classification module detects the DDoS attacks using FT-EHO. Kushwah and Ranga [42] also proposed a system to detecting DDoS attacks in cloud computing environments. The proposed system is based on a voting extreme learning machine (V-ELM),
in which the majority results of artificial neural networks’ outputs is used to get the final decision. According to the experiments’ results, several ELMs can increase detection accuracy and reduce false alarms.

Akcay et al. [43] introduced a novel anomaly detection approach for images, using a conditional generative adversarial network. The proposed approach can learn the generation of high-dimensional image space and the inference of latent space. In the generator was applied an encoder-decoder-encoder to map the input image to a lower dimension vector. The generated image is mapped to its latent representation by applying an additional encoder network. The proposed approach learns the normal samples’ data distribution, minimizing the distance between generated images and the latent vectors. An anomaly behavior is detected if a sample deviates a threshold from the distribution learned.

As mentioned before, Deep Learning algorithms have shown enhanced results for detecting normal DDoS attacks. However, few models are designed for detecting adversarial examples of DDoS attacks. The adversarial DDoS attacks refer to the type of violation to carry out a network attack causing misclassifications, where an attack is classified as normal (false negative). Undetected DDoS attacks can inflict damage on network resources and reduce source availability [44]. For this purpose, we designed a system that applies adversarial training to overcome this vulnerability and improve the anomaly detection event rates in SDN.

3. Proposed System

According to previous studies [45, 46], the DDoS attacks are commonly carried out by malicious agents against network systems. Centralization of network control on a controller in the SDN architecture becomes a vulnerability exploited by DDoS attacks. In this regard, we proposed a system that acts in the application plane to detect and mitigate this threat. In Figure 2, a flowchart depicts the proposed system architecture. The system can be summarized in the following steps:

1. Data Collection: Every second, the controller collects IP flows from the tables flows of the switches that belong to the network.
2. Data Processing: In this step, categorical IP flows features (e.g., destination/source IP addresses and ports numbers) are casting in numerical features.
3. Adversarial Deep Learning Anomaly Detection: The module analyzes the network’s behavior and detects the occurrence of DDoS attacks.
4. Mitigation: In case a DDoS is detected, the mitigation module takes countermeasures to minimize the damages.

3.1. Data Collection

Data collection is a fundamental step for continuous monitoring of network activities. Besides, it is a prerequisite for detecting possible anomalies. For this purpose, the proposed system contains a module for acquisition of traffic data. In that module, the network information is collected from the switches using the OpenFlow protocol. The protocol uses the flow-based concept to identify network traffic, in which the traffic is handled in terms of flows rather than individual packets. As defined in [47], the flows are a packets sequence passing an observation point in the network during a specific time interval. All packets in a flow have common properties such as transport protocol, IP addresses, and ports from both source and destination.

Previous works in the literature collected information from the network data using time intervals between 1 and 5 minutes [48, 49]. However, this analysis interval has been reduced due to the high transmission rates reached in the current network scenario. The new solutions presented in the literature have used intervals analysis near-real-time [50, 51]. In that way, we reduce the time interval analysis to one-second. Every second, the proposed system requests and analyzes the IP flow records collected from each switch. This interval enables the system to react fast against anomaly events by reducing the time response.

For all time t, the controller sends requests to collect IP flow records for switches belonging to the network through OpenFlow’s Read-State messages. After each switch receives this message, they send a response containing each flow record stored in their forwarding table. This process is represented in Figure 3. The collected data can be defined as a set β = {α1, α2, . . . , αn}, where each αi is a flow record that is composed by the following features presented in Table 1.

### Table 1: Collected flow features.

<table>
<thead>
<tr>
<th>Flow Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_{\text{bits}})</td>
<td>The amount of bits belongs to the flow (\alpha_i)</td>
</tr>
<tr>
<td>(x_{\text{packets}})</td>
<td>The amount of packets belongs to the flow (\alpha_j)</td>
</tr>
<tr>
<td>(x_{\text{srcIP}})</td>
<td>Source IP address</td>
</tr>
<tr>
<td>(x_{\text{dstIP}})</td>
<td>Destination IP address</td>
</tr>
<tr>
<td>(x_{\text{srcPort}})</td>
<td>Source port number</td>
</tr>
<tr>
<td>(x_{\text{dstPort}})</td>
<td>Destination port number</td>
</tr>
</tbody>
</table>

The collected flow features can be classified as quantitative (bits and packets) and qualitative (source IP address, destination IP address, source, and destination ports). The quantitative flow features provide information about traffic volume, which is essential to understand the amount of traffic transported on the network. On the other hand, the qualitative flow features allow us to understand which devices communicate and which applications are being accessed.

3.2. Data Processing

The previous module’s IP flow records need to be processed to extract specific characteristics that assist in the anomaly detection approach. The data processing module is responsible for grouping the flow attributes in each analysis interval. Every second, the following attributes are processed:

- \(\text{bits/s}\)
- \(\text{packets/s}\)
- \(\text{Source IP Entropy}\)
Figure 1: Proposed system architecture using Generative Adversarial Network (GAN) framework.

Figure 2: Collecting Flow-Features from OpenFlow Switches.

- **Source Port Entropy**
- **Destination IP Entropy**
- **Destination Port Entropy**

These flow features were extensively analyzed and employed in previous works present in the literature [52]. They have been used in network traffic characterization of high speed, and the outcomes achieved for anomaly detection have been effective.

The rate of bits and packets per second, the quantitative features, are processed by:

\[\text{bits/s} = \sum_{j=1}^{n} x_j^{\text{bits}}\]  
\[\text{packets/s} = \sum_{j=1}^{n} x_j^{\text{packets}}\]  
\[\frac{\text{bits}}{s} = \frac{|\beta_t|}{\sum_{j=1}^{n} x_j^{\text{bits}}}\]  
\[\frac{\text{packets}}{s} = \frac{|\beta_t|}{\sum_{j=1}^{n} x_j^{\text{packets}}}\]

IP addresses and port numbers are categorical features. However, the detection module applies a deep neural network to detect anomalies events. The deep neural approaches require that input variables are numbers. Thus, the qualitative features, IP and ports, must be casting to numerical type. A simple transformation is to group these data by calculating the entropy. In this module, we applied the Shannon Entropy [53], which highlights the concentration or dispersion degree of the traffic features during an analyzed time interval. Given a set of a qualitative feature, such as \(x^{\text{srcIP}} = \{x_1, x_2, \ldots, x_n\}\), in which a \(x_i\) represents the occurrences number of source IP address \(i\) at a given time interval \(t\). The Shannon Entropy \(H()\) for the flow feature \(x^{\text{srcIP}}\) is defined as:

\[H(x^{\text{srcIP}}) = - \sum_{i=1}^{n} \left( \frac{x_i}{S} \right) \log_2 \left( \frac{x_i}{S} \right),\]  

in which \(S = \sum_{i=1}^{n} x_i\) is the sum of all occurrences of the elements present on the analyzed time interval \(t\). The entropy calculation for the other qualitative attributes (like \(H(x^{\text{srcPort}}),\) \(H(x^{\text{dstIP}}),\) \(H(x^{\text{dstPort}})\)) are similar.
process. The GAN framework comprises two neural networks: the generator model (G) and the discriminator model (D). Both models compete against each other in an adversarial way. The concentration and dispersion of the flow attributes affected during the occurrence of a DDoS attack is illustrated in Figure 3. This figure presents the analysis results of Source IP Entropy, Destination IP Entropy, Source Port Entropy, and Destination Port Entropy for a day of network traffic used to evaluate our approach. The blue intervals represent the entropy measured during the normal behavior of the network. As can be seen, the entropy value remains continuous, without significant variations in the normal ranges. On the contrary, the intervals in red represent the occurrence of DDoS attacks. There is a concentration in these intervals of the source and destination IP addresses and the destination port, as shown. On the other hand, there is a dispersion of the source port’s entropy because multiple attackers use random source ports.

3.3. Adversarial Deep Learning Anomaly Detection

The Adversarial Deep Learning Anomaly Detection step aims to detect and identify malicious agents’ activities that can cause anomalous behavior. In this module, it is necessary to use techniques capable of differentiating the normal traffic operation from possible attacks against the network. Recently deep neural networks (DNN) have been applied in anomaly detection systems [9, 13]. These systems have outperformed all the other classical machine learning systems. Though DNN approaches suffer against adversarial examples. To address this problem, we apply adversarial training through Generative Adversarial Network (GAN) framework.

GAN is a framework proposed by Goodfellow et al. [34, 35] which simultaneously trains two models through an adversarial process. The GAN framework comprises two neural networks models, a generative model (G) and a discriminative model (D). Both models compete against each other in an adversarial way. Considering that, this competition consists of a minimax two-player game according to the game theory scenario. The G model generates fakes samples from a noise distribution similar to the original dataset. On the other hand, the D model determines the probability that the samples belong to the original dataset.

The G model builds a mapping from a prior noise \( p_z \) to a data space \( G(z) \) and learns a generative distribution \( p_y \) over the data \( x \). In order to increase the error rate of \( D \), the fake samples must be as similar as possible to the real distribution \( p_{data} \). The Eq. \( 4 \) represents the objective function of G model:

\[
\min_{G} \frac{1}{2} \mathbb{E}_{z \sim p_z} \log(1 - D(G(z)))
\]

where \( z \sim p_z \) is data from the distribution generated by G and \( D(G(z)) \) indicates the probability of D determining the data generated by G. The G model achieves its training minimizing Eq. \( 4 \), which means that the D model predicts the generated data \( G(z) \) with a high probability. The D model aims to classify whether a sample is a real data or a generated data. Thus, the objective function of D is defined in Eq. \( 5 \):

\[
\max_{D} \frac{1}{2} \mathbb{E}_{x \sim p_{data}} \log D(x) + \frac{1}{2} \mathbb{E}_z \log (1 - D(G(z)))
\]

where \( D(x) \) determines the probability of the real data and \( x \sim p_{data} \) is the data from the original distribution. The D model effectiveness is achieved maximizing the Eq. \( 5 \). So that, considering the conflict between the two models, the GAN framework can be defined as minimax game. Both models continuously improve their effectiveness until an equilibrium is reached. Eq. \( 6 \) formalized the minimax game:

\[
\min_{G} \max_{D} \frac{1}{2} \mathbb{E}_{x \sim p_{data}} \log D(x) + \frac{1}{2} \mathbb{E}_z \log (1 - D(G(z)))
\]

As previously identified, the GAN framework includes the generator model (G) and the discriminator model (D). Both models implemented in our approach are Deep Neural Networks (DNNs) structure. Neural networks with multiple hidden layers are qualified as Deep Neural Networks [36]. DNNs enable hierarchically extracting knowledge abstraction and learning characteristics and patterns from the raw network data. Besides, DNNs give more representation of input data to improve the rate detection of complex attacks in a high-speed network environment, mainly DDoS attacks [34, 35].

The generator (G) was implemented with multiple fully-connected layers (Dense) and a linear output layer. Table 2 shows the G model structure. We also implemented multiple fully-connected layers for the discriminator (D), but we implemented a sigmoid layer for the output layer, in which output is the classification of the network’s behavior in that analysis interval. In that manner, our approach classifies the network traffic as normal or DDoS attack. Besides, the discriminator (D) during the adversarial training learns the network’s normal behavior, which is advantageous for detecting zero-day attacks. Table 3 details the D model’s layers.

<table>
<thead>
<tr>
<th>#</th>
<th>Layer</th>
<th>Neurons</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fully-connected (Dense)</td>
<td>6</td>
<td>ReLU</td>
</tr>
<tr>
<td>2</td>
<td>Fully-connected (Dense)</td>
<td>10</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>Fully-connected (Dense)</td>
<td>8</td>
<td>ReLU</td>
</tr>
<tr>
<td>4</td>
<td>Fully connected (Dense)</td>
<td>6</td>
<td>Linear</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>Layer</th>
<th>Neurons</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fully-connected (Dense)</td>
<td>12</td>
<td>ReLU</td>
</tr>
<tr>
<td>2</td>
<td>Fully-connected (Dense)</td>
<td>10</td>
<td>ReLU</td>
</tr>
<tr>
<td>3</td>
<td>Fully-connected (Dense)</td>
<td>6</td>
<td>ReLU</td>
</tr>
<tr>
<td>4</td>
<td>Fully connected (Dense)</td>
<td>1</td>
<td>Sigmoid</td>
</tr>
</tbody>
</table>
The flowchart present in Figure 4 illustrated the adversarial training process used in our approach. The first step is training the D model for $d_{\text{epoch}}$. During this step, a minibatch of $m$ samples from the training dataset is randomly sampled. The training dataset is composed of normal traffic and DDoS attacks. Then, the G model generates adversarial $a$ examples from $z$ random noise. Both $m$ and $a$ sets are used to training the D model. The weights of the D and G models are updated according to its stochastic gradient. The stochastic gradients of $D$ and $G$ models are defined in Eq. (7) and Eq. (8), respectively.

$$\nabla_{\theta_D} \frac{1}{m} \sum_{i=1}^{m} \left[ \log D(m^{(i)}) + \log (1 - D(G(z^{(i)}))) \right]$$  \hspace{1cm} (7) \hspace{1cm}

$$\nabla_{\theta_G} - \frac{1}{z} \sum_{i=1}^{z} \log (1 - D(G(z^{(i)})))$$  \hspace{1cm} (8)

The adversarial training process of generating and training is repeated until the $D$ model can detect the fake samples or a number max of training iterations $t$. This process is illustrated as follows in Algorithm 1.

**Algorithm 1** GAN Adversarial training steps

**Require:** Generator model $G$; Discriminator model $D$; Training dataset

1. **while** $t$ iterations training or stop condition not met do
2.   **for** $d_{\text{epoch}}$ do
3.     Sample minibatch of $m$ from the training dataset
4.     Generates $a$ adversarial examples from $G$
5.     Update the discriminator by ascending its stochastic gradient by Eq. (7)
6.     **end for**
7.     Sample minibatch of $z$ samples from noise prior $z \sim p_z$
8.     Update the generator by descending its stochastic gradient by Eq. (8)
9. **end while**
10. **return** $G$ and $D$;

3.4. Mitigation

The mitigation module is triggered after a DDoS attack is detected by the Adversarial Deep Learning Anomaly Detection. This module aims to take countermeasures to minimize the damages caused during an attack. In previous work [56], we have proposed a mitigation anomaly approach that achieved efficient outcomes. In this manner, we extended the proposed mitigation approach to this module.

Basically, the approach described in [56] is Event-Condition-Action (ECA) model-based, in which the Event refers to a specific anomaly associated with a set of rules. The Condition describes the rules where a specific anomaly event took place. Lastly, the Action is a countermeasure taking against an anomaly event.

Some network anomalies (e.g., Flash crowd) have characteristics similar to an attack DDoS attack, but they are requests from legitimate users. To overcome this vulnerability, a Safe List mechanism was implemented, which maintains a list of flow features from legitimate users.

The mitigation process is summarized as follow in Algorithm 2.

**Algorithm 2** Mitigation Process.

**Require:** Suspect flows $\beta_i$

1. Identify the suspect flows based on IP addresses and ports that make the analysis interval anomalous
2. Identify the destination IP address which receives the most flows
3. Identify in those flows the attackers’ IP address which have the same destination port
4. if IPs and ports are on the Safe List then
5.   Forward packets
6. else
7.   Drop packets
8. **end if**
4. Experimental Results and Discussion

To evaluate the performance of the proposed system, we applied tests in different scenarios and compared it with some other systems present in literature. We used the Python language with development libraries for Deep Learning application Keras [57] and TensorFlow [58]. During the training step, the parameters were set as, Dropout with rate of 0.2 to prevent overfitting [59]; the loss function Binary Crossentropy that is a classical loss function used in binary classification tasks; the default learning rate equals to 0.001 defined in Keras [57], and optimizer was set as Adam [60], which is an adaptive learning rate optimization algorithm for training deep neural networks. The experiments were made in an environment with the following configuration: Intel Core i5 2.21 GHz, 8 GB RAM, Windows 10 system.

The first test scenario contains data from the emulation of an SDN network with a high transmission rate and many devices connected, totaling 128 hosts. In this scenario, it has two periods of UDP DDoS attacks with different intensities. In the second scenario, we applied the public dataset CICDDoS 2019 [61] from the Canadian Institute for Cybersecurity. This dataset contains 28 normal profile network behavior and up-to-date types of DDoS attacks.

4.1. Evaluation Metric

To analyze the proposed system’s performance, we adopted the following classic metrics: Accuracy, Precision, Recall, and F1 Score. Accuracy metric indicates the percentage of intervals correctly classified. Precision presents the percentage of intervals classified as DDoS, which are DDoS. Recall shows how effective the model is in identifying DDoS intervals related to all the intervals. The definition of these metrics can be given by:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \times 100\%
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \times 100\%
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \times 100\%
\]

Finally, F1 Score is the harmonic mean between recall and precision, providing an appropriate score to the system performance. Its statistical formulation is given by Eq. (12):

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

4.2. Parameters Evaluation

During the GAN framework training phase we evaluated some parameters, such as minibatch size and the number of \(d_{epoch}\) for training the discriminator before updating the generator. These parameter were evaluated to finding a point of equilibrium between the generator and discriminator.

To evaluate the minibatch size, we used 32, 64, 128, 256, 512, and 1024 samples. The number of epochs and accuracy rate were evaluated to obtain the convergence value. Figure 5 illustrates the results of this test. A minibatch size of 32 reached better accuracy rate first, but it decreased after 257 epochs. As observed, the best result reached was using a minibatch size of 64, in which the number of epochs required for convergence was 157.

The next parameter evaluated was the number of \(d_{epoch}\) for alternating and updating the generator and the discriminator. This test is detailed in Figure 6. According to the information presented in [33], small values can reach better results. In that manner, the estimation of the referred parameter \(d_{epoch}\) was applied between 1 to 3. The number of epochs and accuracy rate were evaluated to obtain the appropriate value of \(d_{epoch}\). As the results achieved in Figure 6, the number of \(d_{epoch}\) that reached the appropriate convergence was equal to 2, in which the number of epochs required for training were 157. The other values of \(d_{epoch}\) 1 and 3 are unstable and do not converge.
4.3. Scenario 1: SDN Emulated Environment

In this scenario, we emulated a network topology through the Mininet [62] network emulator. The Mininet emulator is widely applied in developing SDN solutions due to the facility for implementing realistic virtual SDN environments composed of controllers, hosts, links, and switches on one virtual machine. The network arrangement emulated is a star topology in which six switches are connected to a central switch. Every subnetwork contains 20 hosts, totaling 120 hosts, as described in Figure 7. Besides, we used the SDN controller Floodlight [63], a controller based on Java that has been utilized in many SDN applications as a network controller.

We emulated the behavior of a network with high transmission rates for 24 hours. To inject traffic in the emulated network, we used a tool called Scapy [64], a packet manipulation tool for computer networks. This tool provides an emulated network that can be similar to a real network scenario.

Two UDP DDoS flood attacks were carried out during the emulation stage with different intensities and duration time. This type of attack is the common DDoS method used by attackers against network services [8]. The parameters used in the attacks are shown in detail in Table 4. This dataset is available online.

Table 4: UDP DDoS flood parameters.

<table>
<thead>
<tr>
<th>Type of Attack</th>
<th>Attack Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDoS #1</td>
<td>Attackers: 15</td>
</tr>
<tr>
<td></td>
<td>Attacking IPs: 10.0.0.21 - 10.0.0.35</td>
</tr>
<tr>
<td></td>
<td>Victim IP address: 10.0.0.92:2000</td>
</tr>
<tr>
<td></td>
<td>Time: 10:10 - 11:20</td>
</tr>
<tr>
<td>DDoS #2</td>
<td>Attackers: 15</td>
</tr>
<tr>
<td></td>
<td>Attacking IPs: 10.0.0.45 - 10.0.0.60</td>
</tr>
<tr>
<td></td>
<td>Victim IP address: 10.0.0.33:8080</td>
</tr>
<tr>
<td></td>
<td>Time: 14:45 - 16:00</td>
</tr>
</tbody>
</table>

We evaluated the GAN framework performance and compared it with other neural networks-based methods present in literature that were also applied to detect DDoS attacks in SDN environments. The methods are the Convolutional Neural Network (CNN) [65], the Long Short-Term Memory (LSTM) [66]; and finally, the classical neural network Multilayer Perceptron (MLP) [54]. These methods have reached accurate outcomes in detecting attacks in SDN, and we compared our system performance with them.

Figure 8 shows the outcomes achieved by each one of the compared methods through the evaluated metrics. Regarding the metrics, the methods GAN, CNN, LSTM, MLP presented values greater than 95%. For Accuracy, GAN and CNN obtained similar results, with values of 99.78 and 99.69, respectively. The LSTM reached an accuracy rate of 97.21%, and the MLP reached 95.91%, which means these last two methods were less accurate in classifying the analysis intervals.

The next evaluated metric was the Precision rate. GAN achieved a Precision rate of 99.76%, an improvement in 2.19%,

<http://www.uel.br/grupos/orion/datasets.html>
Figure 8: Comparison outcomes between GAN and the compared methods through the evaluated metrics on first scenario.

- **Accuracy (%)**
  - GAN: 99.78%
  - LSTM: 97.21%
  - MLP: 95.91%

- **Precision (%)**
  - GAN: 99.91%
  - LSTM: 96.90%
  - MLP: 95.69%

- **Recall (%)**
  - GAN: 99.87%
  - LSTM: 97.13%
  - MLP: 95.74%

- **F1 (%)**
  - GAN: 99.69%

According to the results achieved for all evaluated metrics, the proposed GAN framework presented an adequate performance in detecting DDoS attacks. The analysis intervals detected as attacks by the detection module are reported to the mitigation module. In these intervals, mitigation policies are applied. Figure 9 presents a radar chart that summarizes all compared methods’ performance metrics previously addressed in a single chart. The GAN is closer to the outer circle, which means that closer to 100% the analyzed method fared better for the four evaluated metrics, followed by CNN, LSTM, and MLP.

2.38%, and 4.26% higher than CNN, LSTM, and MLP, respectively. In the following, we evaluated the **Recall** metric. GAN framework also fared better, with a rate of 99.99% for this metric, followed by CNN, LSTM, and MLP methods, reaching rates of 99.91%, 96.90%, and 95.69%, respectively.

Finally, we further examined the robustness of all compared methods using the **F1** score. GAN reached the best result, with a rate of 99.87%, the remaining ones were CNN, LSTM, and MLP, reaching rates of 98.73%, 97.13%, and 95.74%, respectively.

The analysis intervals detected as attacks by the detection module are reported to the mitigation module. In these intervals, mitigation policies are applied. Figure 10 presents the behavior of the six attributes flow analyzed before and after the mitigation process. The blue bar plot and the green line plot illustrate network traffic before and after applying the mitigation policy. An increase in the bits and packets rates can be noticed before applying the mitigation. After the mitigation, the network traffic behavior tends to go back to its normality due to anomalous packets’ discards.

4.4. **Scenario 2: CICDDoS 2019 dataset**

In this second test scenario, we evaluated the proposed system’s performance for detecting different types of DDoS attacks. In order to do so, we applied the public dataset called CICDDoS 2019. This dataset contains 28 normal profile network behaviors and the most up-to-date common types of DDoS attacks. The dataset has been organized by day, one for training and another for testing. The training dataset comprises 12 different modern DDoS attacks such as NTP, DNS, LDAP, MSSQL, NetBIOS, SNMP, SSDP, UDP, UDP-Lag, WebDDoS (ARME), SYN, and TFTP. The testing day contains 6 types of DDoS attacks, including NetBIOS, LDAP, MSSQL, UDP, UDP-Lag, and SYN. In that manner, the DDoS types explored in this scenario are summarized as follow:

- **Network Time Protocol (NTP)** server functionality are used to overwhelm a targeted network by sending UDP packets with spoofed IP addresses;
- **Domain Name System (DNS)** is an attack that the attacker overwhelms a particular server in order to disrupt that domain which can be carried out using either TCP or UDP packets;
- **Lightweight Directory Access (LDAP)** is a protocol used for directory services on corporate networks. The attacker sends small requests to a vulnerable LDAP server to produce amplified replies, which floods the victim;
- **Microsoft Structured Query Language (MSSQL)** is an attack that makes it possible to execute malicious SQL queries;
- **NetBIOS** is an attack that sends many spoofed “Name Release” or “Name Conflict” messages, forcing the machine to remove its own name from its name table and becoming unable to other NetBIOS;
- **Simple Network Management Protocol (SNMP)** attack is a type of DDoS in which the attacker sends a large number of requests with spoofed IP address to several devices;
- **Simple Service Discovery Protocol (SSDP)** attack is a type of DDoS that uses Universal Plug and Play (UPnP)
networking protocols to send a massive amount of traffic to a targeted victim;

- User Datagram Protocol (UDP) packets are sent by an attacker to overwhelm the target’s ability to process and respond to it;
- UDP-lag is a type of attack that interrupts the connection between the target client and the server;
- WebDDoS (ARME) attack is a DDoS to crash the website or slow it by flooding the network with multiple fake requests to the target;
- SYN attack is a DDoS in which packets with spoofed IP addresses are sent to overwhelm all available ports to a targeted server;
- Trivial File Transfer Protocol (TFTP) attack occurs when an attacker overflows the buffer server.

GAN efficiency measurements were performed using the same classical metrics as carried out in the first scenario. We also compared the results achieved with the methods CNN, LSTM, and MLP. Figure 11 illustrates the measurement results of the metrics obtained for each of them.

As it can be noticed from Figure 11, the methods GAN and CNN reached similar results for the Accuracy metric, with rates of around 94% (GAN reached 0.3% greater than CNN). The other two methods, LSTM and MLP, reached Accuracy rates of 90.29% and 92.12%, respectively.

Regarding the Precision metric, the CNN method fared relatively better than the other compared methods, reaching a rate of 96.32%, followed by GAN, MLP, and LSTM with rates of 94.08%, 92.12%, and 90.12%, respectively. For the Recall met-
### Table 1: Comparison Outcomes

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F1 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>94.08</td>
<td>94.38</td>
<td>90.29</td>
<td>92.12</td>
</tr>
<tr>
<td>GAN</td>
<td>94.38</td>
<td>94.08</td>
<td>90.12</td>
<td>94.08</td>
</tr>
<tr>
<td>LSTM</td>
<td>90.29</td>
<td>90.12</td>
<td>92.12</td>
<td>90.29</td>
</tr>
<tr>
<td>MLP</td>
<td>92.12</td>
<td>92.12</td>
<td>90.12</td>
<td>92.12</td>
</tr>
</tbody>
</table>

Figure 11: Comparison outcomes between GAN and the compared methods through the evaluated metrics on second scenario.

Figure 12: Radar chart results for the evaluated methods on second scenario.

The GAN obtained superior performance, achieving a rate of 97.89% for this metric, a rate improvement of 8.46%, 11.6%, and 13.21% higher than LSTM, CNN, and MLP, respectively.

As mentioned in the previous scenario, we also used the F1 score to determine how precise and robust the methods are in detecting different types of DDoS attacks. Regarding the F1 score, it is clear that the GAN framework yielded better outcomes than the other methods, with a rate of 95.54%. The methods CNN, LSTM, MLP fared similar rates, with 91.02%, 89.77%, and 88.80%, respectively.

We summarized all outcomes measurements achieved by the tested methods in a radar chart. These outcomes are illustrated in Figure 12. The methods compared in this scenario obtained significantly lower results compared to the first scenario. The main reason for this difference is the number of attacks evaluated, making the detection process difficult. However, GAN achieved superior results due to its training process that used an adversary training approach, making it less sensitive to different attacks. As the results gained in the first scenario, the GAN framework also reached the best outcomes on average. The proposed system provides an efficient approach capable of detecting different kinds of DDoS attacks.

In this scenario, we also evaluated the mitigation performance against several DDoS attacks. The anomaly detection module triggered the anomalous intervals to the mitigation module, in which the module automatically applied the DDoS countermeasure. Figure 13 shows the network traffic behavior for each flow feature. The traffic before the mitigation is represented in the blue area, and the green line shows the traffic after applying the mitigation policy. As it can be seen in Figure 13, the flow features variations were inhibited after the mitigation module is triggered. Through this analysis, the mitigation module could mitigate the DDoS attacks successfully, and the normal traffic has been maintained.
5. Conclusion

In this work, we proposed a system detection and defense against DDoS attacks in SDN environments. This system comprises four integrated modules that provide tools for collecting, processing, detecting, and mitigating attacks. We used the Generative Adversarial Network (GAN) and applied adversarial training to make the system less sensitive to adversarial attacks.

We compared the proposed system’s outcomes with different neural network methods present in literature for detecting DDoS in SDN, such as CNN, LSTM, and MLP. During the test stage, the methods were submitted to two test scenarios. The first scenario emulated a real SDN environment with many hosts and high transmission rates, using the Mininet emulator and the Floodlight controller. In the second scenario, we evaluated the system through the recent public dataset CICDDoS 2019, which contains the most 12 up-to-date common types of DDoS attacks such as NTP, DNS, LDAP, MSSQL, NetBIOS, SNMP, SSDP, UDP, UDP-Lag, WebDDoS (ARME), SYN, and TFTP.

In the first scenario, we evaluated the proposed system for detecting UDP flood attacks in an SDN network environment with high transmission rates. The network traffic was analyzed near-real-time, which was performed in one-second time intervals. The results gained by the proposed system have fared better than the other compared methods in that test environment. According to the evaluated metrics, the system was able to detect and defend against almost DDoS performed.

In the second scenario, we tested the system performance for detecting DDoS attacks against different applications. In that scenario, the compared methods were less accurate in detecting these attacks. On the other side, we optimized our system using the GAN framework through adversarial training that provided adversarial examples to enhance its ability to defend against them, making the system more accurate in identifying the different DDoS attacks. In both scenarios, the proposed system obtained results superior to the other compared methods, allowing its application against several DDoS attacks on SDN environment.

The GAN framework has shown its potential for use in environments susceptible to different threats due to its adversarial training that makes the system less sensitive to adversarial attacks. In conclusion, the GAN framework improved the performance indicators evaluated in this work and showed the powerful capacity to detect novel attacks.

In our future work, we intend to explore the impact of other deep neural methods (e.g., Gated-Recurrent Unit, Stacked Auto-Encoder) on the General and Discriminator. We can consider applying tests, increasing the number of hosts and switches on the emulated scenario. Besides, we will pay efforts to detect and classify other attacks in a multiclass classification approach.
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