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#### Abstract

Green communication in wireless sensor networks (WSNs) has witnessed significant attention due to the growing significance of sensor enabled smart environments. Energy optimization and communication optimization are two major themes of investigation for green communication. Due to the growing sensor density in smart environment, intelligently finding shortest path for green communication has been proven an NP-complete problem. Literature in green communication majorly focuses towards finding centralized optimal path solution. These centralized optimal-path finding solutions were suitable for application specific traditional WSNs environments. The cutting age sensor enabled smart environments supporting heterogender applications require distributed optimal path finding solutions for green communication. In this context, this paper proposes a genetic algorithm enabled distributed zone approach for green communication. Specifically, instead of searching the optimal path solution in the whole network, the proposed algorithm identifies path in a small search space called distributed forward zone. The concept of forward zone enhances the searching convergence speed and reduces the computation centric communication cost. To encode the distributed routing solutions, variable length chromosomes are considered focusing on the target distributed area. The genetic algorithm enabled distributed zone approach prevents all the possibilities of forming the infeasible chromosomes. Crossover and truncation selection together generate a distributed path finding solution. To validate the experimental results with analytical results, various mathematical models for connectivity probability, expected end-to-end delay, expected energy consumption, and expected computational cost have been derived. The simulation results show that the proposed approach gives the high-quality solutions in comparison to the state-of-the-art techniques including Dijkstra's algorithm, compass routing, most forward within radius, Ahn-Ramakrishna's algorithm and reliable routing with distributed learning automaton (RRDLA). In our work, the convergence speed and average computation time are improved by $33 \%$ and $22 \%$ as compared to state of the art routing algorithms,
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## 1. Introduction

Recent studies show that wireless sensor networks (WSNs) are used widely in several applications including battle field monitoring, forest fire detection, monitoring disaster areas, greenhouses, and environment monitoring [1, 2]. WSNs consist of a large number of sensors used to cover entire sensing region. These sensors may be thousands in numbers with short radio range, low processing
capacity, limited memory and battery power [3]. These sensor nodes are densely deployed in the monitoring area, and information sensed by the sensors is transmitted to a destination point. Because of short transmission range, communication between two neighbor sensors is possible only across a short distance. Therefore, to deliver the sensed data from any sensor to destination, intermediate sensors collaborate in further forwarding [4,5]. Military surveillance is one of the WSNs applications where sensors are deployed in an area without any fixed infrastructure and some phenomenon is to be monitored. When the sensors detect the event, it is reported to the base station, which then takes appropriate action. Depending on the application, deployment of sensors may be either deterministic or random [6, 7]. Generally, in a non-hazardous area, sensors are deployed deterministically while in a hazardous area such as battlefield surveillance, a random deployment is preferred. In general, more number of sensors are required if the deployment is in random fashion as compared to deterministic placement [7]. In last few years, position-based routing is studied and extensively used in many applications. In position-based routing forwarding decisions are taken based on location information of sensors [8]. In many applications, energy consumption, and end-to-end delay along the route are important factors. Therefore, in a multi-hop network, one of the crucial issues is routing that has a major impact on performance of network [9].

To provide quality of service such as end-to- end delay for critical data, design of efficient sensor networks opens a new dimension of research. It is technically a challenging and complex problem to deliver information timely over network. Therefore, shortest path problem attracts interests of many researchers. Depending on applications, in routing, forwarding schemes can be based on minimizing end-to-end delay, energy consumption, number of hops, and geographic distance [10]. In order to support time-constrained services, such as military application, to deliver information within a specified time, an efficient routing algorithm is desired that should attempt to find shortest path quickly. The shortest path problem can be formulated as to find a path with minimal cost, from a set of multiple paths containing elected source and destination. In other words, the shortest path problem involves a classical combinatorial optimization problem which is NP-complete [9]. To solve such complicated problems, various evolutionary algorithms [11] have been proposed. One of the evolutionary algorithms is genetic algorithms (GA) [12]-[15] which is inspired by natural evolution and ensure solutions to optimization problems.

In this paper, we focus on determining the shortest route in a set of multiple routes with a minimum end-to-end delay requirement using heuristic or metaheuristic GA. Aim of the proposed GA-based routing is to solve the above described NP-complete optimization problem [14]. Many of the researchers have applied GA for whole networks and suggested an optimal solution at the cost of excessive computations. In particular, different form the existing works in [9]-[15], this paper proposes a sub-network called forward zone that not only covers a sufficient number of sensors to find the best route but also meets the quality of service requirements. Instead of applying GA on the whole network, GA is applied to a forward zone to reduce the computation cost and enhance path finding capacity. The main contributions of this paper are summarized as follows:

1) We formulate a problem of searching a shortest route which jointly minimizes energy consumption and communication delay. Such kind of optimization problem is an NPcomplete problem.
2) To optimize energy consumption and delay of all the routes, we used GA that has good performance and less complexity. The major components of GA such as chromosome, selection, crossover and mutation operators have been mapped into the proposed optimization problem. A new method of loop free chromosome representation of the routes has been presented.
3) A concept of distributed forward zone is proposed to find the best route in small partition of the network that reduces the computation cost.
4) The objective functions: energy consumption and communication delay of the route have analytically derived. Analytical derivation of computation cost of the proposed solution is
also established.
5) We implemented some of the existing routing algorithms i.e., Dijkstra's algorithm [16, 17], compass routing (DIR) [18-20], most forward within radius (MFR) [20-21], AhnRamakrishna's algorithm [9] and RRDLA [13] to compare the performance of the proposed routing algorithm.

The rest of the paper is organized as follows. In section 2, the related work is discussed. Section 3 presents design of the proposed GA based routing algorithm. In section 4, analytical framework, i.e., mathematical analysis of the proposed algorithm is presented. In section 5 , simulation results of the proposed routing algorithm are compared with the existing routing algorithms. Finally, section 6 concludes this paper with a summary of the results and discussion.

## 2. Related work

### 2.1 Review of GA-based routing algorithms

In recent years, the shortest path problem has been investigated comprehensively in the literature [ 9 -14] and evolutionary algorithms draw attention to many researchers to find solution to the problem. Recent studies show that researchers have done some research work to solve the shortest path problem by applying genetic algorithms [9-15], particle swarm optimization [22], and neural networks [23]. To solve the shortest path problem, several routing algorithms such as Dijkstra's algorithm, Bellman-Ford algorithm, breadth-first algorithm, and depth-first algorithm have been proposed, to name a few [24]. These algorithms are suitable for fixed infrastructure networks since they give solution to the shortest path problem in polynomial time [9]. However, in an environment where network topology changes quickly, these algorithms show high computational complexity. Therefore, the indicated algorithms are not effective to satisfy the real-time communication [9].
Investigators have applied GA to give solution for various combinatorial optimization problems such as dynamic routing problem [13, 25] and multicasting routing problem [26]. In paper [27], Munemoto has been proposed a genetic algorithm where chromosomes are taken of variable length for encoding the problem. In mutation phase, a random gene or mutation node is selected from the chromosome. Another gene that is connected directly to that mutation node is selected randomly from the chromosomes. After that, by combining each partial chromosome, a mutated chromosome is produced. One partial chromosome represents a path from source to a selected node, and the other partial chromosome refers to a path from the selected node to the destination node. Inagaki [12] proposed a solution to routing problem that considers fixed length of chromosomes. In the Inagaki's algorithm, each gene represents a node ID, and the chromosomes are sequences of integers (node ID).
In paper [9], to solve the shortest path problem, a genetic algorithm has been presented. To encode the solution, variable length chromosomes have been taken on which crossover and mutation operations are performed. Also, a repair function to cure infeasible chromosomes and a populationsizing equation for determining a suitable population size has been developed. In [13], to solve the dynamic shortest path problem, genetic algorithms with immigrants and memory schemes have been proposed. This problem occurs because of changes in network topology over time due to node mobility in mobile wireless networks.

### 2.2 Review of greedy routing algorithms

In the past, some greedy based routing algorithms have been developed. In these algorithms, a sensor node takes forwarding decisions using location of itself, neighbors, and destination. Greedy routing algorithms can be based on progress, distance and direction [6]. Based on the notion of progress, Takagi and Kleinrock [21] presented a routing algorithm, called MFR. In this method, the neighbor with maximum progress is selected as next forwarder. Hou and Li [28] proposed nearest
with forward progress (NFP) routing algorithm where each node sends packets to a nearest neighbor with forward progress. Distance based routing schemes are based on Euclidean distance between destination and neighbors of sender. In direction based routing next forwarder is selected based on deviation from line connecting sender and the destination [6]. Kranakis defined DIR [18], in which source or intermediate node selects a neighbor that is closest to the straight line between sender and the destination. GEDIR [19] algorithm is a greedy algorithm that always selects next forwarder that has minimum distance to the destination node. In most cases, it is found that the algorithm GEDIR finds same path to the destination as that of MFR [29].
The motivation behind the use of zone is that less information is needed in routing decision. Various zone based routing schemes such as location aided routing (LAR), and range DIRectional(R-DIR) are discussed in [20]. In paper [30], the concept of zone is introduced where each node has its routing zone separately. The zone radius of a node is defined as distance of the neighbors from a node. By using this radius, a routing zone is created which includes the neighbors having distance at most zone radius. In paper [31], author proposed RRDLA scheme for multiconstrained optimal path problem using distributed learning automaton (DLA) to find the smallest number of nodes. End-to-end reliability and delay are used in path selection process. Performance is measured in terms of end-to-end delay and energy-efficiency. In paper [32], authors investigated the problem of energy consumption in WSN. Authors proposed a routing metric including the residual energy, link quality, end-to-end delay, and distance. In [33], authors proposed OPEH for EH-WSNs considering the impact of the dynamic and heterogeneous duty cycle to reduce the end-to-end delay. In paper [34], author introduced advanced zonal stable election protocol (AZ-SEP) in which communication of sensor nodes with the base station is hybrid i.e., some nodes transmit the data directly to base station, while others use clustering mechanism.

## 3. Proposed GA for Shortest Path Problem

This section describes design of the proposed GA based routing algorithm. Procedure begins with organization of sensor deployment including location of all sensors and destination. Then, a specific region called forward zone is chosen, which can be identified by the coordinates in the network. Various components namely, genetic representation, initial population, fitness functions, selection operation, and crossover are involved in designing of the proposed algorithm. Source, intermediate and destination nodes make a routing path. Thus, genetic representation of any possible solution i.e., routing path from the source to the destination is represented in form of a chromosome. The proposed GA finds the optimal solutions in forward zone. If the desired solution is not obtained, size of forward zone is expanded. The process is repeated until the desired solution obtained. We used shortest path and optimal path interchangeably in this paper. The several components of GA have been discussed in further sections.


Fig. 1.Multiple routes from Source $S$ to Destination D

### 3.1 Problem formulation

We consider a two-dimensional sensing field having $N$ number of sensors. A large number of
sensors are deployed randomly in WSN having same initial energy and transmission range $R$. It is assumed that the coordinates of all sensors are known. WSN is modeled as an undirected graph $G=(V, L)$ where, $V$ is the set of sensor nodes and $L$ is the set of links between sensors. A link between two nodes $v_{i}$ and $v_{j}$ exists iff $d_{i, j} \leq R$, where $d_{i, j}$ is the distance between nodes $v_{i}$ and $v_{j}$. In WSN, there may be multiple paths from source $S$ to destination $D$ (cf. Fig.1), and prior to transmission of data packets, a routing path is required. Our objective is to minimize end-to-end delay, and energy consumption. To achieve the objective, an efficient approach is required to find an optimal path $r_{o p t}$ among a set of multiple paths $R P=\left\{r_{1}, r_{2}, \ldots r_{p t}\right\}$ such that $r_{o p t}=$ $\left\{r_{k} \mid T_{k}=\min \left(T_{1}, T_{2}, \ldots T_{p t}\right)\right\}$ and $r_{o p t}=\left\{r_{k} \mid E_{k}=\min \left(E_{1}, E_{2}, \ldots E_{p t}\right)\right\}$ where, $p t$ is total number of routing paths from $S$ to $D, T_{k}$ and $E_{k}$ are end-to-end delay and energy consumption along the $k^{\text {th }}$ route, respectively.


Fig. 2.Forward zone and coordinate assignment.


Fig. 3.Flow chart of proposed GA.

### 3.2 Formulating routing as an optimization problem

In this section, the problem of finding a shortest path for end-to-end delay, and energy consumption is presented. Note that based on WSNs applications, delay constraints, and energy constraints are bounded to thresholds $T_{T H}$, and $E_{T H}$ respectively. For instance, delay sensitive applications require low value of $T_{T H}$. However, assigning high value for $T_{T H}$ corresponds to delay-tolerant applications. The end-to-end delay of a route $r_{i}$ defines time it takes for a packet to reach at the destination node. Based on the proposed algorithm, delay over route $r_{i}$ is computed by $T_{i}=$ $\sum_{i=1}^{e} T\left(v_{i}, v_{i+1}\right)$, where $e$ is number of edges along the route $r_{i}$, while $T\left(v_{i}, v_{i+1}\right)$ denotes delay between two neighbor nodes $v_{i}$ and $v_{i+1}$. The value of $e$ may vary depending on the path length. Thus, the problem of finding shortest path to minimize end-to-end delay, and energy consumption can be formulated as an optimization problem and given by

```
    minT}\mp@subsup{T}{k}{
    min}\mp@subsup{E}{k}{}
Subject to
    Tk}=\mp@subsup{\sum}{i=1}{e}\mp@subsup{T}{i}{}(\mp@subsup{v}{i}{},\mp@subsup{v}{i+1}{})\leq\mp@subsup{T}{TH}{
Ek}=\mp@subsup{\sum}{i=1}{e}\mp@subsup{E}{i}{}(\mp@subsup{v}{i}{},\mp@subsup{v}{i+1}{})\leq\mp@subsup{E}{TH}{
```

(3)

### 3.3 Formation of Forward zone

In this section, crucial part of the proposed algorithm is presented. To find a forward zone (FZ), two circles $\operatorname{Cr}(S)$ and $\operatorname{Cr}(D)$ with forward zone radius $R_{z}$ are formed, where $S$ and $D$ are source and destination nodes respectively. Thereafter, two parallel tangents $\operatorname{Tn}(B, J)$ and $\operatorname{Tn}(O, F)$ are drawn from $\operatorname{Cr}(S)$ to $\operatorname{Cr}(D)$. The region BOFJ made by tangents and two diameters BO, JF (lines that connect the points of contacts of tangents) is considered as $F Z$ [cf. Fig.2]. The next half of the circle formed with radius $R$ towards destination $D$ is called forward area ( $F A$ ) and the other half circle is termed as backward area $(B A)$ of $S$. A FA of node consists of multi-hop neighbors. The coordinates of the sender and destination are $S\left(x_{s}, y_{s}\right)$ and $D\left(x_{d}, y_{d}\right)$, respectively, and the coordinates of the $F Z$ are given as $B\left(x_{b}, y_{b}\right), O\left(\mathrm{x}_{0}, \mathrm{y}_{o}\right), F\left(x_{f}, y_{f}\right), J\left(x_{j}, y_{j}\right)$ (cf. 2).

Definition 1. For any sensor node $v_{i}$, its transmission region is defined as the circle, denoted by $\operatorname{Cr}\left(v_{i}\right)$, centered at position $\left(x_{i}, y_{i}\right)$ of $v_{i}$ with radius $r_{v_{i}}$ where, $r_{v_{i}}=R$, where $R$ is the transmission range of the sensor(cf. Fig. 2).

Definition 2. If $d_{i, j}$ is the distance between two nodes $v_{i}$ and $v_{j}$, for sensor node $v_{i}$, its neighboring nodes are defined as $N_{n b}\left(v_{i}\right)=\left\{v_{j} \mid v_{j} \in V, d_{i, j} \leq R\right\}$ where, $N_{n b}\left(v_{i}\right)$ denotes the set of neighbors of a sensor.

Definition 3. For a given destination node $v_{d}$, the neighbor nodes of $v_{i}$ lie in forward direction are $N_{f}\left(v_{i}\right)=\left\{v_{j} \mid v_{j} \in N_{n b}\left(v_{i}\right), d_{j, d} \leq d_{i, d}\right\}$. The neighbor nodes of $v_{i}$, lying in backward direction is defined as $N_{b}\left(v_{i}\right)=\left\{v_{j} \mid v_{j} \in N_{n b}\left(v_{i}\right), d_{j, d}>d_{i, d}\right\}$ where $d_{i, d}$ denotes the distance between $v_{i}$ and $v_{d}$, and $d_{j, d}$ denotes the distance between neighbor node $v_{j}$ and $v_{d}$.

Definition 4. Given a sensor node $v_{i}$ with coordinates $\left(x_{i}, y_{i}\right)$, it will belong to forward zone $F Z$


Fig. 4.Example of network and encoding scheme.
iff $\left(x_{i}, y_{i}\right)$ lies within the coordinates of $F Z\left\{B\left(x_{b}, y_{b}\right), O\left(x_{o}, y_{o}\right), J\left(x_{j}, y_{j}\right), F\left(x_{f}, y_{f}\right)\right\}$.

Definition 5. For a given sensor node $v_{i}$, if $N_{f}\left(v_{i}\right) \cap N(F Z)=0$ i.e., no neighbor node exists in the forward area of $v_{i}$ in $F Z$ then size of the $F Z$ is increased, so that $N_{f}\left(v_{i}\right) \cap N(F Z) \neq 0$. Here, $N(F Z)$ represents the nodes lying in $F Z$.

### 3.4 Genetic representation and loop-free chromosome formation

The flowchart in Fig. 3 represents the process of finding an optimal solution using GA which includes encoding scheme, population initialization, fitness function evaluation, selection, crossover and termination. In the proposed algorithm, it is considered that chromosomes which represent possible solutions are the sequence of genes where each gene represents a node ID [9 13]. The chromosomes have been taken of variable length. The maximum length of a chromosome is $z$ where, $z$ is the number of nodes in FZ. Fig. 4 depicts an example of encoding a route into a
chromosome. It is a sequence of node IDs of the nodes participated in a route from source $S$ to destination $D$. In Fig. 4, $b$ is the number of nodes along the constructed path. Source node ID and destination node ID are always stored at the gene of first and last index respectively, and the rest of the genes can be arranged using procedure 2 .

In the chromosome formation process [35, 36] (cf. procedure. 2), initially, source node $S$ is stored at first index of the chromosome. Then, a forwarder node, say $v_{i}$ (cf. procedure. 1) from the neighbor set $N_{f}(S)$ of source node $S$ is picked and stored at the next index of the chromosome that makes a partial route $S \rightarrow v_{i}$. Thereafter, a node $v_{j}$ from $N_{f}\left(v_{i}\right)$ is picked (cf. procedure. 1) and added it into the partial route which is extended to $S \rightarrow v_{i} \rightarrow v_{j}$. This process is repeated until the destination node $D$ is reached. In this way, a random chromosome (path) $C_{(S, D)}=\left\{S, v_{i}, v_{j} \ldots, D\right\}$ is formed. Thechromosome formation process eliminates the lethal genes (creating a loop) by selecting the next forwarder node in forward direction. It prevents all the possibilities of forming the infeasible chromosomes [37]. An example of chromosome encoding is shown in Table I by considering a network shown in Fig. 4. Initially, the source node $S$ is encoded as the gene of first index of the chromosome. From

TABLE I

| Sender | Forwarding | Random | Partial route (Chromosome) |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| S | \{21, 15, 39\} | 15 | S | 15 |  |  |  |  |  |  |  |
| 15 | \{26, 39\} | 26 | S | 15 | 26 |  |  |  |  |  |  |
| 26 | \{2\} | 2 | S | 15 | 26 | 2 |  |  |  |  |  |
| 2 | $\{29,16\}$ | 16 | S | 15 | 26 | 2 | 16 |  |  |  |  |
| 16 | $\{10,46\}$ | 46 | S | 15 | 26 | 2 | 16 | 46 |  |  |  |
| 46 | $\{40,11\}$ | 40 | S | 15 | 26 | 2 | 16 | 46 | 40 |  |  |
| 40 | $\{43,23,14\}$ | 23 | S | 15 | 26 | 2 | 16 | 46 | 40 | 23 |  |
| 23 | \{D \} | D | S | 15 | 26 | 2 | 16 | 46 | 40 | 23 | D |

this figure, it can be seen that node $S$ has three forwarding nodes i.e., 21, 15, and 39. A second gene i.e., 15 is picked randomly from the forwarding nodes list and stored it into second index of chromosome. Each time a new gene is added, a partial route (chromosome) is formed. In this way, all the intermediate genes are filled (cf. procedure. 2) until the destination is reached.

### 3.5 Population Initialization

Initially, a number of chromosomes are generated randomly which make together initial population. Repeating the chromosome formation process for a number of times, say $w$, the initial population $I P=\left[C_{1}, C_{2}, C_{3} \ldots . . C_{w}\right]$ can be obtained.

### 3.6 Fitness Functions

### 3.6.1 End-to-End delay

In GA, fitness is the crucial part. Purpose of the fitness function is to evaluate quality of solution accurately. In the proposed algorithm, two fitness functions are designed to reduce end-to-end delay, and minimize energy consumption, in a path between $S$ and $D$. This Fitness function evaluates quality of chromosome in population and determines whether a chromosome reduces end-to-end delay or not. Therefore, among a set of multiple solutions, the one with a minimum end-to-end delay is chosen. The fitness function is defined as follows

$$
\begin{equation*}
T\left(F_{i}\right)=\sum_{j=1}^{b_{i}-1} T_{\left(v_{i}(j), v_{i}(j+1)\right)} \tag{4}
\end{equation*}
$$

where, $F_{i}$ represents the fitness value of $i^{\text {th }}$ chromosome, $b_{i}$ is the length of $i^{t h}$ chromosome, and $v_{i}(j)$ represents a node of $j^{\text {th }}$ index in $i^{\text {th }}$ chromosome. $T_{\left(v_{i}(j), v_{i}(j+1)\right)}=\frac{d_{(j, j+1)}}{c}$ is the propagation delay along a link between two nodes, where, $d_{(j, j+1)}$ is distance between neighbor nodes $v_{i}(j)$ and $v_{i}(j+1)$ and $c$ is propagation speed.

### 3.6.2 Energy consumption

This fitness function evaluates the energy consumption for different routes. Therefore, among multiple solutions, the one with minimum fitness value is chosen. The fitness function for energy consumption is defined as follows

$$
\begin{equation*}
E\left(F_{i}\right)=\sum_{j=1}^{b_{i}-1} E_{\left(v_{i}(j), v_{i}(j+1)\right)} \tag{5}
\end{equation*}
$$

where, $E_{\left(v_{i}(j), v_{i}(j+1)\right)}=\left(2 \times\right.$ Elec $\left.+\operatorname{Amp} \times\left(d_{(j, j+1)}\right)^{\emptyset}\right) \times k$ is the energy consumption in transmission and reception of a data packet of size $k$-bit, from node $v_{i}(j)$ to $v_{i}(j+1)$. A simple well known first order radio model [38] is used to measure the energy consumption. According to this model, transmission energy $E_{\text {trans }}$ and receiving energy $E_{\text {rec }}$ can be defined as $E_{\text {trans }}=$ $\left(E l e c+A m p \times\left(d_{(j, j+1)}\right)^{\varnothing}\right) \times k$ and $\quad E_{\text {rec }}=E l e c \times k$ respectively, where $\emptyset$ is path loss coefficient, $d_{(j, j+1)}$ is the distance between two nodes, Elec is energy dissipated to run the transmitter or receiver circuitry and $A m p$ is energy required for transmit amplifier. The value of $\emptyset$ normally lies in the range of 2 to 4 , depending on the environments such as free space and lossy environments [39]. In this work, we consider free space environment i.e., $\varnothing=2$. Therefore, total energy $E_{t}$ consumed to deliver $k$-bits data from source to destination can be expressed as
$E_{t}=\left(E_{\text {trans }}+E_{\text {rec }}\right) \times H_{c}$
$=\left(2 \times\right.$ Elec + Amp $\left.\times\left(d_{(j, j+1)}\right)^{\varnothing}\right) \times k \times H_{c}$,
Where, $H_{c}$ is the number of links along the route from source $S$ to destination $D$.

### 3.7 Selection

The purpose of the selection operation is to improve the quality of population. It must be noted that selection operator plays a crucial role to produce high quality of solution. Hence, selection operator must be efficient enough to converge the solution quickly. Two basic type of selection methods are proportionate and ordinal-based selection [9]. Proportionate selection selects chromosomes on the basis of their relative fitness values, and ordinal-based selections pick out chromosomes based on


Fig. 7.Crossover operation and two new offspring
their rank instead of fitness value. In our algorithm, truncation selection [15] is adopted, where high

| Procedure3: Crossover operation |  |
| :---: | :---: |
| Input: Chromosomes C, C1 | // Input chromosomes |
| Output: Ch, Ch1 | // Output new Childs |
| begin |  |
| 1. Crossover (C, C1) |  |
| 2. LC=length( $C$ ) | //Length of chromosome C |
| 3. $L C 1=$ length ( $C 1$ ) | //Length of chromosome C1 |
| 4.for ( $i=1$ to $L C$ ) |  |
|  | for ( $j=1$ to LCl) |
| 6. if $(C(i)==C l(j))$ |  |
| 7. $C S=(i, j)$ | // Indexes of common genes |
| 8. end if |  |
| 9. end for |  |
| 10.end for |  |
| $11 . s(1,2)=\operatorname{random}(C S)$ | // randomly selection of any pair from CS |
| 12.for (i=1to $s(1)$ ) |  |
| 13. $\mathrm{Ch}(\mathrm{i})=\mathrm{C}(\mathrm{i})$ |  |
| 14.end for |  |
| 15.for (i=1 to LCl-s(2)) |  |
| 16. $\mathrm{Ch}(\mathrm{s}(1)+i)=C 1(s(2)+i) \quad / /$ Ist exchange of partial chromosome |  |
|  |  |
| 18.for (i=1 to $s(2)$ ) |  |
| 19.Ch1 $(i)=$ Cl $(i)$ |  |
| 20.end for |  |
| 21.for (i=1 to $L C-s(1)$ ) |  |
| 22. Chl $(s(2)+i)=C(s(1)+i) / /$ Ind exchange of partial chromosome |  |
| 23.end for |  |
| 24.Output Ch, Chl |  |
| end |  |

Fig. 8.Pseudo code of the crossover operation
quality chromosomes of current population get a chance by copying them into the next generation.

### 3.8 Crossover and Mutation

Crossover and mutation are two basic operators used in GA. Crossover is one of the important parts of the genetic algorithm components. In the crossover operation, each time two chromosomes $C_{i}$ and $C_{j}$ are selected from current population so as to produce better ones. In the proposed algorithm, single-point crossover [9 14] is adopted to exchange partial chromosomes where both $C_{i}$ and $C_{j}$ should retain at least one common gene. From the set of common genes, one gene, say $v_{i}$, is randomly selected. Now, $C_{i}=\left[S \rightarrow v_{1} \rightarrow v_{2} \ldots \rightarrow D\right]$ can be represented as a combination of two partial chromosomes $C_{i}\left\{S \rightarrow v_{i}\right\}$ and $C_{i}\left\{v_{i} \rightarrow D\right\}$. Similarly, $C_{j}=\left[S \rightarrow v_{1} \rightarrow v_{2} \rightarrow v_{3} \ldots \rightarrow D\right]$ can be represented as a combination of two partial chromosomes $C_{j}\left\{S \rightarrow v_{i}\right\}$ and $C_{j}\left\{v_{i} \rightarrow D\right\}$. The crossover operation exchanges $C_{i}\left\{v_{i} \rightarrow D\right\}$ and $C_{j}\left\{v_{i} \rightarrow D\right\}$ and two new offspring $O f_{i}\left[C_{i}\{S \rightarrow\right.$


Fig. 9.Probability of number of nodes present in FZ with different network size


Fig.10. Probability of number of nodes present in FA with different network size


Fig.11. Probability of number of nodes in FZ with different transmission range


Fig.12. Connectivity probability changes with both transmission range and network size.
$\left.\left.v_{i}\right\} \rightarrow C_{j}\left\{v_{i} \rightarrow D\right\}\right]$ and $O f_{j}\left[C_{j}\left\{S \rightarrow v_{i}\right\} \rightarrow C_{i}\left\{v_{i} \rightarrow D\right\}\right]$ are formed (cf. Fig.7). The procedure of crossover operation is expressed in Fig. 8.
After executing the crossover operation, the mutation operator is applied to the population to maintain population diversity. With mutation probability, in a chromosome, one common gene is randomly picked as a mutation node, and a partial route from mutation point to the destination is generated. Mutation allows the GA to avoid local optima [9 1314 14.

### 3.9 Termination

Termination is a criterion that decides end of searching. After each generation, the criterion is tested. In our implementation, the maximum number of generations is used as termination criteria. Other than the maximum number of generations, termination criteria can be based on fitness threshold, maximum computing time, fitness convergence, and population convergence.

## 4. Analytical Framework

In this section, we derived analytical expressions for connectivity probability $P_{c}(l)$, expected distance $E d(y)$ between sender and next forwarder, expected distance $E d(x)$ between source and destination, expected end-to-end delay $\operatorname{EEt} E\left(T_{e}\right)$, expected energy consumption $E\left(E_{\text {total }}\right)$, and expected computational cost $E\left(t_{\text {cost }}\right)$. The parameters values used in our experiments are listed in Table II.
It is assumed that the area of entire sensing region is $A m^{2}$ and the sensing region is assumed to be a square with one of the sides of $L \mathrm{~m}$. The node density $\varphi$ can be expressed as $\varphi=\frac{N}{A}$ nodes $/ \mathrm{m}^{2}$. Let the distance between source node $S$ and destination node $D$ is $d$. The area of $F Z$ and forward area $(F A)$ can be expressed as $A_{F Z}=2 R_{z} d$ and $A_{F A}=\pi R^{2} / 2$, respectively. It is assumed that the
sensor nodes are distributed using Poisson distribution [40] with random variable $Z$. The probability of $n$ nodes present in $F Z$ is given by
$P A_{F Z}(Z=n)=\frac{\left(\varphi A_{F Z}\right)^{n} \cdot e^{-\varphi A_{F Z}}}{n!}=\frac{\left(\varphi 2 R_{Z} d\right)^{n} \cdot e^{-\varphi 2 R_{Z} d}}{n!}$
Similarly, for a random variable $Y$ that represents the number of sensor nodes in $F A$, the probability of $n$ number of nodes present in the $F A$ is given by

TABLE II

| PARAMETER SETTINGS |  |
| :---: | :---: |
| Parameter Value <br> Area $(A)$ $500 \mathrm{~m} \times 500 \mathrm{~m}$ <br> Network size $(N)$ $50-200$ nodes <br> Transmission range $(R)$ $60-100 \mathrm{~m}$ <br> Forward zone radius $\left(R_{Z}\right)$ $60-100 \mathrm{~m}$ <br> Population size $($ pop $)$ $50-150$ <br> Generations $1-14$ <br> Crossover probability 0.7 <br> Mutation probability 0.3 <br> Elec $50 \mathrm{~nJ} / \mathrm{bit}$ <br> Amp $100 \mathrm{pJ} / \mathrm{bit} / \mathrm{m}^{2}$ <br> Path loss coefficient $(\emptyset)$ 2 <br> Data packet size $(k)$ 512 bit |  |

$$
\begin{equation*}
P A_{F A}(Y=n)=\frac{\left(\varphi A_{F A}\right)^{n} \cdot e^{-\varphi A_{F A}}}{n!}=\frac{\left(\varphi \pi R^{2} / 2\right)^{n} \cdot e^{-\varphi \pi R^{2} / 2}}{n!} \tag{7}
\end{equation*}
$$

### 4.1 Connectivity probability $P_{c}(l)$

Let $P_{c}(l)$ is the probability of connectivity of a route of length $H_{c}$. A link $l_{i}$ exists if there are two consecutive nodes and the distance between themlies within the transmission range. In other words, for link connectivity, at least one node must exist in $F A$. The probability $P_{c}\left(l_{i}\right)$ of at least one link exists between any two nodes in $F A$ can be expressed as

$$
P_{c}\left(l_{i}\right)=1-e^{-\varphi \pi R^{2} / 2}
$$

Now, connectivity probability of a route can be expressed as
$P_{c}(l)=\prod_{i=1}^{H_{c}} P_{c}\left(l_{i}\right)=\prod_{i=1}^{H_{c}}\left(1-e^{-\varphi \pi R^{2} / 2}\right)=\left(1-e^{-\varphi \pi R^{2} / 2}\right)^{H_{c}}$
Fig. 9 and 10 show the probability of number of nodes present in $F Z$ and $F A$, respectively for different values of $N$. From these figures, it can be seen that when the value of $N$ increases, the occurrence of nodes in $F Z$ and $F A$ also increases. These results are obtained for the network area of $500 \mathrm{~m} \times 500 \mathrm{~m}$, and zone radius of 100 m . For $N=50$, the highest value of number of nodes in $F Z$ is 15 and for $N=80$ and 100, the highest number of nodes lying in FZ are 25 and 31, respectively. Similarly, Fig. 10 depicts that the probability of number of nodes 3, 5, and 6 present in $F A$ is high for the values of $N=50,80$, and 100 , respectively. This is because, when $N$ increases, the node density increases in the same area. Therefore, as expected, the probability of number of nodes occurring in $F Z$ and $F A$ is increasing.
Fig. 11 shows variation in the value of $n$ with the different value of $R_{z}$. It represents the results obtained for $N=100$. It isnoticed that for the values of $R_{Z}=60 \mathrm{~m}, 80 \mathrm{~m}$, and 100 m , the probability of nodes occurring in $F Z$ is high for the values of $n=19,25$, and 31 , respectively. When $R_{Z}$ increases, area of $F Z$ also increases because the area of $F Z$ depends on the value of $R_{Z}$. Consequently, the number of nodes in $F Z$ is increasing.
Fig. 12 shows the variation in the connectivity probability, with different values of $R$. Experiments are conducted for the network size of $50-500$ nodes. It is noted that as the value of $N$ increases, the connectivity probability is increasing. When transmission range $R$ is 80 m , the highest probability
is obtained for network size of $200-500$. For $R=90 \mathrm{~m}$ and 100 m , the connectivity probability is close to 1 , when the values of $N$ are 140 and 110 , respectively. The reason is that when the value of $N$ increases, there are more chances of falling more number of nodes in $F A$. Therefore, the probability of at least one node present in $F A$ increases with the increasing in network size. So, to get the proper connectivity, the value of $N$ and $R$ can be adjusted as per the requirements of the applications.

### 4.2 Probability of success delivery (PSD)

Let $P_{r s}$ is the instantaneous power of received signal, $I$ is the interfering power, and $\Omega$ is the minimum required power to detect the received signal. Probability of success delivery for a link between $v_{i}$ and $v_{j}$ is given by

$$
\begin{equation*}
P S D_{i, j}=P\left(\frac{P_{r s}}{I}>\Omega\right) \tag{9}
\end{equation*}
$$

Probability of success delivery for a route of length $H_{c}$ can be calculated as

$$
\begin{equation*}
P S D=\left(P S D_{i, j}\right)^{H_{c}} \tag{10}
\end{equation*}
$$

### 4.3 Expected distance $E d(y)$ between source and next forwarder

It is assumed that a source sensor $S$ has $n$ number of neighbors in $F A$. Let $N_{f d}$ is the next best forwarder sensor which has distance $y$ from $S$. Let $y_{1}, y_{2}, y_{3}, \ldots, y_{n}$ denotes the distance between source and its neighbors exist in $F A$, respectively. The expected value of $y$ can be calculated as follows. Let $F(y)$ and $f(y)$ are cumulative density function (CDF) and probability density function (PDF) of $y$ respectively. Then, $F(y)$ can be expressed as
$F(y)=\left(\frac{y}{R}\right)^{n}$, where R is the transmission range.
By using $F(y)$, the value of $f(y)$ can be expressed as

$$
\begin{align*}
& \quad f(y)=\frac{d}{d y} F(y)=\frac{1}{R^{n}} n y^{(n-1)}=\frac{n}{R}\left(\frac{y}{R}\right)^{(n-1)} \\
& \\
& E d(y)=\int_{0}^{R} y f(y) d y=\frac{n}{R^{n}} \int_{0}^{R} y^{n} d y=\frac{n}{R^{n}}\left[\frac{R^{(n+1)}}{n+1}\right]  \tag{11}\\
& =\frac{n}{(n+1)} R
\end{align*}
$$

### 4.4 Expected distance $E d(x)$ between source and destination

In our work, it is assumed that the sensing region is square in shape. Then, the maximum distance between source $S$ and destination $D$ can be $L \sqrt{ } 2$, if $S$ and $D$ are situated at ends of the diagonal. Let the expected distance $E d(x)$ between $S$ and $D$ is $x$. The CDF $F(x)$ of $x$ can be expressed as $\frac{x}{L \sqrt{2}}$ and PDF $f(x)$ of $x$ can be defined as

$$
\begin{gather*}
f(x)=\frac{d}{d x} F(x)=\frac{1}{L \sqrt{2}} \\
E d(x)=\int_{\omega}^{L \sqrt{2}} x f(x) d x=\frac{1}{2 L \sqrt{2}}\left[(L \sqrt{2})^{2}-\omega^{2}\right], \text { where } \omega \text { is lower limit. } \tag{12}
\end{gather*}
$$

For simplicity, it is assumed that $\omega=1$, because it is very small value. Now, (12) can be written as

$$
\begin{equation*}
E d(x)=\frac{1}{2 L \sqrt{2}}\left[(L \sqrt{2})^{2}-1\right] \tag{13}
\end{equation*}
$$

### 4.5 Expected End-to-End delay EEtE $\left(T_{e}\right)$

In this section, we evaluate the expected end-to-end delay along the routing path. To evaluate the delay, here, only propagation delay is considered. A routing path passes through various sensor
nodes, is the set of connected links. So first, we calculate the expected delay of a link between two nodes. After that, expected end-to-end delay is derived. Let $l$ is the length of a link between two nodes $v_{i}$ and $v_{j}$. Then propagation delay $t_{p}$ is given by $t_{p}=\frac{l}{c}$, where $c$ is the propagation speed. Now the PDF of $t_{p}$ can be calculated as

$$
\begin{aligned}
& f\left(t_{p}\right)=K \times \frac{l}{c}, \text { where } K \text { is a constant } \\
& \int_{\sigma}^{R} K \times \frac{l}{c} d l=1, \text { where } \sigma \text { is lower limit and } \mathrm{R} \text { is transmission range. } \\
& K=\frac{2 c}{\left(R^{2}-\sigma^{2}\right)}
\end{aligned}
$$

By putting the value of $K$ in (14), the PDF $f\left(t_{p}\right)$ can be written as

$$
f\left(t_{p}\right)=\frac{2 l}{\left(R^{2}-\sigma^{2}\right)}
$$

The expected propagation delay $E p\left(t_{p}\right)$ of a link can be calculated as

$$
\begin{align*}
& E p\left(t_{p}\right)=\int_{\sigma}^{R} \frac{l}{c} \times f\left(t_{p}\right) d l \\
& =\int_{\sigma}^{R} \frac{l}{c} \times \frac{2 l}{\left(R^{2}-\sigma^{2}\right)} d l=\frac{2}{3 c\left(R^{2}-\sigma^{2}\right)}\left[R^{3}-\sigma^{3}\right] \\
& =\frac{2}{3 c} \frac{\left(R^{2}+R \sigma+\sigma^{2}\right)}{(R+\sigma)} \tag{15}
\end{align*}
$$

For simplicity, it is assumed that $\sigma=1$, Now, (15) can be represented as

$$
\begin{equation*}
E p\left(t_{p}\right)=\frac{2}{3 c} \frac{\left(R^{2}+R+1\right)}{(R+1)} \tag{16}
\end{equation*}
$$

The expected end-to-end delay of a route can be expressed as

$$
\begin{equation*}
E E t E\left(T_{e}\right)=E\left(t_{p}\right) \times H_{c}=\frac{2}{3 c} \frac{\left(R^{2}+R+1\right)}{(R+1)} \times H_{c} \tag{17}
\end{equation*}
$$

Where, $H_{c}$ is route length and can be expressed as $H_{c}=\frac{E d(x)}{E d(y)}$.

### 4.6 Expected energy consumption $E\left(E_{\text {total }}\right)$

In this section, we evaluate the expected energy consumption in delivery of data along the routing path. To evaluate the energy consumption, here only transmission and reception energy are considered. First, we calculated the expected energy required in the transmission and reception of data packet between two neighbor nodes [8]. After that, the expected energy consumption $E\left(E_{\text {total }}\right)$ in forwarding of a data packet from source $S$ to destination $D$ is derived. In the delivery of $k$-bit data through a link of length $l$ between two nodes $v_{i}$ and $v_{j}$, the energy consumption $E_{t}$ is defined as

$$
\begin{equation*}
E_{t}=\left(2 k \times E l e c+k \times A m p \times l^{2}\right) \tag{18}
\end{equation*}
$$

The PDF $f\left(E_{t}\right)$ of the energy consumption $E_{t}$ can be calculated as
$f\left(E_{t}\right)=K \times\left(2 k \times\right.$ Elec $\left.+k \times A m p \times l^{2}\right)$

$$
\begin{equation*}
=K \times\left(a_{1}+b_{1} \times l^{2}\right) \tag{19}
\end{equation*}
$$

where, $a_{1}=2 k \times$ Elec and $b_{1}=k \times A m p$
$\int_{\sigma}^{R} K \times\left(a_{1}+b_{1} \times l^{2}\right) d l=1$, where $\sigma$ is lower limit and R is transmission range.

$$
K=\frac{1}{\left(a_{1} R+b_{1} \frac{R^{3}}{3}\right)-\left(a_{1} \sigma+b_{1} \frac{\sigma^{3}}{3}\right)}
$$

Therefore, $f\left(E_{t}\right)$ can be expressed as
$f\left(E_{t}\right)=\frac{1}{\left(a_{1} R+b_{1} \frac{R^{3}}{3}\right)-\left(a_{1} \sigma+b_{1} \frac{\sigma^{3}}{3}\right)} \times\left(a_{1}+b_{1} \times l^{2}\right)$
The expected energy consumption $E\left(E_{t}\right)$ can be calculated as
$E\left(E_{t}\right)=\int_{\sigma}^{R}\left(a_{1}+b_{1} \times l^{2}\right) \times f\left(E_{t}\right) d l$

$$
\begin{align*}
& =\int_{\sigma}^{R} \frac{\left(a_{1}+b_{1} \times l^{2}\right)^{2}}{\left(a_{1} R+b_{1} \frac{R^{3}}{3}\right)-\left(a_{1} \sigma+b_{1} \frac{\sigma^{3}}{3}\right)} d l \\
& \left.=c_{1}\left[a_{1}{ }^{2} l+b_{1}{ }^{2} \frac{l^{5}}{5}+2 a_{1} b_{1} \frac{l^{3}}{3}\right]\right]_{\sigma}^{R} \\
& \quad=c_{1}\left[\left(a_{1}{ }^{2} R+b_{1}{ }^{2} \frac{R^{5}}{5}+2 a_{1} b_{1} \frac{R^{3}}{3}\right)-\left(a_{1}{ }^{2} \sigma+b_{1}{ }^{2} \frac{\sigma^{5}}{5}+2 a_{1} b_{1} \frac{\sigma^{3}}{3}\right)\right] \tag{20}
\end{align*}
$$

For simplicity, it is assumed that $\sigma=1$, because it is very small value. The expected energy consumption can be expressed as
$E\left(E_{t}\right)=c_{1}\left[\left(a_{1}{ }^{2} R+b_{1}{ }^{2} \frac{R^{5}}{5}+2 a_{1} b_{1} \frac{R^{3}}{3}\right)-\left(a_{1}{ }^{2}+\frac{1}{5} b_{1}{ }^{2}+\frac{2}{3} a_{1} b_{1}\right)\right]$,
where, $c_{1}=\frac{1}{\left(a_{1} R+b_{1} \frac{R^{3}}{3}\right)-\left(a_{1}+b_{1} * \frac{1}{3}\right)}$
In the delivery of $k$-bits data through a routing path from source to destination nodes, $E\left(E_{\text {total }}\right)$ can be expressed as

$$
E\left(E_{\text {total }}\right)=E\left(E_{t}\right) \times H_{c}
$$




Fig.15. An example of n-tree topology.

Fig.13.Expected End-to-End delay changes with both size of region and network size


Fig.14.Expected Energy consumption changes with both size of region and network size


Fig.16. Comparison results of computation cost.

$$
\begin{equation*}
=c_{1}\left[\left(a_{1}^{2} R+b_{1}^{2} \frac{R^{5}}{5}+2 a_{1} b_{1} \frac{R^{3}}{3}\right)-\left(a_{1}^{2}+\frac{1}{5} b_{1}^{2}+\frac{2}{3} a_{1} b_{1}\right)\right] \times H_{c} \tag{21}
\end{equation*}
$$

### 4.7 Expected computation cost $E\left(t_{\text {cost }}\right)$

In this section, we derive the mathematical expression for expected computation cost required in searching the shortest route. For simplicity, here, it is assumed that entire sensing region forms an $n$-tree type of topology (cf., Fig. 15), where each node has only $n$ number of nodes in forward direction and each leaf node is connected to destination node $D$.
The number of paths from a source to the one-hop neighbor nodes is given by $n=\varphi A_{F A}=$ $\varphi \pi R^{2} / 2$. Now, total number of paths from the source to the neighbors of two-hop length can be
expressed as $n \times n$. Accordingly, the total number of paths from the source to the destination in the entire region is calculated as

$$
\begin{equation*}
T_{\text {path }}=\prod_{i=1}^{H_{c}-1} n=n^{\left(H_{c}-1\right)} \tag{22}
\end{equation*}
$$

Let the computation cost of a path is $\delta$. The total computation cost $T_{\text {cost }}$ for searching an optimal path in entire region can be defined as $T_{\text {cost }}=T_{\text {path }} \times \delta$. The path density denoted by $\rho$, can be represented as $\rho=T_{\text {path }} / A$. Then, number of expected paths from the source to the destination in $F Z$ can be easily calculated using Poisson distribution. If $M$ is a random variable that represents the number of paths in $F Z$, then the probability of $\xi$ paths present in $F Z$ is given by

$$
\begin{align*}
& P A_{F Z}(M=\xi)=\frac{\left(\rho A_{F Z}\right)^{\xi} \cdot e^{-\rho A_{F Z}}}{\xi!} \\
& =\frac{\left(\rho 2 R_{Z} d\right)^{\xi} \cdot e^{-\rho 2 R_{Z} d}}{\xi!} \tag{23}
\end{align*}
$$

By using the Poisson distribution property, the expected number of path in $F Z$ will be $E\left(t_{\text {path }}\right)=$ $\rho A_{F Z}$. Therefore, to find the optimal path, when forward zone is considered, the expected computation cost $E\left(t_{\text {cost }}\right)$ can be expressed as

$$
\begin{equation*}
E\left(t_{\text {cost }}\right)=E\left(t_{\text {path }}\right) \times \delta=\rho A_{F Z} \times \delta \tag{24}
\end{equation*}
$$

In order to further compare the performance of the proposed genetic algorithm with that of AhnRamakrishna's algorithm, the computation cost obtained through simulations is presented in Fig. 16. The average computation cost of the proposed algorithm is 176.8048 units, and that of the AhnRamakrishna's algorithm is 625.1004 units. In our case, the computation cost does not increase significantly with the number of nodes in the network while it does in the case of Ahn-Ramakrishna's algorithm. It is noted that as the network size increases, the computation cost for both the algorithms increases.
From Fig. 16, it can be observed that for network size 50, the computation cost for the proposed GA and Ahn-Ramakrishna's algorithm is 27.49 units and 97.21 units, respectively. The reason of lower computation cost in the proposed GA is that it attempts to find the shortest path, only in a substantial region called as $F Z$. Similarly, for network size $N=100$, the computation cost for the proposed GA and Ahn-Ramakrishna's algorithm increases to 439.93 units and 1555.38 units, respectively. It can be observed that the proposed GA performs better in the large network as compared to AhnRamakrishna's algorithm.

## 5. Experiments and Discussion

In this section, to evaluate the performance of the proposed algorithm, a series of


Fig.17. Sensors deployment and comparison results for the shortest path found by the algorithms. (a) The result of proposed algorithm (End-to-End delay: $1.7060 \mu \mathrm{~s}$ ). (b) The result of Dijkstra's algorithm (End-to-End delay: 1.7060 $\mu \mathrm{s}$ ). (c) The result of DIR algorithm (End-to-End delay: $1.8049 \mu \mathrm{~s}$ ). (d) The result of MFR algorithm (End-to-End delay: $2.1632 \mu \mathrm{~s}$. experiments are conducted by using MATLAB tool. To measure the performance of our algorithm, following method is used to generate the initial network topology. Primarily, a square region with the area of $500 \mathrm{~m} \times 500 \mathrm{~m}$ is specified. This area has the height $[0-500]$ on $y$-axis and the width [ $0-500$ ] on $x$-axis. Then within the square region, $50-100$ nodes are generated randomly where each node is specified with the
position $(x, y)$.It is assumed that each sensor knows its position by using global positioning system or other positioning systems. In this random network topology, a link between two nodes is added if the distance between them lies within the radio transmission range $R$. Finally, it is checked that if the generated topology is connected or not, if not, the previous process is applied repeatedly until a connected topology is found. To generate the connected topology, either the number of nodes or the transmission range may be increased. The parameters values used in our experiments are listed in Table II.
To perform the simulation experiments, various sizes of networks have been taken randomly. The performance of the proposed algorithm and comparison with the various routing algorithms: Dijkstra's, DIR and MFR, are performed. In the experiments, the source node and the destination node are node numbers 8 and 13 respectively (cf. Fig.17).

### 5.1 Simulation results for Network with 50 nodes

Fig. 17(a)-(d) show the comparison of shortest paths (bold green lines) computed by the algorithms. Through simulation, it is seen that as compared to the existing algorithms, the proposed algorithm gives the better results in terms of the shortest path with minimum end-to-end delay. Here, it can be observed that the obtained routes are similar to both the proposed algorithm and Dijkstra's algorithm for source destination pair. Dijkstra's algorithm is always known to offer the shortest path [9]. Fig. 17(a) shows the route returned by the proposed algorithm that gives the optimal value of end-to-end delay.

### 5.2 Simulation results for Network with 100 nodes

Fig. 18 shows the varied curves of end-to-end delay, and energy consumption with the increasing generations. Simulations are performed with a network size of 100 nodes. In our work, population size pop and network size are taken as the same. The Fig. 18 indicates that the end-to-end delay is $1.7359 \mu \mathrm{~s}$, when generation $=1$. For generation= 2 and 3 , end-to-end delay is $1.6567 \mu \mathrm{~s}$, for generation $=4$ and onwards, end-to-end delay becomes $1.6504 \mu \mathrm{~s}$. At this stage (generation=4), the solution converges to an optimal value. Similar behavior can be observed in the
case of energy consumption. So, it can be concluded that the proposed routing algorithm makes effort to maximize the probabilities of meeting energy consumption, and end-to-end delay within a few generations.
Fig. 19(a)-(f) show the variation in the fitness values (end-to-end delay) of individuals in the population. Fig. 19(a) depicts the up and down values of the fitness function, and the maximum fitness value is about to 3.4. This is because, at the first generation, the initial population of size 100 is chosen randomly where all possible paths in $F Z$ are taken which also includes the path with maximum end-to-end delay. From Fig. 19(b), it can be seen clearly that for generation=2, from starting to half of the population, the difference between fitness values are decreasing, and the maximum fitness value become to 2.4. This is because; our algorithm adopts a truncation selection method that selects only $50 \%$ high quality of individuals in the population for crossover to produce a new population. Accordingly, in Fig. 19(c) - (e), it is observed that at each next generation, the fitness value is shrinking towards an optimal solution. In Fig. 19(e), it can be seen that at generation $=14$, all the individuals producing the same value that is the global solution.

TABLE III
EXPERIMENTAL RESULTS OF FITNESS FUNCTIONS OF COMPARING ALGORITHMS IN DIFFERENT NETWORK SIZE, WHEN N=50, N=100 AND N=500.

| Algorithms | End-to-End delay ( $\mu \mathrm{s}$ ) |  |  | Energy consumption <br> $(\mathrm{mJ})$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{N}=50$ | $\mathrm{~N}=100$ | $\mathrm{~N}=500$ | $\mathrm{~N}=50$ | $\mathrm{~N}=100$ | $\mathrm{~N}=500$ |
| Proposed Algorithm | 1.7060 | 1.6504 | 1.3805 | 2.3373 | 2.1465 | 1.9212 |
| Ahn-Ramakrishna's <br> algorithm | 1.7060 | 1.6504 | 1.3805 | 2.3373 | 2.1465 | 1.9212 |
| Dijkstra's Algorithm | 1.7060 | 1.6504 | 1.3805 | 2.3373 | 2.1465 | 1.9212 |
| DIR | 1.8049 | 1.6601 | 1.4505 | 2.6226 | 2.3835 | 2.1425 |
| MFR | 2.1632 | 1.7697 | 1.5128 | 3.3496 | 2.6165 | 2.5125 |
| RRDLA | 1.7360 | 1.6600 | 1.4305 | 2.5325 | 2.2475 | 2.0512 |
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Fig.21. End-to-End delay when varying the population size.

Fig.20. Convergence property and variance in the fitness values of ach algorithm.

### 5.3 Comparison of the fitness values for various algorithms for network size of 500

Fig. 20 compares the fitness values of end-to-end delay, computed by the algorithms. The fitness values returned by the proposed algorithm, Ahn-Ramakrishna's algorithm, Dijkstra's algorithm, DIR, and MFR (cf., Table III) are represented in Fig. 20. In the proposed algorithm, and AhnRamakrishna's algorithm, the fitness values of end-to-end delay decreases with the generations. In our case, the fitness value decreases up to generation 4, and after generation 4, it remains consistent. It means the optimal solution converges at generation 4. For Ahn-Ramakrishna's algorithm, the optimal solution converges at generation 6. When network size is 100 , for example,
the optimal value of end-to-end delay for the proposed algorithm Ahn-Ramakrishna's algorithm and Dijkstra's algorithm are $1.6504 \mu \mathrm{~s}$. From Fig. 20, it is observed that the proposed algorithm converges to a solution that is exactly the same as returned by Dijkstra's algorithm that is known always to offer the optimal solution [9]. Therefore, the proposed algorithm exhibits better performance as compared to other algorithms. Also, it is noted that the optimal value of the objective function is obtained at a small number of generations which shows the fast rate of convergence.

### 5.4 The impact of population size on the quality of solution

In this section, the impact of population size is investigated with network size of 50 . To find the appropriate value of population size, the fitness function is evaluated for generations 1 to 10 , and the best fitness value is picked among the generations. The simulation experiments are performed for different values of population size and obtained results are compared with the desired solution, so that, suitable population size can be found. From the Fig. 21, it can be seen that when the network size is 50 , the best fitness value is obtained for population size ranging from 4 to 14 . It must be noted that as the population size increases to 16 , the best fitness value is not obtained. Therefore, it can be concluded that we cannot always obtain the best solution even for a large value of population size. Finally, through repeated experiments, suitable population size can be discovered.
The results obtained through simulation, for different routing algorithms are summarized in Table III. From this table, when network size is 50 , it can be seen that the optimal values for QoS parameters, i.e., end-to-end delay, and energy consumption are 1.7060, and 2.3373 , respectively. In the case, when the network size is 100 , the optimal fitness values for the indicated parameters are 1.6504, and 2.1465 , respectively. In our case, the values of the indicated parameters are smaller than that of DIR, and MFR for both 50 and 100 sizes of the network. As expected, the proposed algorithm outperforms the well-known algorithms considered for comparison.
In order to compare the optimal route and path length of the proposed algorithm with that of AhnRamakrishna's algorithm, Dijkstra's algorithm, DIR, and MFR, the results obtained through simulations are presented in Table IV. The results present here, are only for the network size of 50 and 100. From this Table, it can be seen that both the proposed algorithm and Ahn-Ramakrishna's algorithm found the same optimal route for the end-to-end delay, and energy consumption. This is because; both the algorithms used a genetic approach to their algorithm. Further, it is also noted that the desired solutions are not affected much to path length. When $N=50$, for example, the paths obtained by our algorithm and DIR are $8 \quad 15 \quad 29 \quad 16$ 402313 , respectively. We can see that the path length for both the algorithms is same, i.e., 7, but the fitness values obtained by these algorithms are not same. Only our algorithm gives the better results. (cf., Table III)

TABLE V
COMPARISON BETWEEN EXPERIMENTAL RESULTS AND ANALYTICAL RESULTS FOR VARIOUS PARAMETER OF PROPOSED ALGORITHM, WHEN $\mathrm{N}=50,100,500$.

| QoSParameters | Experimental <br> results <br> $\mathrm{N}=50$ | Analytical <br> Results <br> $\mathrm{N}=50$ | Experimental <br> Results <br> $\mathrm{N}=100$ | Analytical <br> Results <br> $\mathrm{N}=100$ | Experimental <br> Results <br> $\mathrm{N}=500$ | Analytical <br> Results <br> $\mathrm{N}=500$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| End-to-End delay $(\mu \mathrm{s})$ | 1.7060 | 1.3335 | 1.6504 | 1.1112 | 1.3805 | 0.8125 |
| Energy Consumption $(\mathrm{mJ})$ | 2.3373 | 1.5361 | 2.1465 | 1.2672 | 1.9212 | 1.1500 |

Table V presents the experimental and analytical results of the proposed algorithm for various metrics such as end-to-end delay, and energy consumption, when network sizes are 50 and 100. The analytical results of end-to-end delay and energy consumption are obtained by (17) and (21), respectively.

TABLE IV
EXPERIMENTAL RESULTS OF SHORTEST PATHS, AND PATH LENGTH OF COMPARING ALGORITHMS FOR DIFFERENT NETWORK SIZE, WHEN N=50 AND

\begin{tabular}{|c|c|c|c|c|}
\hline Algorithms \& Optimal route
\[
\mathrm{N}=50
\] \& \[
\begin{gathered}
\text { Path } \\
\text { length } \\
\mathrm{N}=50
\end{gathered}
\] \& Optimal route
\[
\mathrm{N}=100
\] \& \[
\begin{gathered}
\text { Path } \\
\text { length } \\
\mathrm{N}=100
\end{gathered}
\] \\
\hline \begin{tabular}{l}
Proposed Algorithm \\
AhnRamakrishna 'salgorithm \\
Dijkstra's Algorithm
\end{tabular} \& \[
\left.\right) 13
\] \& \[
7
\]
\[
8
\] \&  \& 7

11 <br>
\hline DIR \& $\begin{array}{llllllll}8 & 39 & 29 & 16 & 46 & 40 & 23 & 13\end{array}$ \& 7 \& $\begin{array}{lllllllll}8 & 25 & 97 & 78 & 35 & 28 & 43 & 89 & 13\end{array}$ \& 8 <br>
\hline MFR \& $\begin{array}{lllllllll}8 & 39 & 29 & 10 & 11 & 14 & 6 & 9 & 13\end{array}$ \& 8 \& $\begin{array}{llllllll}8 & 25 & 97 & 78 & 28 & 14 & 89 & 13\end{array}$ \& 7 <br>
\hline
\end{tabular}



Fig.22.Comparison of maximum, average, and minimum fitness values


Fig.23. Box plot of the fitness values for End-to-End delay


Fig. 24. Comparison of computation time


Fig. 25.Comparison of end-to-end delay with varying population size.

In Table VI, the experimental results for the end-to-end delay is presented. These results are obtained from generation 1 to 9 when the network size is 50 . Here, the population size is set to the same as network size. The best solution, which is 1.7060 , is obtained at generation 2. At generation 9 , all the individuals generate the same fitness values.
observed that the average fitness value of the individuals decreases at each next generation. Because in our algorithm, we used truncation selection where at each generation, the best $50 \%$ individuals are picked to generate new generation.

Fig. 22 depicts the comparison of the minimum, average, and maximum fitness values of end-toend delay when the network size is 50 . It is noted that at the first generation, the minimum, average
and highest fitness values are $1.725,1.995$ and 2.748 , respectively, while at generation 9 , the minimum, average and highest fitness values are same, i.e., 1.706 . From the Fig.22, it can be

TABLE VI
Fitness values of end-To-END delay of all chromosomes (individuals) for Generation 1 To 9, when network size N=50.

| Chromosomes | Gen 1 | Gen 2 | Gen 3 | Gen 4 | Gen 5 | Gen 6 | Gen 7 | Gen 8 | Gen 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.2633 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 2 | 1.9136 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 3 | 1.9985 | 1.7246 | 1.7246 | 1.7060 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 4 | 2.1875 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 5 | 1.8297 | 1.7843 | 1.7776 | 1.7716 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 6 | 2.0557 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 7 | 1.9853 | 1.7873 | 1.7246 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 8 | 1.9853 | 1.7847 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 9 | 1.7246 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 10 | 1.9377 | 1.7856 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 | 1.7060 |
| 11 | 1.9853 | 1.7873 | 1.7830 | 1.7776 | 1.7060 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 12 | 1.9853 | 1.7873 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 13 | 1.7923 | 1.7923 | 1.7843 | 1.7776 | 1.7060 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 14 | 1.9157 | 1.7923 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 15 | 1.7847 | 1.7976 | 1.7869 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 16 | 1.7873 | 1.8002 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 17 | 1.9872 | 1.8049 | 1.7847 | 1.7246 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 18 | 1.9898 | 1.8260 | 1.7847 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 19 | 2.1789 | 1.8260 | 1.7856 | 1.7246 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 20 | 1.9286 | 1.8260 | 1.7856 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 | 1.7060 |
| 21 | 1.7856 | 1.7060 | 1.7873 | 1.7776 | 1.7246 | 1.7060 | 1.7246 | 1.7060 | 1.7060 |
| 22 | 1.9720 | 1.8297 | 1.7873 | 1.7776 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 23 | 1.9128 | 1.8895 | 1.7873 | 1.7976 | 1.7246 | 1.7060 | 1.7246 | 1.7060 | 1.7060 |
| 24 | 1.9128 | 1.8789 | 1.7873 | 1.7791 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 25 | 1.9975 | 1.8895 | 1.7873 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 26 | 1.8895 | 1.8895 | 1.7873 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 27 | 1.9786 | 1.9000 | 1.7927 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 28 | 1.9817 | 1.8974 | 1.7923 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 29 | 2.0523 | 1.9074 | 1.7927 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 30 | 2.0523 | 1.9128 | 1.7923 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 31 | 2.6612 | 1.9101 | 1.7953 | 1.7869 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 32 | 2.7480 | 1.9128 | 1.7923 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 33 | 2.1420 | 1.9322 | 1.7791 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 34 | 2.1420 | 1.9136 | 1.7976 | 1.7843 | 1.7246 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 35 | 1.8974 | 1.9157 | 1.8002 | 1.7847 | 1.7716 | 1.7716 | 1.7246 | 1.7060 | 1.7060 |
| 36 | 1.8789 | 1.9157 | 1.8002 | 1.7847 | 1.7716 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 37 | 2.1113 | 1.8049 | 1.8260 | 1.7847 | 1.7776 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 38 | 1.9667 | 1.9286 | 1.8049 | 1.7847 | 1.7776 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 39 | 1.9348 | 1.9237 | 1.8260 | 1.7856 | 1.7776 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 40 | 2.1541 | 1.9348 | 1.8049 | 1.7856 | 1.7776 | 1.7246 | 1.7246 | 1.7060 | 1.7060 |
| 41 | 1.8260 | 1.8506 | 1.8049 | 1.7856 | 1.7776 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 42 | 1.8260 | 1.9377 | 1.8260 | 1.7856 | 1.7776 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 43 | 2.0307 | 1.9667 | 1.8049 | 1.7869 | 1.7776 | 1.7716 | 1.7246 | 1.7246 | 1.7060 |
| 44 | 1.7843 | 1.9667 | 1.8260 | 1.7869 | 1.7776 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 45 | 1.7246 | 1.9720 | 1.8234 | 1.7873 | 1.7843 | 1.7716 | 1.7246 | 1.7246 | 1.7060 |
| 46 | 2.0769 | 1.9720 | 1.8260 | 1.7873 | 1.7791 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 47 | 2.0971 | 1.7923 | 1.7246 | 1.7873 | 1.7830 | 1.7246 | 1.7060 | 1.7246 | 1.7060 |
| 48 | 2.0894 | 1.9786 | 1.8297 | 1.7873 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |
| 49 | 2.1073 | 1.9157 | 1.8297 | 1.7873 | 1.7776 | 1.7246 | 1.7060 | 1.7246 | 1.7060 |
| 50 | 1.8002 | 1.9817 | 1.8506 | 1.7873 | 1.7830 | 1.7246 | 1.7246 | 1.7246 | 1.7060 |

Fig. 23 represents the results given in Table VI, in the form of the box plot. It depicts graphically the data distribution through quartiles in a convenient way. The red line inside the box represents the median value of the data. From the Fig.23, it can be seen that the median value decreases as the number of generations increase. It is observed that at generation $=1,25 \%-75 \%$ of fitness values lie between 1.9 and 2.1. Large size of the box represents the more variation in the results. As the number of generations increases, the size of the box decreases which shows the convergence of the
optimal solution. It is also noted that at generation $=9$, there is only one line representing the global solution.

### 5.5 The comparison of computation time

In order to compare the performance of the proposed algorithm with that of Ahn-Ramakrishna's algorithm, and RRDLA, obtained computation time is presented in Fig. 24. This figure shows the computation time varying with network size. Here the simulations are conducted for the network size of 50 to 500 nodes. It can be seen that the computation time of our algorithm is less as compared to others. The reason is that the proposed GA has small search space for finding the solution. The proposed GA seems to have satisfactory performance as compared to AhnRamakrishna's algorithm, and RRDLA.


Fig. 26.Comparison of end-to-end delay with varying network size.

### 5.6 End-to-End delay comparison with varying population size, and network size

The results in respect of end-to-end delay are shown in Fig.25. From this figure, it can be seen that obtained average end-to-end delay for the proposed GA is lower than that of Ahn-Ramakrishna's algorithm. Here, to analyze the performance, population size is varied and number of generation is fixed. For a network size $N=100$, average end-to-end delay for the proposed GA and AhnRamakrishna's algorithm are 1.674 and 1.695 respectively.
In order to further compare the performance of proposed GA with that of DIR, MFR, Dijkstra's algorithm, and RRDLA, end-to-end delay obtained from experiments is presented in Fig.26. The results are obtained for varying network size. It can be noticed that both Dijkstra's algorithm and proposed GA give the same results. Dijkstra's algorithm always offers the shortest path. The end-to-end delay for DIR, MFR, and RRDLA is higher than that of the proposed GA.

### 5.7 Analysis of proposed GA through ANOVA test

In this section, the performance of the proposed GA is compared with that of Ahn-Ramakrishna's algorithm, and MFR using ANOVA (Analysis of Variance). Here, ANOVA test is performed for varying network size $N=50$ to 150 into three samples. In Fig. 27, box-1, box-2, and box-3, represent the results of proposed GA, Ahn-Ramakrishna's algorithm, and MFR, respectively. Fig. 28 represents the ANOVA table. From the Fig. 27, it can be seen that the median value for the proposed GA is less, and most of the values lie near to median value, as compared to Ahn-

Ramakrishna's algorithm, and MFR. It is justified that that proposed GA gives better results as compared to Ahn-Ramakrishna's algorithm.


Fig. 28.ANOVA Table

Fig. 27.ANOVA graph
From the ANOVA table there is difference between mean square(MS) between group-variations (Columns) and mean square within-groups (Error), also the F-Statistic ratio (MS(columns)/MS(Error)) is greater than one, so it rejects the Null hypothesis which means there is difference between mean ( $\mu_{0}$ ) of samples taken. As Calculated probability is much less the general significance value ( $\alpha=0.05$ ) ie. $0.0109<0.05$ which also gives the strong evidence against the Null hypothesis.

## 6. Conclusion

This paper presented a GA based routing to determine the optimal route in a set of multiple routes with minimum end-to- end delay, and energy consumption requirements. In order to reduce the computation cost, a sub-network known as the forward zone is constructed. The algorithm searches the optimal solution in a small set of the search space. The infeasible chromosomes have also been prevented at the stage: chromosomes formation. Further, a specialized genetic algorithm with various fitness functions is designed. Extensive simulations are conducted in this paper to evaluate the performance of the proposed GA. Also, to validate the experimental results with the analytical results, various mathematical models are developed. Simulation studies show that introducing the concept of forward zone enhances the performance of GA in respect of computation cost. The convergence speed of proposed algorithm is better than Ahn-Ramakrishna's algorithm and RRDLA. In our work, the convergence speed and average computation time are improved by $33 \%$ and $22 \%$ respectively, as compared to Ahn-Ramakrishna's. It is seen that the optimal solution obtained by both proposed algorithm and Ahn-Ramakrishna's algorithm is the same, but the proposed algorithm takes less number of generations as compared to later one. Simulation experiments indicated that our algorithm gives better solutions than that of DIR, MFR algorithm, and RRDLA for different network size. In future work, GA based approaches will be investigated for the optimal size of the forward zone without compromising the quality of solutions. In addition, other evolutionary approach such as PSO can be considered to solve the indicated problems.
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