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Abstract
Over the last few decades, advances in sequencing technology have produced
significant amounts of genomic data, which has revolutionised our understand-
ing of biology. However, the amount of data generated has far exceeded our
ability to interpret it.

Deciphering the code of life is a grand challenge. Despite our progress, our
understanding of it remains minimal, and we are just beginning to uncover its
full potential, for instance, in areas such as precision medicine or pharmacoge-
nomics.

The main objective of this thesis is to advance our understanding of life by
proposing a holistic approach, using a model-based approach, consisting of
three artifacts: i) a conceptual schema of the genome, ii) a method for its
application in the real-world, and iii) the use of foundational ontologies to
represent domain knowledge in a more unambiguous and explicit way. The first
two contributions have been validated by implementing genome information
systems based on conceptual models. The third contribution has been validated
by empirical experiments assessing whether using foundational ontologies leads
to a better understanding of the genomic domain.

The artifacts generated offer significant benefits. First, more efficient data
management processes were produced, leading to better knowledge extraction
processes. Second, a better understanding and communication of the domain
was achieved.
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Resumen
En las últimas décadas, los avances en la tecnología de secuenciación han
producido cantidades significativas de datos genómicos, hecho que ha revolu-
cionado nuestra comprensión de la biología. Sin embargo, la cantidad de datos
generados ha superado con creces nuestra capacidad para interpretarlos.

Descifrar el código de la vida es un gran reto. A pesar de los numerosos
avances realizados, nuestra comprensión del mismo sigue siendo mínima, y
apenas estamos empezando a descubrir todo su potencial, por ejemplo, en
áreas como la medicina de precisión o la farmacogenómica.

El objetivo principal de esta tesis es avanzar en nuestra comprensión de la
vida proponiendo una aproximación holística mediante un enfoque basado en
modelos que consta de tres artefactos: i) un esquema conceptual del genoma,
ii) un método para su aplicación en el mundo real, y iii) el uso de ontologías
fundacionales para representar el conocimiento del dominio de una forma más
precisa y explícita. Las dos primeras contribuciones se han validado mediante
la implementación de sistemas de información genómicos basados en modelos
conceptuales. La tercera contribución se ha validado mediante experimentos
empíricos que han evaluado si el uso de ontologías fundacionales conduce a una
mejor comprensión del dominio genómico.

Los artefactos generados ofrecen importantes beneficios. En primer lugar, se
han generado procesos de gestión de datos más eficientes, lo que ha permitido
mejorar los procesos de extracción de conocimientos. En segundo lugar, se ha
logrado una mejor comprensión y comunicación del dominio.
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Resum
En les últimes dècades, els avanços en la tecnologia de seqüenciació han produït
quantitats significatives de dades genòmiques, fet que ha revolucionat la nostra
comprensió de la biologia. No obstant això, la quantitat de dades generades
ha superat amb escreix la nostra capacitat per a interpretar-los.

Desxifrar el codi de la vida és un gran repte. Malgrat els nombrosos avanços
realitzats, la nostra comprensió del mateix continua sent mínima, i a penes
estem començant a descobrir tot el seu potencial, per exemple, en àrees com
la medicina de precisió o la farmacogenómica.

L’objectiu principal d’aquesta tesi és avançar en la nostra comprensió de la
vida proposant una aproximació holística mitjançant un enfocament basat en
models que consta de tres artefactes: i) un esquema conceptual del genoma, ii)
un mètode per a la seua aplicació en el món real, i iii) l’ús d’ontologies funda-
cionals per a representar el coneixement del domini d’una forma més precisa
i explícita. Les dues primeres contribucions s’han validat mitjançant la im-
plementació de sistemes d’informació genòmics basats en models conceptuals.
La tercera contribució s’ha validat mitjançant experiments empírics que han
avaluat si l’ús d’ontologies fundacionals condueix a una millor comprensió del
domini genòmic.

Els artefactes generats ofereixen importants beneficis. En primer lloc, s’han
generat processos de gestió de dades més eficients, la qual cosa ha permés mil-
lorar els processos d’extracció de coneixements. En segon lloc, s’ha aconseguit
una millor comprensió i comunicació del domini.

ix





Contents

Acknowledgement iii

Abstract v

Contents xi

I Preface 1

1 Introduction 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Problem Statement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4 Objectives and Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.5 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

II Main 17

2 Problem Investigation 19
2.1 Evolution of Genomics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

xi



Contents

2.2 Genomics Data Management Status . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3 Genomics Data Management Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.4 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Treatment Design 41
3.1 The Conceptual Schema of the Human Genome . . . . . . . . . . . . . . . . . . . . . 42

3.2 The Conceptual Schema of the Citrus Genome . . . . . . . . . . . . . . . . . . . . . . 54

3.3 The Conceptual Schema of the Genome . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4 The ISGE Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

3.5 The Ontological Unpacking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.6 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4 Treatment Validation 97
4.1 The Delfos Oracle Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.2 The CitrusGenome Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.3 Ontological Unpacking Assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

4.4 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

III Results 147

5 Conclusions 149
5.1 Answer to Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6 Thesis Impact 155

7 Future Work 161
7.1 Final considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Bibliography 169

A The Complete List of Publications 191

xii



List of Figures

1.1 Oxidative phosphorylation pathway . . . . . . . . . . . . . . . . 4

1.2 NADH:ubiquinone oxidoreductase reaction . . . . . . . . . . . . 5

1.3 Knowledge and limitations . . . . . . . . . . . . . . . . . . . . . 6

1.4 Computer science vs genomics . . . . . . . . . . . . . . . . . . . 8

1.5 Thesis’ Design Cycle . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1 Summary of genomics milestones . . . . . . . . . . . . . . . . . 21

2.2 DNA and RNA structure . . . . . . . . . . . . . . . . . . . . . 22

2.3 Central dogma of biology . . . . . . . . . . . . . . . . . . . . . 23

2.4 Semiconservative replication of the DNA. . . . . . . . . . . . . 23

2.5 Sanger process . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.6 Cost of sequencing a human genome . . . . . . . . . . . . . . . 27

2.7 Reformulated central dogma . . . . . . . . . . . . . . . . . . . . 29

2.8 Cost of sequencing a human genome . . . . . . . . . . . . . . . 30

2.9 Second-generation DNA technique . . . . . . . . . . . . . . . . 32

xiii



List of Figures

2.10 Third-generation DNA technique . . . . . . . . . . . . . . . . . 33

3.1 Achieving a more agnostic approach . . . . . . . . . . . . . . . 45

3.2 Achieving the representation of assemblies . . . . . . . . . . . . 47

3.3 Achieving the new representation of variations . . . . . . . . . . 49

3.4 Achieving a first approach to model variation effects . . . . . . 51

3.5 Achieving a better representation of gene expression processes . 53

3.6 Conceptual Schema of the Citrus Genome . . . . . . . . . . . . 56

3.7 The structural view of the CSG . . . . . . . . . . . . . . . . . . 62

3.8 The transcription view of the CSG . . . . . . . . . . . . . . . . 63

3.9 The variation view of the CSG . . . . . . . . . . . . . . . . . . 64

3.10 Achieving an improved representation of proteins . . . . . . . . 69

3.11 Achieving a better representation of the clinical significance . . 74

3.12 Achieving an improved representation of biological entities . . . 77

3.13 Achieving a better representation of the roles of biological entities 79

3.14 The difference between a view and a conceptual view . . . . . . 82

3.15 The Ontological unpacking . . . . . . . . . . . . . . . . . . . . . 85

3.16 Instance of the Ontological unpacking . . . . . . . . . . . . . . 90

4.1 Instantiation of the ISGE method for the human case . . . . . . 101

4.2 Instantiation of the ISGE method for the citrus case . . . . . . 115

4.3 GenomIUm phases. . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.4 Subject’s previous experience . . . . . . . . . . . . . . . . . . . 135

xiv



List of Tables

3.1 Example of helix structures . . . . . . . . . . . . . . . . . . . . 71

3.2 Example of clinical significances . . . . . . . . . . . . . . . . . . 75

3.3 The first template of the ISGE method . . . . . . . . . . . . . . 83

3.4 The second template of the ISGE method . . . . . . . . . . . . 84

3.5 The third template of the ISGE method . . . . . . . . . . . . . 84

3.6 OntoUML class stereoypes . . . . . . . . . . . . . . . . . . . . . 88

3.7 OntoUML relationship stereoypes . . . . . . . . . . . . . . . . . 89

4.1 Select phase of the ISGE method for obtaining the CSGD . . . 104

4.2 Concepts considered to generate the CSGD . . . . . . . . . . . 105

4.3 Example of Visualization patterns in Sibila . . . . . . . . . . . 108

4.4 Summary of variations analysed using Delfos . . . . . . . . . . 110

4.5 Select phase of the ISGE method for obtaining the CSGD . . . 119

4.6 Inconsistencies in terms of knowledge gaps for the CSGD . . . . 120

4.7 Proposal to improve the CSG . . . . . . . . . . . . . . . . . . . 121

xv



List of Tables

4.8 Concepts considered to generate the CSGC . . . . . . . . . . . 122

4.9 Example of visualization patterns in CitrusGenome . . . . . . . 124

4.10 CitrusGenome validation participants . . . . . . . . . . . . . . . 126

4.11 Usability problems identified in CitrusGenome . . . . . . . . . . 130

4.12 Questions posed to subjects. . . . . . . . . . . . . . . . . . . . . 136

4.13 Experiment procedure . . . . . . . . . . . . . . . . . . . . . . . 137

4.14 Data analysis results for effectiveness metrics . . . . . . . . . . 139

4.15 Data analysis results for efficiency metrics . . . . . . . . . . . . 139

4.16 Data analysis results for satisfaction metrics . . . . . . . . . . . 140

6.1 Summary of Relevant Publications . . . . . . . . . . . . . . . . 156

6.2 Publications boing considered for publications. . . . . . . . . . 157

A.1 Detailed list of Publications. . . . . . . . . . . . . . . . . . . . . 193

xvi



Part I

Preface





Chapter 1

Introduction

1.1 Motivation

What is life? Despite being an age-old question, there is no consensus on
the exact definition of life [1]–[4]. Both scientists and philosophers have

offered multiple interpretations of what life is over time. Indeed, it remains a
mystery that we are trying to unravel, and it is all but impossible to answer
this question from an analytical perspective.

“ Life is something edible, lovable, or lethal.

James E. Lovelock ”
There is a statement that we can strongly assert: “life is complex”. It is a
vast network of processes, reactions, activities, and events with almost infinite
variability. Life adapts to the context and its circumstances. We can find
organisms that are capable of surviving in the absence of water, in extreme
temperatures, being affected by enormous amounts of radiation, etc. [5]. We
also find organisms that are “at the edge of life”, such as viruses, as they defy
the most basic principles of life [6], [7].
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Chapter 1. Introduction

Figure 1.1: Oxidative phosphorylation pathway. ©Kanehisa Laboratories. Source: The
Kyoto Encyclopedia of Genes and Genomes (KEGG).

Although life has created this high degree of heterogeneity, there are two char-
acteristics that all living organisms share. The first characteristic is that every
organism is made up of cells, and these cells contain genetic information. Ge-
netic information can be encoded in DNA, as in humans, or in RNA, as in
viruses. In addition, genetic information is structured in chromosomes, which
have different structures such as linear chromosomes in the case of humans or
circular chromosomes in the case of some bacteria. This genetic information
is what defines organisms, shaping both their physical appearance and their
behaviour. Understanding how this genetic information works is one of the
main challenges humankind is currently facing [8].

The study and understanding of genetic information (i.e., the genome) is called
genomics and is a field within molecular biology [9]. Genomics includes the
study of the structure, function, evolution, editing, and mapping of the genome.
Genomics offers a more global and holistic perspective when compared to ge-
netics, which focuses on the study of genes individually. There are several fields
of study in genomics, such as functional genomics (i.e., the study of interac-
tions between genome components) [10], structural genomics (i.e., the study of
the three-dimensional structure of genome components) [11], or epigenomics
(i.e., the study of the interaction between the genome and the environment)
[12].

The second characteristic shared by all living things is that life is “just” a set
of chemical reactions in its most elementary stages. For instance, the synthe-
sis of Adenosine Triphosphate (ATP), which is the fuel that provides energy
to living cells, is synthesised in multiple ways. One of these is the oxida-

4



1.1 Motivation

Figure 1.2: The NADH:ubiquinone oxidoreductase reaction as part of the Oxidative phos-
phorylation pathway. C00399 refers to Ubiquinone, C00004 refers to NADH, C00080 refers
to the proton, C00390 refers to Ubiquinol, and C00003 refers to NAD+.

tive phosphorylation process1, which consists of a set of 21 precisely described
chemical reactions (Figure 1.1 shows a detailed representation of the chemical
reactions that occur during oxidative phosphorylation). By way of illustration,
the leftmost reaction of Fig. 1.1, catalysed by the NADH:ubiquinone reductase
enzyme, whose EC number is EC:7.1.1.22, consists of the synthesis of three
compounds: Ubiquinol (a reduced form of the coenzyme Q10), NAD+ (an ox-
idated form of Nicotinamide adenine dinucleotide), and H+ (a proton). The
complete reaction can be seen in Fig. 1.2. The author of this thesis is aware of
the specificity and complexity of this description of the NADH:ubiquinone oxi-
doreductase reaction. However, we consider that it is appropriate to introduce
such a level of detail to illustrate the complexity of the domain under study,
with a strong, essential biomolecular and chemical dimension.

As a consequence of the two characteristics explained above (i.e.,that every
organism is made up of cells, which contain genetic information and that life
is nothing but a set of chemical reactions), the following conclusions can be
inferred: i) the phenotype (i.e., the observable traits, the developmental pro-
cesses, and the behaviour of an organism) is a consequence of the genotype (
i.e., the genetic information encoded in cells), ii) reliable associations between
the two can be established, and iii) these associations are somehow guided by
the elementary chemical reactions of the organism [13], [14]. Although many
significant advances have been achieved in this regard, the vast majority of the
knowledge remains unknown.

1https://www.genome.jp/kegg-bin/show_pathway?map00190
2This notation is called the Enzyme Commission number, and it is used to classify enzymes based

on the chemical reactions that they catalyse. In this case, the first number indicates that the enzyme
is a Translocase, meaning that it catalyses the movement of ions or molecules across membranes
or their separation within membranes (i.e., a membrane transport protein). The second number
indicates that the enzyme transfers hydrons (i.e., a cationic form of Hydrogen, like protons). The
third number indicates that the movement is linked to oxidoreductase reactions. The fourth number
identifies the specific enzyme.

5
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Chapter 1. Introduction

Figure 1.3: A representation of the current knowledge and its limitations.

For instance, we can establish a reliable association between the DNA (i.e.,
the genotype) and a phenotype, as in cri du chat syndrome. Cri du chat
syndrome (French for cat cry) is a rare genetic disorder that produces several
conditions, such as problems in the larynx and nervous system (causing babies
to make a cat-like sound when they cry), cognitive and motor disabilities,
a small head, or unusual facial features, among others. This syndrome is
caused by a partial deletion of the small arm of chromosome 5. However, this
association is a black box that fails to answer fundamental questions about
the specific reason for each of these conditions. This problem is a common
concern among geneticists and clinicians, and a significant amount of research
is aimed at identifying the components of this black box. Beyond rare disease
such as this one, more common diseases, like cancer are also related to this
problem. Tens of thousands of variants are associated with cancer, but several
questions, such as intratumoral heterogeneity [15], remain unresolved. As a
result, we are unable to effectively detect, fix, and even correct cancer [16].

Going deeper into the discussion, phenotypes do not only include diseases but
encompass virtually any aspect of a living being. Physical characteristics such
as eye colour or height are determined by the genotype (as well as its interaction
with the environment). Other non-tangible aspects, such as envy or anger (i.e.,
our personality), are shaped by the information encoded in our cells.

Fig 1.3 shows our current understanding with respect to the three conclu-
sions reported above (i.e., that the phenotype is a consequence of the genotype,
that associations can be established between them, and that these associations
are driven by the elementary chemical reactions of the organism). We have
succeeded in establishing such associations based on a set of standards and
guidelines that are considered to be relatively reliable [17], between the geno-
type and the phenotype through multiple types of studies such as genotype-
phenotype association studies or genome-wide association studies. However,
these links result from complex interactions between biological elements, chem-
ical reactions, and biological pathways. The genotype is responsible for the

6



1.1 Motivation

identification (e.g., genes) and creation (e.g., proteins) of biological elements.
They interact with each other and with other elements to perform chemical
reactions, which are chained together to create pathways.

Despite having successfully established genotype-phenotype associations, many
limitations remain. There are several biological elements that have not yet
been identified or whose functional characterisation is unknown. For instance,
according to its official statistics, UniProt3 (a database containing protein se-
quences and functional information) contains 214,406,399 entries, of which only
0.8% of them have evidence of their existence at the protein level, and almost
70% of them are predicted. Moreover, only 564,638 of the proteins stored in
UniProt have been manually curated. The existence of biological entities whose
functionality is unknown implies that the chemical reactions occurring in an
organism are not fully understood, indicating crucial gaps in knowledge. Al-
though we can model the steps of some of the existing biological pathways, we
cannot accurately determine their inner working characteristics if the chemical
reactions that compose pathways are not fully understood.

In short, the links between biological pathways and phenotypes become obscure
and difficult to establish because of the reasons discussed above. We -humans
- lack a holistic and global perspective that would allow us to integrate this
knowledge to truly understand life, as there is a fuzzy cloud of knowledge
waiting to be unravelled.

“ A living organism is a computer or machine made up of genetic
circuits in which DNA is the software that can be hacked.

Drew Endy

”
In the words of Drew Endy, there is a clear analogy between living organisms
and computers. In computers, the working language is the binary code, in
which there are two atomic elements that are used to build up complex sys-
tems: zero and one. The binary code is the basis for creating language-specific
primitives that allows us to increase the level of abstraction. We have cre-
ated many programming languages that use their primitives to create reusable
blocks that perform specific tasks, called functions. Functions are combined
to create more complex programs whose execution yield a given result.

3https://www.uniprot.org

7
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Chapter 1. Introduction

Figure 1.4: An analogy between the elements of computer science and genomics.

In life, the working language is the genetic code that is composed of DNA4, in
which there are four atomic elements5 that are the basic components of life:
adenine (A), cytosine (C), guanine (G), and thymine (T). Unlike computers,
there is only one language that uses the DNA/RNA code: life. The genetic
code itself can be seen as the basis for the different biological components of
the genome, such as genes, proteins, enzymes, non-coding RNAs, etc. These
elements represent a higher level of abstraction, similarly to the primitives of a
programming language. For instance, genes abstract a DNA sequence into an
atomic, biological element with a given functionality6. These components can
perform specific activities or chemical reactions, which are generic, reusable,
and function-specific (just like functions in computers). A set of chemical reac-
tions occurring in a specific order is defined as a biological pathway, the result
of which is a specific phenotype. The execution of a computer program yields
a result, just as the execution of biological pathways expresses a phenotype.
This analogy, explored in previous work [24], has motivated us to contribute to
the laudable task of understanding life using a computer science perspective.

“ If you can write DNA, you are no longer limited to ‘what is’ but to
what you could make.

Drew Endy

”4In biology, the DNA is a polymer molecule that is made up of a repetition of monomers.
5In biology, these atomic elements are called monomers.
6We have simplified the notion of gene by way of illustration. Discussions regarding its underlying

concept and implications are recurrent throughout history [18], [19], and they still exist [20]–[23].
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1.2 Problem Statement

Again, Drew Endy’s words are of great interest. Although trying to edit what
is not yet fully understood may seem risky, this is what has happened. Thanks
to the advance in DNA editing techniques such as CRISP-R [25], we have
the ability to write and edit the genetic code. These advances have already
reported significant progress, such as decreasing the time that it takes to create
mouse models of human diseases, studying genes, or being able to modify
multiple genes in cells at once [26]. However, ethical and safety concerns
have been raised regarding the use of these technologies [27]. While ethical
concerns are inherent in human nature, safety concerns arise from our lack
of knowledge about genomics and life. Some of the questions that arise with
respect to DNA editing techniques are: Will these modifications introduce
undesired changes in other parts of the genome? What are the consequences
of these modifications for future generations? To answer them, we must first
have a complete understanding of genomics and life.

Our vision is inspired by the analogy between the inner workings of computer
science and genomics. We seek to unravel the hidden knowledge of genomics
so that we can understand all of its aspects. This could allow us, on the one
hand, to answer philosophical questions such as who we are, how to prevent
diseases, or why life is the way it is, and, on the other hand, to have the ability
to edit the genome to provide efficient, effective, and safe precision medicine.
We believe that overcoming this challenge will be one of the greatest
successes that humankind can achieve.

1.2 Problem Statement

As mentioned above, deciphering life is one of the most complex challenges
we can strive to achieve. Our understanding of how genomics works and the
internal processes that make living beings who they are is very limited, but
our potential will be limitless if we succeed in understanding life and how it
works. However, we must transform such a great challenge into more concrete
ideas.

How to transform this great challenge into more concrete ideas? We decided
to work with domain experts to understand their problems and limitations
and then develop solutions that allow them to generate deeper and enhanced
knowledge. As a result of our interaction with domain experts, we have con-
sidered two dimensions, namely, domain conceptualisation and genomics data
management.
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As for domain conceptualisation, there is no clear ontological basis for defining
the most relevant concepts, and domain knowledge is continuously evolving.
The same concept can be represented in different and ambiguous ways (for ex-
ample, the concepts of mutation, polymorphism, and variation refer to changes
in the DNA sequence), and different concepts can be identified with the same
term (for example, the concept of gene can refer to a functional protein-coding
unit or to the composition of non-adjacent DNA sequences). In terms of ge-
nomics data management, the amount of available data is enormous, scattered
across hundreds of data sources, and presents a high degree of heterogene-
ity. These problems are captured by the term “genomic data chaos”, which is
described in more detail in Section 2.

Conceptual modelling allows us to consider both dimensions: conceptual and
practical. Our research group had been using conceptual models to under-
stand genomics for many years. In 2008, the director of this thesis, Oscar
Pastor, published an article entitled “Conceptual Modelling Meets the Human
Genome” [28]. He proposed the use of Conceptual Modelling as a sound and
robust approach to accurately understand the human genome from a holistic
perspective.

“ As a precise interpretation of the Human Genome would be much
easier if the underlying model were known, Conceptual Modelling
can provide new ways of facing that problem in order to obtain new
and better strategies and solutions.

Oscar Pastor ”
Our research group began to conceptualise the human genome. As a result,
a first version of the Conceptual Schema of the Human Genome (CSHG) was
created. Over time, the CSHG has been updated as additional knowledge in
genomics emerged. The CSHG underwent two major updates, in 2012 [29] and
2016 [30]. More details on the CSHG and these two updates are found below
in Section 2.3.

The CSHG has been applied in various academic scenarios, including the con-
struction of Genomic Information Systems [31]–[36], the integration of genomic
data [29], [37], the improvement of communication and knowledge transfer [30],
variant classification [38]–[40], or the improvement of the design of User Inter-
faces of genomic tools [41]–[43] as some of the most relevant scenarios.
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After using the CSHG in all the above mentioned scenarios, we wanted to see
its in real-world application in precision medicine. However, we had to update
and extend some dimensions of the CSHG before we could use it in real-world
scenarios. First, its extensive use in academic scenarios showed that certain
aspects required improvement. Second, the goals and needs of real-world use
cases, such as precision medicine, are more complex when compared to aca-
demic scenarios. Third, the last major update of the CSHG was conducted in
2016 [30], and genomics has continued to evolve.

Are there genomic entities that should be added, updated, or removed from the
CSHG? Which areas of study should we address in more detail? How should
the update and extension of the CSHG be performed? Which concepts will
need to be reviewed and updated more frequently? Our eagerness to answer
all these questions precisely marks the beginning of this Ph.D. thesis.

1.3 Research Methodology

This research followed the Design Science methodology by Roel Wieringa [44],
which consists of the design and investigation of an artifact in a context. In this
thesis, we generated a Conceptual Schema of the Genome (artifact) to
improve domain conceptualisation and data management in genomics (con-
text). A design cycle, consisting of three phases, guided our work (see Fig.1.5):

DESIGN 
CYCLE

DESIGN IMPLEMENTATION PROBLEM INVESTIGATION

TREATMENT DESIGNTREATMENT VALIDATION

NOT CONSIDERED

The Delfos Oracle Platform
The CitrusGenome Platform
Ontological Unpacking
Assessment

The Conceptual Schema of the Human Genome
The Conceptual Schema of the Citrus Genome
The Conceptual Schema of the Genome
The ISGE Method
The Ontological Unpacking

Evolution of Genomics
Genomics Data Management Status
Genomics Data Management Strategies

Figure 1.5: The Design Cycle defined for this thesis.

1. Problem Investigation: The problem context is described.

2. Treatment Design: The proposed treatment is provided (i.e., an arti-
fact in a context).
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3. Treatment Validation: The provided treatment is validated in a spe-
cific context.

1.4 Objectives and Research Questions

In this section, we identify the goals of this thesis and formulate the corre-
sponding research questions to be answered. Our research starts with the
definition of our first goal:

■ G1 - Study the main problems in genomics data management and how they
are mitigated.

G1 led us to the following research questions:

RQ1 - Which problems arise when working with genomics data?
RQ2 - What existing approaches can be used to mitigate the identified
problems?

Our next goal is to improve the existing problems when managing genomics
data. We will use conceptual modelling for this purpose.

■ G2 - Generate conceptual modelling artifacts to improve genomics data man-
agement.

We have divided G2 into five sub-goals that are more specific and tangible.
The first subgoal is to update the CSHG such that it can be used in real-
world applications. The CSHG is a valuable asset tested in many academic
contexts. However, it must be updated and extended to be helpful in real-
world use cases regarding precision medicine. Thus, the first subgoal of G2
is defined:

– G2.1 - Extend the current version of the CSHG to be used in real-world
use cases.

G2.1 led us to the following research question:

RQ3 - Why/What/How to extend and update the CSHG?

After updating and extending the CSHG to be potentially used in real-
world use cases related to precision medicine, we will broaden the scope
of our research. At this point, we will have used conceptual modelling
techniques to represent human genomics, giving rise to the following
question: can conceptual modelling be applied in other genomic con-
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texts? We will explore the conceptualisation of the genome of other
species to answer this question, which defines the second subgoal of G2:

– G2.2 - Explore the conceptualisation of the genome for another species
rather than humans.

G2.2 led us to the following research question:

RQ4 - Why/What/How to generate a conceptual schema of the genome
for non-human species?

To answer this research question, we will conceptualise the inner work-
ings of another species’ genome, namely, citrus. As a result, the Con-
ceptual Schema of the Citrus Genome (CSCG) will be developed.

After updating and extending the CSHG and creating the CSCG, we will
have two conceptual schemes representing two instances of the genome
(i.e., the CSHG for humans and the CSCG for citrus). The characteriza-
tion of the genome of different species is the same at its most elemental
level, meaning that it could be plausible to generate a conceptual schema
of the genome that is species-independent. Such a possibility generated
the third subgoal of G2:

– G2.3 - Generate a conceptual schema that is species-independent.

G2.3 led us to the following research question:

RQ5 - Why/What/How to generate a conceptual schema of the genome
that is species-independent?

We will create a generic-enough artifact to be used regardless of the
species under study, called the Conceptual Schema of the Genome (i.e.,
the CSG). The CSG will cover the most relevant aspects of the genome
regardless of the species; such a broad conceptualization will lead to a
sizeable conceptual schema.

Then, we will facilitate the adoption of the CSG to work with genomics
use cases. Since such use cases are diverse and tend to present their
specific idiosyncrasies and particularities, a method for generating sub-
schemes containing a subset of relevant concepts of the CSG is a desirable
approach to facilitate the adoption of the CSG. This generated the fourth
subgoal of G2:
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– G2.4 - Provide a method to facilitate the adoption of the CSG to work
with genomics use cases..

G2.4 led us to the following research question:

RQ6 - Why/What/How to create a method to generate subschemes of
the Conceptual Schema of the Genome?

Executing these conceptual modelling efforts showed us that traditional
conceptual modelling artifacts are insufficient for capturing genomics
particularities correctly. These limitations force us to search for other
ways for better representing genomics, which led us to the fifth subgoal
of G2:

– G2.5 - Identify another artifact for better representing genomics.

Ontology-driven conceptual modelling could be an excellent solution used
to overcome the limitations of traditional modelLing as it considers ad-
ditional semantics when modelling complex domains. Ontology-driven
conceptual modelling is grounded on a foundational ontology that allows
for more precise characterisations.

Currently, ontology-driven conceptual modelling has not been applied
to genomics. However, we will use ontology-based conceptual modelling
to represent genomics and assess whether it is a better solution than
traditional conceptual modelling. G2.5 led us to the following research
question:

RQ7 - How to conduct ontology-driven conceptual modelling in ge-
nomics?

Ontology-driven conceptual modelling can be conducted in two ways:
first, by creating a new conceptual schema from the very beginning; sec-
ond, transforming an existing traditional schema into a ontology-based
one. We call “ontological unpacking” the process of transforming a con-
ceptual model without precise ontological background into an ontologi-
cally well-grounded one by using a foundational ontology that associates
precise semantics to every concept of the initial model. To answer RQ7,
we will apply an ontological unpacking to a portion of the CSG.

Finally, the last step will be to validate our contributions, which bring us to
the last goal of this thesis:

■ G3 - Confirm and validate our contributions and research results.
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G3 led us to the following research questions:

RQ8 - To what extent are the contributions of this thesis useful in a human
genomics context?
RQ9 - To what extent are the contributions of this thesis useful in an agri-
food genomics context?
RQ10 - Does ontology-driven conceptual modelling capture domain partic-
ularities better than traditional conceptual modelling?

1.5 Thesis Summary

This thesis is structured in seven chapters, following the three main phases de-
scribed by the research methodology (Problem Investigation, Treatment Design
and Treatment Validation):

• Chapter 2 studies the evolution of genomics to understand its current
data management problems and identify existing approaches to mitigate
them.

• Chapter 3 presents the treatment design. Here, we describe the solution
proposed to mitigate the problems presented in Chapter 2. Our work
here includes updating and expanding the CSHG, the generation of the
CSCG, the creation of the CSG, the creation of a method to create con-
ceptual views from the Conceptual Schema of the Genome, and applying
ontology-driven conceptual modelling in genomics.

• Chapter 4 validates the treatment presented in Chapter 3 in two real-
world cases: precision medicine for humans and the improvement of crops
using DNA modification techniques for agri-food. We have developed two
conceptual model-based genome information systems, one per use case.
This allowed us to validate the conceptual schema and the method since
we created one conceptual view for each use case. The tools developed
have been validated in various scenarios, including their use by students
and domain experts. Additionally, after applying a process of ontological
unpacking in our working context, we conducted two experiments to test if
the particularities of genomics are better captured using ontology-driven
conceptual modelling than traditional conceptual modelling.

• Chapter 5 reports conclusions and summarises the main contributions
of this work regarding the scientific and academic communies. It also
discusses future lines of research.
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• Chapter 6 shows the impact of this Ph.D. thesis in terms of publications,
teaching experience, participating of research projects, and organisation
of congresses.

• Chapter 7 discusses future lines of research.

16



Part II

Main





Chapter 2

Problem Investigation

As Roel Wieringa states, the Problem Investigation phase allows researchers
to identify which phenomena need to be improved and why [44]. The goal

is to prepare for the Treatment Design phase by learning about the problem to
be treated. That is, to study the main problems in genomics data management
and the existing approaches to mitigate them (G1).

First, we must study the origin and evolution of genomics to understand its
current data management problems. Then, we can identify the main data
management problems (RQ1). Finally, the existing approaches used to deal
with the identified problems can be reported (RQ2).

The chapter is divided as follows:

Section 2.1 – studies the evolution of genomics from its beginnings to the
time of writing this thesis.

Section 2.2 – identifies the main challenges to be addressed in genomics.

Section 2.3 – describes how ontologies and conceptual modelling techniques
deal with the challenges identified above.

Section 2.4 – reports the conclusions.
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2.1 Evolution of Genomics

The History of Genomics

Genomics is a recent area when compared to other disciplines like architecture
or mathematics. The history of genetics (see Fig. 2.1), which is the precursor of
genomics, begins in 1869 with the Swiss physician Friederich Miescher [45], [46].
He was a student of Felix Hoppe-Seyler, one of the pioneers in a new discipline
called “physiological chemistry” [47], who wanted to determine the chemical
composition of cells. Through his experiments, Miescher showed that proteins
and lipids were the main component of the cytoplasm and attempted to classify
them. He also noticed a novel substance, DNA, which he called nuclein. He
managed to isolate the DNA by developing new chemical protocols, reporting
this discovery on February 26, 1869. Although Hoppe-Seyler was sceptical at
first, he was convinced of his findings when he repeated the experiments and
obtained the same results. Although neither Miescher nor his contemporaries
could, at that time, fully grasp the significance of this discovery, he realised its
great importance and future impact.

Fifty years later, Albrecht Kossel was awarded the Nobel Prize in Medicine for
his contributions to cell chemistry, which included studying the composition
of the cell nucleus and describing nucleic acids [48]. Kossel was convinced
of the necessity of linking chemical constitution and biological function. He
discovered the five nucleic acids, namely, adenine, cytosine, guanine, thymine,
and uracil. Adenine was first isolated from the pancreas in 1885. Guanine was
first isolated from a protein-free nucleic acid preparation in 1891. Cytosine
and thymine were first isolated from “paranuclein” in 1893. Uracil was first
isolated by Ascoli, one of his students, in 1901.

Thirty years after the identification of the nucleic acids that compose DNA,
George Beadle and Edward Tatum published their most notable paper, titled
“Genetic Control of Biochemical Reactions in Neurospora” [49]. They stated
that the development and functioning of an organism is an integrated, intercon-
nected system of chemical reactions, and they are controlled, in some manner,
by genes. Their paper was motivated by the limitations of how their colleagues
investigated genes (i.e., determining the physiological and biochemical bases of
already known hereditary traits). By using an x-ray-based procedure in Neu-
rospora1, they demonstrated that the genes act by regulating definite chemical
events (i.e., genes are responsible for synthesizing enzymes). As a result of
their research, they won the Nobel Prize in Medicine in 1958.

1The Neurospora is a genus of fungus.
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1871 The “nuclein” (later known as DNA) and proteins are
identified in the cell nucleus.

1910 Nucleic acid bases are discovered.

1941 Gene are responsible for producing enzymes

1950 The pairing pattern of nucleic acids is discovered.

1953 The double helix structure of DNA is discovered

1955 RNA synthesis is described.

1957 The “central dogma” of biology is proposed.

1958 DNA replication is described.

1961 Protein synthesis is described.

1977 The Sanger sequencing technique is developed.

1986 The term genomics is coined.

1990 The Human Genome Project is launched.

1995 The first bacterium genome sequence is completed.

1996 The first first eukaryotic organism genome sequence is completed.

2000 The first plant genome sequence is completed.

2001 A first draft of the Human genome sequence is released.

2002 The first mammal genome sequence is completed.

2003 The Human Genome Project is completed.

2008 1,000 Genomes Project is launched.

Figure 2.1: A summary of the most remarkable milestones of genomics from its origins to
the rise of Next-Generation Sequencing techniques.
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Adenine, cytosine, guanine, and thymine were discovered in 1910, but how they
interact with each other remained unknown until Erwin Chargaff discovered
their pairing pattern [50], [51]. In Chargaff’s words: “it is senseless to formulate
a hierarchy of cellular constituents and to single out certain compounds as more
important than others. [...] It is impossible to write the history of the cell
without considering the chronology of the cell. If this is done, nucleic acids will
be found pretty much at the beginning”. Chargaff was aware that DNA played
a key role in the development of life by being the precursor and maintainer of
cell functionality. He worked out the pairing pattern of the nucleic acids that
make up DNA (i.e., he found that adenine pairs with thymine and cytosine
pairs with guanine. Also, he found that DNA composition varies between
species, but it does not vary between tissues of the same species.

Figure 2.2: The chemical structure DNA and RNA nucleic acid bases.

The discovery of the pairing pattern of the nucleic acids comprised the most
important single piece of evidence for the yet-to-be-described double-helical
structure of DNA. Before the work of James Watson and Francis Crick, with
contributions from Rosalind Franklin and Maurice Wilkins, the structure of
DNA was proposed to be a three-chain structure. They proposed that DNA
structure consists of two helical chains each coiled round the same axis [52]
(see Fig. 2.2). In their words, the novelty of their proposal was: “the manner
in which the two chains are held together by the purine and pyrimidine bases”.
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Since the discovery of the structure of DNA by Watson and Crick, biochemists
Arthur Kornberg and Severo Ochoa became interested in the nucleic acid syn-
thesis mechanism. In one instance, in 1955, Spanish physicist Severo Ochoa
isolated the enzyme polynucleotide phosphorylase (PNPase) from a bacteria,
which plays a key role in RNA synthesis [53]. Ochoa was able to synthesise
RNA in vivo using PNPase. While, in 1956, Arthur Kornberg isolated DNA
polymerase I from a bacteria, crucial in the prokaryotic DNA replication pro-
cess [54]. He synthesised complementary DNA chains using this enzyme.

In addition to the discovery of the double helix structure of DNA, Francis Crick
also proposed the “central dogma” of biology in 1957 [55], [56]. This dogma,
depicted in Fig. 2.3, explains how the genetic information flows (i.e., DNA
makes DNA, DNA makes RNA, and RNA makes proteins). It also states that
once information has passed into proteins, it cannot get out again. This means
that transfer of information from protein to protein, or from protein to RNA
is impossible.

Figure 2.3: The central dogma of biology proposed by Francis Crick.

First, DNA can replicate itself when new cells are created. Second, DNA is
transformed into a single-stranded RNA sequence in the transcription process.
Third, the RNA is translated by the ribosome to create a polypeptide chain
(i.e., a set of amino acids). The inner workings of these processes were unknown
by the time the central dogma was proposed. Though, Matthew Meselson
and Franklin Stahl described how DNA replicates one year later, in 1958.
Through the Meselson-Stahl experiment, they discovered that DNA replicates
in a semiconservative way [57]. Semiconservative means that two copies of the
original DNA molecule are produced, and each of them contains one original
strand and one newly synthesized strand (see Figure 2.4).

Figure 2.4: Semiconservative replication of the DNA.

The work of Crick, Ochoa, Kornberg and many others allowed Marshall Niren-
berg, Har Gobind Khorana, and colleagues to crack “the code for life”. Cracking
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the code for life means to comprehend how the dream of the gene be-
comes the reality of the protein. Before their experiments, scientists
knew that there are four amino acid bases (guanine, cytosine, adenine, and
thymine) in DNA. Scientists also knew that there are twenty proteic amino
acids. Consequently, Nirenberg and colleagues knew that the coding units
could not be single (i.e., four combinations) or pairs (i.e., sixteen combina-
tions). Through the Nirenberg and Matthaei experiment [58], they opened
the door to answer a crucial question: What code linked DNA sequences to
each of the 20 amino acids that comprised proteins? They concluded that the
coding unit are triplets2, and they deciphered the first three nucleic acids that
translate for a specific amino acid: UUU codes for phenylalanine. This exper-
iment caused a furious race to fully crack the genetic code and identify which
triplets code for each amino acid and, as a result, the sixty-four codons were
deciphered and linked to their corresponding amino acid by 1966.

Cracking “the code of life” laid the foundations for understanding how life
works. Once we know (at a very basic basis) how DNA produces proteins,
the next step is to start sequencing DNA at a more efficient rate, but the
initial methods to sequence DNA were slow and complex. This limitation
changed when Frederick Sanger developed the Sanger sequencing method [59].
The Sanger sequencing method used the DNA polymerase enzyme during the
replication of DNA in vitro (see Figure 2.5 for a schematic example of the
process). Soon, this method became the most widely used sequencing method.
Frederick Sanger and his team used this method to sequence the first full
genome sequence, the genome sequence of the ϕX174 virus3. As a result of his
work, Frederick Sanger won the Nobel Prize in Chemistry in 1980.

The development of the Sanger sequencing method allowed for a more effi-
cient and reliable sequencing technique and also was the catalyst for initiating
ambitious projects like the Human Genome Project (HGP) [61], which was
launched in 1990. The HGP aimed to sequence the 3 billion letters of the
human genome sequence over fifteen years. It also aimed to identify and map
every single human gene from a holistic perspective, including the structural
and functional dimensions, among others. The first draft of the human genome
sequence was released in 2001, and the project was completed in 2003, sequenc-
ing the complete human genome with 99.99 percent accuracy [62]. The HGP
was the largest collaborative biological project and allowed scientists to obtain

2In the late 1950s, the term “codon” was coined to identify these triples. This term was popularised
by Francis Crick later.

3This virus is a single-stranded DNA (ssDNA) virus that infects Escherichia coli.
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Figure 2.5: A schematic example of the Sanger process. Source: [60].

relevant information regarding our genome, from which we can mention the
following [62]:

• The estimated number of human protein-coding genes is 26,383.

• Human protein-coding genes span about 27,000 bases on average.

• Human protein-coding genes contain, on average, 7.8 exons.

• The density of genes is greater in regions of high G+C than in regions of
low G+C content.

• About 20% of the human genome is composed of gene-poor regions (re-
gions of more than 500,000 bases without containing any gene). Though,
this distribution is not uniform across the chromosomes.

• There is a strong correlation between CpG islands4 and the first coding
exon of genes.

• About 35% of the human genome is composed of repetitive DNA se-
quences.

4A CpG island is a DNA region of at least 200 bases where at least 50% of the sequence is a
CpG site. A CpG site is a region of the DNA where a cytosine nucleotide is followed by a guanine
nucleotide.
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• About 2,909 regions have been identified as pseudogenes5, although this
number is likely an underestimate.

Multiple sequencing projects were carried out in parallel to the HGP, from
which me can mention the following:

1995 The first complete sequence of the genome of a free-living organism (the
bacterium Haemophilus influenzae) is published.

1996 The first complete sequence of the genome of a eukaryotic organism
(Saccharomyces cerevisiae; i.e., the yeast) is published.

2000 The first complete sequence of the genome of a plant (Arabidopsis) is
published.

2002 The first complete sequence of the genome of a mammal (Mus musculus;
i.e., the mouse) is published.

2005 The first complete sequence of the genome of a primate (Pan troglodytes;
i.e., the chimpanzee) is published.

2008 is considered a year of change and revolution regarding genomics because
of two reasons. The first reason is that the 1,000 Genomes Project is launched.
This project aimed to sequence the whole sequence of the genome of 2,500
people. The second reason is the significant decrease in sequencing costs due
to the arrival of the Next-Generation Sequencing techniques. The advent of
these techniques allows us differentiate between the history of genomics (i.e.,
a context of discovering the basics of genomics with limited capabilities of se-
quencing) and current genomics (i.e., a context in which the basics of genomics
are well-understood and our sequencing capacity has grown exponentially).

Current Status of Genomics

We can consider two dimensions regarding the scientific knowledge of the cur-
rent status of genomics: the biological dimension (i.e., our understanding
of the genome) and the technological dimension (i.e., advances associated
with sequencing capacity).

Considering the biological dimension, the most remarkable event was the fall
of the central dogma of biology. This famous dogma is an over-simplification

5A pseudogene is a non-functional copy that is very similar to a normal gene.

26



2.1 Evolution of Genomics

Figure 2.6: Approximate start date of Second Generation Sequencing depicted on a graph
that shows the estimated cost of sequencing a Human Genome. Source: [63].

of the complex network of processes that drive life. For instance, the cen-
tral dogma claims that genetic information flows through macromolecules (i.e.,
from DNA to RNA to proteins). However, macromolecules alone are not suf-
ficient to sustain life [17].

Since the elaboration of the central dogma, our comprehension of cell function,
biological chemistry, and many other fields has grown exponentially as radical
discoveries arose [64]. Such discoveries violate the central dogma at multiple
points, posing the need for revisiting it. Many unexpected and even “forbidden”
activities have been discovered:

• Reverse transcription: Because of the reverse transcriptase process, in-
formation can flow from RNA to DNA [65].

• Post-transcriptional RNA processing: The information contained in RNA
has many potential inputs apart from the original DNA template [66].
RNA is modified after being transcribed from DNA by several processes
like splicing, cleavage, etc [67]. Even more, trans-splicing can join two
different RNA sequences [68].
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• Catalytic RNA: RNA molecules can undergo structural changes, which
means that they have catalytic processes analogous, in many ways, to
proteins [64]. Consequently, RNA molecules have a more critical role in
determining cellular characteristics, rather than being limited to being a
template for protein-coding processes.

• Genome-wide transcription: The original dogma discriminated between
protein-coding DNA and non-protein-coding DNA (also called “junk”
DNA) that was assumed to have no purpose. However, virtually all DNA
is transcribed and provides specific functionality [69].

• Post-translational protein modification: Like with RNA, proteins can be
modified after translation, altering their functionality [64].

• DNA repair: The original dogma assumed that DNA replication was
inherent to DNA and its own machinery, but several DNA replication
mechanisms exist at the protein-level [70].

In addition, cells acquire information about their environment, keeping track
of several internal processes [64]. Such information allows cells to modify their
internal processes (including replication, transcription, or translation). This
goes against the initial vision of DNA as an isolated, unidirectional process that
remained unaltered. Another aspect of the original dogma is that it considered
genes and proteins as unique, unalterable, and unitary entities. This unitary
perspective has shifted because large amounts of composite components exist
in our bodies, such as protein complexes [64].

Finally, the central dogma assumed that DNA is a stable structure that rarely
changes. However, DNA changes almost constantly due to epigenetic factors or
errors in replication processes [71], and numerous systems dedicated to DNA
restructuring and repair exist [72].

All of these facts together mean that the central dogma needs to be questioned
and, therefore, reformulated. Attempts to do so exist, like the one presented
in [73] (See Fig. 2.7). The reader should bear in mind that there is currently
no agreement regarding the exact processes that should include such a refor-
mulated dogma, but we think it is interesting to show a proposal to illustrate
the complexity of life and its inner working mechanisms.

Considering the technological dimension, sequencing costs as well as the
time required to do the sequencing have decreased significantly [74], [75]. Con-
sequently, the amount of genomics data that is available has increased sub-
stantially [76]. Here, we report the advances in sequencing techniques and the
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Figure 2.7: A reformulated central dogma of biology. Source: [73].

resulting amount of generated genomics data; the significance of this is dis-
cussed in depth in Section 2.2. Sequencing the human genome cost nearly 100
million dollars in 2001; today, this has been reduced to one hundred dollars
(see Figure 2.8) [77]. The costs reported in Figure 2.8 refer to the generation of
a high-quality draft of a whole genome sequence. There are other commercial
options at even lower costs, albeit with slightly decreased quality.

The technologies used to perform DNA sequencing can be divided into three
generations. Although there are discussions regarding the exact dates that
delimit these generations, there is a broad consensus in the scientific community
regarding the time periods: [60], [78]:

(1977 - 2008) First Generation — Sequencing of DNA through the use of
cloning vectors.

(2008 - present) Second Generation — Increased throughput by paral-
lelising many reactions.

(2010 - present) Third Generation — Direct sequencing of single DNA
molecules, avoiding the need for DNA amplification.
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Figure 2.8: The Cost of Sequencing a Human Genome. Source: National Human Genome
Institute.

The focus of this thesis is not on sequencing techniques. However, we consider
that providing the reader with a brief introduction to the evolution of sequenc-
ing techniques helps to provide and understanding of the current issues when
managing genomics data and provides a rich context to the problems and the
solutions that have been developed.

As a reminder, since First Generation DNA Sequencing Techniques (FGT)
require the direct action of DNA polymerase to produce the observable out-
put, they are considered sequence-by-synthesis techniques. First Generation
DNA Sequencing Techniques inferred nucleotide identity by using radio or
fluorescently labeled modified nucleotides before visualising them with elec-
trophoresis. There are two main techniques in this first generation, namely,
Sanger sequencing and Maxam-Gilbert sequencing [78], [79]. Sanger Sequenc-
ing consists of using one strand of the double-stranded DNA as a template to
be sequenced, which is made using chemically modified nucleotides. Maxam-
Gilbert is another sequencing method that was known as the chemical degra-
dation method. It is based on the cleaving of nucleotides by chemicals instead
of DNA cloning. It is noteworthy to remark that the Maxam-Gilbert method
is considered dangerous because it used toxic and radioactive chemicals. It
is also important to remark that FGT are still used but is limited to specific
activities like small-scale experiments or sequencing regions that can not be
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easily sequenced using more recent techniques (e.g., highly repetitive DNA)
[80].

A paradigm shift underlies Second-Generation DNA Sequencing Techniques
(SGT) [78], [81]. They differ from FGT in several ways [79]: SGT use multi-
plexing, whichs allows for a significant increas in throughput by parallelising
many reactions, and it also sequences DNA using light detection methods
that measure the light released when a nucleotide is synthesised (this method
is called pyrophosphate synthesis because pyrophosphate is released when nu-
cleotides are synthesised). In addition to these differences, SGT are considered
to be sequence-by-synthesis techniques like FGT.

In general, SGT can be divided into three steps [60], [82]. The first step is to
prepare the template where the sequencing is to be performed. The second step
is to do considerable amounts of parallel amplification. The third step is to
perform sequencing and alignment. In the first step, a complex library of DNA
templates is densely immobilised onto a two-dimensional surface instead of one
tube per reaction. In the second step, DNA molecules are clonally amplified
in an emulsion, producing clusters of clonal DNA populations. In the third
step, the clonally amplified sequences are read in a highly parallelised manner.
Figure 2.9 shows a schematic example the second and third steps.

With SGT, many millions of short reads are generated in parallel, it is signifi-
cantly faster and cheaper when compared to FGT, and the sequencing output
is directly detected without the need for electrophoresis [63]. However, finding
out the number of the same nucleotides that are in a row at a given posi-
tion might be difficult because noise can alter the intensity of the light that
is released [63]. There are issues related to the biases introduced by cloning
amplification and dephasing6 [84].

Other than the drawbacks of using SGT mentioned above, there are additional
sequencing applications that are relevant but that are beyond the reach of SGT
[84]. However, Third-Generation DNA Sequencing Techniques (TGT) over-
come the issues associated with using SGT (e.g., biases introduced in clonally
amplification). These techniques (i.e., TGT) do not require clonally amplifica-
tion, which allows for a faster and more efficient DNA sequencing [79]. Apart
from negating the requirement for DNA amplification, the main characteristics
of TGT are that they allow for the direct sequencing of single DNA molecules
and real-time sequencing [78].

6The reactions used to clonally amplify DNA gradually lose its synchronization within the molec-
ular colony, causing sequencing errors [83].
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Figure 2.9: A schematic example of a second-generation DNA sequencing technique.
Source: [60].

Currently, the two most promising TGT are Single Molecule Real Time se-
quencing (SMRT sequencing) and nanopore sequencing [63], [79], [84]. SMRT
relies on sequencing a single molecule in real time by synthesis methods.
Nanopore sequencing measures translocation of nucleotides cleaved from a
DNA molecule across a pore. This measurement is driven by the force of
differential ion concentrations across the membrane of the pore.

The use of SGT and TGT represent a significant challenge regarding data
generation [79]. Genomics has become a subfield of big data science that has
exceeded other big data domains like astronomy or social media [85], [86],
posing unprecedented challenges in data acquisition, data storage, data distri-
bution, and data analysis [86]. For example, different estimations predict that
between 2 and 40 exabytes of genomics data will be generated within the next
decade [87]. In this situation, our ability to generate data has outpaced our
ability to decipher the information it contains.
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Figure 2.10: A schematic example of a third-generation DNA sequencing technique.
Source: [60].

This is the main point that justifies our research efforts and the importance
of applying conceptual modelling to the challenge of deciphering the language
of life. As more and more data are available, we must understand, interpret,
and manage such data correctly. The study of this challenging and complex
“genomics data science” problem is our main purpose.

Although many challenges need to be addressed, being able to generate such
large amounts of data has already resulted in significant great benefits. For
example, in oncology, the impact of having immense amounts of data has been
transformational [88]. More concretely, our understanding of how DNA mod-
ifications can lead to uncontrolled cell division has been expanded greatly.
Sequencing, integrating, and abstracting these data allow researchers to deter-
mine what pathways drive cancer when they are dysregulated and how.

Extending our understanding of these changes as they impact cancer biology
has been enabled by sequencing various classes of RNA in the cancer cell,
the integration of these data with identified DNA alterations, and abstraction
of this information to the cellular pathways that drive cancer when they are
dysregulated. In line with that, Ana-Teresa Maia et. al. state that such an
amount of genomics data related to cancer will allow for identifying genetic
predisposition changes, prognostic signatures, and cancer driver genes [89].

However, despite these examples, several issues regarding genomics data still
need to be addressed: precise conceptual characterisation of genomics data,
generation of sound and ontologically well-grounded genomics-based knowl-
edge, more sophisticated analysis tools, higher processing capacity, data inte-
gration, data harmonisation, etc. These challenges are often referred to as the
genomic data chaos. The next Section provides a thorough analysis of what
the genomic data chaos is, and how it is characterised.
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2.2 Genomics Data Management Status

The increase in the efficiency of NGS techniques and their reduction in costs has
given rise to a context where genomics has become a big data and data-intensive
domain problem, whereby correct data management is an open challenge. The
main issues to be considered for managing genomics data are the following:

Volume – The first issue is related to the existing large amount of genomics
data and the fact that the rate at which it is being generated is increas-
ing drastically. At this moment, the cost of sequencing a whole genome
human has broken the $1,000 barrier, ranging between $300 and $600
. Besides, sequecing a wholse genoe human sequence takes less than a
week. Considering that a single human genome sequence takes up to 100
GB of storage, sequencing every living human (an estimated amount of
eight billion people) would require almost one zettabyte of storage (that
is 1021 bytes). To put it in context, 64 zettabytes of data were created,
captured, copied, and consumed worldwide in 2020, according to the In-
ternational Data Corporation (IDC). Even more, single-cell sequencing
techniques aim to obtain the DNA sequence of a single cell [90]. Humans
are composed of approximately 30 trillion cells approximately [91], and
cells die and are born over time, potentially appearing with new DNA
variants in their sequences. Therefore, it is not difficult to imagine the
amount of space that would be required to sequence and store even a
small portion of the cells of every human being on a regular basis.

Heterogeneity – The second issue is related to the existing amount of data
sources. Technological advances expanded the available genomics data to
a great extent, from whole-genome DNA sequences to epigenetic-related
data. Such genomics knowledge is spread across over hundreds of het-
erogeneous databases (1,637 databases containing genomics data existed
in 2020 according to [92]). These databases have different sizes, formats,
and structures. More importantly, they focus on different genome dimen-
sions, making integrating heterogeneous data a highly complex problem
(also documented in the next item).

Lack of interconnection – The third issue is related to the isolation of the
existing genomics data. On one hand, this issue is related to the previous
challenge. There are thousands of databases isolated from each other,
which complicates data integration. While, on the other hand, new high-
throughput omics and mass spectrometry allowed for generating large
amounts of epigenomics, transcriptomics, proteins, and metabolomics
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data (among many others) [93], [94]. The existence of so numerous data
types with a wide variety of notations and formats makes their effective
combination a near-impossible task. Thus, data integration is a funda-
mental yet not-solved activity [95].

Evolution – The fourth issue is associated with the pace at which new ge-
nomics knowledge is generated. Our knowledge of genomics, along with
the rest of omics, is constantly evolving. There is a high variability di-
mension associated with genomics data. To illustrate, let us focus on
a particular area of genomics: variation classification. In the clinical
domain, it is common to associate variations and diseases with a given
degree of confidence to improve patients’ diagnosis and treatment, but
variant reclassification over time is not a rare event [96]. For instance,
70% of rare genetic variations associated with the inherited arrhythmo-
genic syndrome have been reclassified [97]. Another example can be found
in genes, where, in 2021, the American College of Medical Genetics and
Genomics (ACMG) expanded the list of genes, by an additional 13, when
conducting genomics studies 13 additional genes in 2021 [98].

This situation is known as the genomic data chaos, a concise term that shows
the existing problems, their relevance, and their multiple dimension.

2.3 Genomics Data Management Strategies

There are many strategies aimed at improving genomic data management,
but we only consider those based on conceptualisation. With that in mind,
the most relevant approaches to dealing with the problems arising from the
genomic data chaos are domain ontologies and conceptual modelling, which
are different but complementary. Both perspectives emphasise the importance
of making explicit conceptualisation a common practice, which ensures better
understanding and communication.

Domain Ontologies

Domain ontologies define abstract conceptualisations of the essential knowledge
associated with a specific domain in an extendable and practical way. Every
domain ontology is built upon a foundational ontology, which provides a high-
level characterisation about the most fundamental concepts. The Basic Formal
Ontology (BFO) [99] or the Unified Foundational Ontology (UFO) [100] are
examples of foundational ontologies.
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These “genomics ontologies” provide a shared thesaurus of terms that are or-
dered hierarchically. They make up a broad family of solutions that are cur-
rently the most popular ones. The Ontology Lookup Service7 retrieves 273
ontologies comprising 7,362,786 terms. One significant representative of this
approach is the Open Biological and Biomedical Ontology (OBO) Foundry
[101]. The OBO is an entity whose mission is to provide a set of design on-
tology principles. The OBO ontologies are loosely hierarchical directed acyclic
graphs (e.g., a concept may have more than one parent term). They organize
domain knowledge into two dimensions: granularity and relation to time.

However, a number of limitations arise when using genomics ontologies. The
first limitation is the discontinuation of ontologies; hundreds of so-called on-
tologies have been defined following their principles, but dozens are already
obsolete. Another limitation is the fact that they only cover a part of ge-
nomics, which complicates data integration and hinders the whole picture. For
instance, there are ontologies to characterize phenotypes (HPO), gene func-
tionality (GO), genome sequences (SO), proteins (PRO), and variations (VO).
These five ontologies reduce domain heterogeneity by providing well-defined
standards for specific domain concepts. However, they do not provide a stan-
dard, clear definition of the concepts that they explore [102].

In addition, there is not an explicit link among these ontologies, meaning
that different ontologies can characterise two related concepts without speci-
fying how they are linked, or one common concept can be represented differ-
ently in alternative ontologies.As an illustration : phenotypes are character-
ized in multiple ontologies such as the Unified Phenotype Ontology (UPO),
the Mammalian Phenotype Ontology (MP), or the Mouse pathology Ontol-
ogy (MPATH). The term apoptosis is present in the three ontologies, but they
are not linked. Even more, the Human Phenotype Ontology (HPO) and the
Neuro Behaviour Ontology also describe phenotypes, complicating integration
processes even more.

Managing a particular concept of genomics that is described by one ontology
(a “vertical” dimension) works reasonably well. Nevertheless, problems arise
when establishing semantic connections among different concepts described by
multiple ontologies (a “horizontal” dimension). For instance, knowing why a
specific change in the genome produces the clinical manifestations of a disease
requires navigation through the different concepts:

7https://www.ebi.ac.uk/ols/index
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• The chromosomal elements affected by the variant (a gene, transcripts, a
protein, its isoforms, etc.).

• The functions that these elements perform (transcription regulation, ion
transport, protein degradation, etc.).

• The biological processes and reactions where these functions are involved
(immunological response, tissue growth, etc.).

• The consequences of the malfunction of these processes (recurrent infec-
tions, growth retardation, etc.).

Apart from what we have mentioned above, there are additional pitfalls that
are ontology-specific such as missing relevant terms, typos, or incomplete term
definitions of missing constraints [103]. Finally, domain ontologies have scal-
ability issues because the more an ontology grows, the harder is to maintain
and avoid including duplicated terms.

In conclusion, domain ontologies are well-established solutions that are broadly
used and considered to be useful approach that helps to reduce domain het-
erogeneity and improve data integration and information exchange. However,
they present a significant set of limitations (discussed above) that require dif-
ferent approaches to mitigate them.

Conceptual Modelling

Conceptual modelling focuses on understanding and representing cognitions
about the world. Computer science uses this mainly for the development of
information systems for a range of applications. The use of conceptual models
by means of a given formalism (e.g., an Entity-Relationship, Object-Role Mod-
eling or UML class diagrams) is a powerful tool for understanding and commu-
nicating complex domains regardless of the research area. It clearly identifies
the relevant entities involved and the relationships among them. [104]. With
such a holistic perspective, conceptual modelling applied to the genomic data
domain can help to solve the limitations associated with the use of domain
ontologies.

Conceptual modelling has been explored by some authors in the past:

• Chen et. al. proposed an Object-Protocol Model [105] to bring an exam-
ple of a combination of protocol and object constructions in a framework
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for the genomic domain that allowed modelling of objects and experi-
ments (protocol).

• The DNA Databank of Japan (the DNA Data Bank of Japan) designed
and developed a new version of their Nucleotide Sequence Databank us-
ing conceptual modelling to facilitate the acquisition and maintenance of
genomics data [106].

• The work presented in [107] introduced a cooperative computing environ-
ment for the analysis and annotation of DNA sequences. This work was
developed by applying an object-based model.

• Paton et. al. [108] described the genome from different perspectives using
a conceptual modeling-based approach. Their work included the descrip-
tion of the eukaryotic cell genome, the interaction between proteins, the
transcriptome, and other genetic components.

• In [109], the principles of Conceptual Modelling (CM) were applied to
describe particularities of protein structures in their 3D form.

These approaches still focus on specific parts of the domain that are not con-
nected to each other, and they do not provide the required global view to
understand complex biological systems. However, more recent attempts to
provide a sound, CM-based solution from a more holistic perspective are being
developed:

1. Bernasconi et al. developed the Genomic Conceptual Model (GCM) [110],
an entity-relationship diagram designed to integrate genomic signals (e.g.,
DNA mutations, the expression of gene activity, or DNA’s structural
rearrangement, among others) represented in several heterogeneous data
formats. This work improved data sharing by standardising metadata
across different data sources. Based on this conceptual model, a novel
architecture for large-scale genomic metadata integration called META-
BASE was created [111]. Additionally, the GCM served as inspiration for
creating an additional conceptual schema, called the Viral Conceptual
Model (VCM) [112], for expressing the characteristics of viral sequences.

2. The Global Alliance for Genomics and Health (GA4GH) [113] is an al-
liance with the mission to improve data sharing of clinical and genomics
data by means of conceptual modelling. The main standards developed by
this alliance are “Phenopackets” [114] and the “Variation Representation
Specification” [115]. The Phenopackets standard provides an appropriate
way to communicate bioinformation for the purposes of research, diag-
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nosis, and treatment. While the Variation Representation Specification
standard is used to facilitate and improve the representation and sharing
of variations.

All of the above mentioned works are conceptual modelling efforts that have
succeeded in achieving their goals. However, genomics is a particularly complex
domain, and it is very difficult to capture and represent its particularities
appropriately. Because of the genomics data management issues, there are
several concepts that have intentionally abstract definitions or have multiple
underlying interpretations.

In other complex domains, recent approaches tried to capture domain particu-
larities by building their modelling efforts upon a solid ontological foundation
(i.e., a foundational ontology). Several foundational ontologies exist, such as
Basic Fomal Ontology (BFO) [99], Suggested Upper Merged Ontology (SUMO)
[116], Business Objects Reference Ontology (BORO) [117], Descriptive Ontol-
ogy for Liguistic and Congnitive Engineering (DOLCE) [118], General Formal
Ontology (GFO) [119], or Unified Foundational Ontology (UFO) [100].

Using ontology-driven conceptual modelling is considered to be more advan-
tageous than using traditional conceptual modelling [120]. Some studies have
considered the differences between traditional and ontology-driven conceptual
modelling in various domains [121], [122] and from a theoretical perspective
[123].

2.4 Conclusions

Throughout this chapter, we tackled G2. First, we have studied the main
problems associated with genomics data management, answering RQ1: Which
problems arise when working with genomics data? After three generations of
sequencing machines, the throughput and speed of genome sequencing have
grown exponentially, allowing for unprecedented amounts of genomics data.
These data have been generated following several guidelines and standards
and are spread over hundreds of data sources. Additionally, there continues to
be breakthroughs and discoveries further expanding the field of genomics. As
a result, genomics data management and knowledge extraction have become
inefficient and ineffective.

From a conceptualisation perspective, two approaches have prevailed to address
this situation: domain ontologies and conceptual modeling. Domain ontologies
define hierarchical graphs of related terms and concepts and are the most pop-
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ular choice. Ontologies allow the most relevant terms of a particular dimension
of genomics to be defined (i.e., they provide a vertical-oriented solution).

Conceptual modelling, the second approach, explicitly describes the most rel-
evant terms in a domain and their relationships. Conceptual modelling has
become increasingly important over time and it can complement domain on-
tologies by describing the domain from a more holistic perspective. It can
also connect different dimensions of genomics. (i.e., they provide a horizontal-
oriented solution). There are two approaches to conceptual modelling: tradi-
tional conceptual modelling and ontology-driven conceptual modelling. The
latter has extended modelling capabilities because of the types and definitions
provided by its underlying foundational ontology. The study of these two ap-
proaches allowed us to answer to RQ2: What existing approaches can be used
to mitigate the identified problems?

We have thoroughly studied the main problems in genomics data manage-
ment and how they are mitigated. This thesis applies conceptual modelling
techniques to better share and represent knowledge, improve genomics data
management, and generate knowledge more efficiently. In the next section, we
elaborate on how we used conceptual modelling to achieve our goals.
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Treatment Design

In the previous chapter, we explored the details and particularities of the
context of this research, studied the main problems that can arise when

managing genomics data, and identified the main approaches to mitigate them.
In this chapter, we describe the main contributions of this thesis, which aims
to generate conceptual modelling artifacts to improve genomics data manage-
ment. (G2). This high-order goal is divided into five subgoals.

First, we extend the current version of the CSHG to be used in real-world
use cases (G2.1). Second, we explore the conceptualisation of the genome
for another species rather than humans, creating the CSCG (G2.2). Third,
based on the experience accumulated from the CSHG and the CSCG, we gen-
erate a conceptual schema that is species-independent called the CSG (G2.3).
Fourth, we provide a method to facilitate the adoption of the CSG to work
with genomics use cases (G2.4). Fifth, we identify another artifact for better
representing genomics, generating a schema that is based on a foundational
ontology (G2.5).
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The chapter is structured as follows:

Section 3.1 – extends the Conceptual Schema of the Human Genome.

Section 3.2 – creates the Conceptual Schema of the Citrus Genome.

Section 3.3 – creates the Conceptual Schema of the Genome.

Section 3.4 – creates the ISGE method.

Section 3.5 – performs the ontological unpacking.

Section 3.6 – reports conclusions.

3.1 The Conceptual Schema of the Human Genome

The treatment design phase starts by tackling G2.1. The last version of the
CSHG (i.e., Version 2) was presented in the thesis of Ph.D. José Fabián Reyes
Román [124]. Version 2 of the CSHG has been used in different lab contexts
for several years, allowing the gathering of valuable feedback.

Here, we analyse this feedback and consider the most relevant scientific discov-
eries in genomics since the development of Version 2 and use this to identify
the five dimensions that needed to be improved upon, the result of which led
to Version 3 of the CSHG.

3.1.1 Introduction

To generate Version 3 of the CSHG, five dimensions needed to be improved:

1. Improving the independence of the CM from technological im-
plementations: There were concepts tied to specific solutions or tech-
nological implementations. For instance, the gene class had the id_hugo
attribute, which corresponded to an identifier provided by the HGNC
database1. This identifier is not universal and is not shared among other
data sources; thus, limiting data integration and flexibility for including
additional information in the CSHG. Should specific data source attributes
be used in our CHSG, or should we use a more agnostic approach?

1https://genenames.org
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2. Considering multiple assemblies: Version 2 of the CSHG did not al-
low for genome versions of the sequence of reference to be modelled. This
conceptualisation did not consider representing more than one reference
sequence coexisting in time, which is the current situation due to the tech-
nological limitations of sequencing technologies. A relevant consequence
of having multiple reference sequences is that the position of a variation is
not unique but relative to the reference sequence being considered. How
to model multiple assemblies (coming from different reference sequences)
in the schema?

3. A new way of representing variations: The CSHG represented vari-
ations with respect to their type and frequency among populations, which
exhibited a number of limitations, modelled the information redundantly,
and was too complicated. Regarding the limitations, a variation could be
either a polymorphism or a mutation in terms of frequency. However,
only a specific type of polymorphism (i.e., the SNP) was associated with
genotype and population information. This means that genotype and
population information could not be associated with a variation that was
not an SNP. With redundancy, variations were represented at least twice
(i.e., by frequency and population). Even worse, a variation could be
represented more than twice if its frequency varies among populations.
In terms of complexity, it was necessary to define exclusive disjunction
XOR rules to ensure data correctness. For instance, a variation that
was not precise (type) did not have to be represented as a polymorphism
(frequency). Can the representation of DNA variations be simplified?.

4. Improving the representation of the effects caused by variations:
The CSHG only represented the phenotypic effects caused by variations,
but not lower-level effects in the organism, such as alterations in the
structure of a protein. Representing these effects would increase the com-
pleteness of our model by providing an additional means of describing the
consequences of DNA variations in our body. What are the consequences
of DNA variations at a low level?.

5. Extending the representation of gene products: The CSHG missed
some relevant concepts and relationships associated with the transcription
process. For instance, messenger RNA, which is defined as the intermedi-
ate product between the genome and the proteome, was not represented
explicitly. In addition, the model only considered the coding protein tran-
scription process, which is a correct but incomplete assumption because
non-coding RNA is also obtained through transcription. How to represent
the outcomes of transcription correctly?.

43



Chapter 3. Treatment Design

The next section describes each of the problems listed above in more detail, it
explains how they have been solved, and it discusses the associated ontological
commitments. The development of these five ideas led us to the next version
of the CSHG (i.e., Version 3), which is the first original contribution of this
thesis.

3.1.2 Improving the independence of the CM from technological
implementations

The CSHG lacked flexibility because some of the classes had attributes asso-
ciated with specific solutions. This situation predisposed domain users to use
only those data sources whose identifiers were represented in the CS. How-
ever, depending on the working context, some of these attributes might not
be used or could not be obtained. Besides, working with new data sources
represented a problem because the CS and its database implementations had
to be updated in order to use the new sources. The CSHG needed to avoid
referring to specific solutions because domain users focused on how to deal
with data management issues rather than generating knowledge. The classes
tied to specific data sources were ChromosomeElement, Variation, and
Population ones.

The Variation class is an excellent example that shows the problems of
the approach used in Version 2 of the CSHG. Variations were linked to
one data source (represented in the CSHG with the DataBank class) and
had four attributes representing technological-dependent identifiers, namely,
rs_identifier, nc_identifier, ng_identifier, and id_hugo. In addition, the other_identifiers
attribute contained additional identifiers. With this approach, we could not
determine how many identifiers a variation had, and there was a loss of infor-
mation because the identifier was not associated with its corresponding data
source.

We implemented an abstraction mechanism that allows for representing any
data source-specific identifier. The ChromosomeElement, Variation, and
Population classes are no longer directly linked to a single data bank. In-
stead, a new concept for describing technological-dependent identifiers links
these classes to the corresponding data bank (See Fig. 3.1). After the update,
these classes no longer require attributes that are associated with a specific
solution, it is easy to determine how many identifiers they have, and there is
no loss of information since each identifier is linked to its corresponding data
source.
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Figure 3.1: Changes for providing a more agnostic approach to technological-specific iden-
tifiers of genomics concepts. Additions are depicted in green while deletions are depicted in
red.

This approach eliminates any possible bias as it does not explicitly represent
attributes associated with specific solutions. It also provides domain users with
the ability to represent any new data source without having to update the CS.
We are now able to represent any technological-dependent identifier.

3.1.3 Considering multiple assemblies

The second version of the CSHG modelled the human genome assuming that
there is only one sequence of reference (i.e., each chromosome has a unique
sequence). In this approach, regions in the DNA, such as chromosome ele-
ments or variations, were located in only one position in the reference sequence.
However, due to technological limitations in the sequencing process, multiple
versions of the sequence of reference of the human genome coexist in time. It
is common practice to work with more than one simultaneously. For instance,
the rs11571636 variation [125] has different positions depending on the version
of the human genome sequence being considered: chromosome 13, position
32,905,026 in the GRCh372 assembly; and chromosome 13, position 32,330,889
in the GRCh383 assembly.

2Reference sequence of the human genome, build 37 https://www.ncbi.nlm.nih.gov/assembly/
GCF_000001405.13/

3Reference sequence of the human genome, build 38 https://www.ncbi.nlm.nih.gov/assembly/
GCF_000001405.26/
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These technological limitations in the sequencing processes mean that it is im-
possible to read the entire genome sequence at one time. Instead, the DNA is
split into several parts that are read multiple times, obtaining a set of overlap-
ping sequences. The sequences with the best reads are joined to create contigs,
which, in turn, are concatenated to form scaffolds (i.e., non-contiguous contigs
that might be separated by gaps of known length but unknown sequence) [126].
Finally, all of these scaffolds are grouped into what is called an assembly, which
contains the chromosome sequences, like the GRCh37 or the GRCh38 [127].

We considered three different proposals to update the CSHG. In the first ap-
proach, a new instance of the CS is generated for each assembly. Although this
approach would allow us to work with multiple assemblies, it was discarded for
three reasons. First, the concept of the assembly would not be explicitly rep-
resented in the CS. Since it is a relevant and widely used concept in genomics,
it should be described. Second, domain users work with multiple assemblies
simultaneously because variations of interest can be identified in one or several
assemblies. This fact should be appropriately represented in the CS. Third,
this approach would introduce unnecessary redundancy since the rest of the
data is duplicated on any new instance of the CS.

In the second approach, the assembly is included in the CS, instantiating a set
of chromosomes per assembly. This approach would solve the three problems
of the first approach: i) the assembly would be represented in the CS, ii) mul-
tiple assemblies could be represented simultaneously, and iii) unchanged parts
of the CS would not be duplicated. However, this approach has a conceptual
weakness: the notion of the chromosome is unique and should not be instan-
tiated multiple times. What changes on each assembly is the sequence of the
chromosomes, not the chromosomes themselves.

The sequence attribute is extracted from the Chromosome class in the third
approach, which is the one we adopted (see Fig. 3.2). This approach solves the
conceptual weakness of the second approach while keeping its advantages since
chromosomes are instantiated only once. After the update, each chromosome
may have many reference sequences associated with the corresponding assem-
bly while modeled as a unique entity. This approach is the most suitable and
conceptually accurate regarding assemblies, chromosomes, and their associated
sequences.

Having chromosomes with multiple sequences of reference means that the
ChromosomeElement (i.e., regions of the chromosome reference sequences
with specific functionality or biological interest) and Precise (i.e., variations
whose position is precisely identified) classes are no longer located in one and
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only one position. We needed to represent this fact in our schema; otherwise,
contextual information would be lost because it is impossible to know the loca-
tions of these classes among the different assemblies. We decided to extract the
locations of these classes into a new class (i.e., the VariationPosition and
ChromosomeElementPosition classes). After the update, the positions of
these classes among the assemblies are adequately represented (i.e., they are
no longer located once, but rather once per assembly).
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Figure 3.2: Changes for representing the concept of assembly adequately. Additions are
depicted in green while deletions are depicted in red.

Now, the CSHG can represent multiple genome assemblies with their corre-
sponding reference chromosome sequences and identify the positions of chro-
mosome elements and variations in multiple assemblies. Since sequencing tech-
nologies are improving rapidly, our schema will be able to deal with the in-
creasing number of assemblies.

3.1.4 A new way of representing variations

The CSHG described variations based on its frequency and type. Regarding the
classification based on frequency, a variation was considered a Polymorphism
if it appears with a higher than one percent frequency in a given population;
otherwise, it was considered a Mutation variation. Polymorphisms could be
a Single Nucleotide Polymorphism (SNP) if there is a one nucleotide change;
otherwise, they were a copy number variation (CNV).

Regarding the classification based on type, a variation was considered Precise
if its position in the reference sequence was precisely identified; otherwise, it
was considered Imprecise. A precise variation could be specialised into an
Insertion (i.e., a novel region is inserted in the genome), a Deletion (i.e., an
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existing region is removed from the genome), an Indel (i.e., an insertion and
a deletion), and an Inversion (i.e., a region of the genome that is inverted).

Four issues were identified as a result of how variations were classified in Version
2 of the CSHG:

1. The Population (i.e., a set of individuals that share a characteristics
whose genome has been sequenced to find variations), Haplotype (i.e.,
a set of SNPs that tend to occur and be inherited together and can be
linked to a specific disease), AlleleFrequency (i.e., the frequencies
of appearance of the alleles of a variation in a specific population), and
GenotypeFrequency (i.e., the frequencies of appearance of the geno-
types of a variation in a specific population) classes were linked to the
SNP class. This is because genomic population studies focused on look-
ing for this type of variation. However, studies that focus on other types
of variations are gaining popularity. The CSHG v2 did not represent this
a new trend.

2. Variations were modelled redundantly. They were instantiated at least
twice: one per frequency and one per type. The rs11571636 variation
illustrates this redundancy. This variation was instantiated as a Precise
and Indel variation (i.e., by type). It also was instantiated as a Mutant
variation (i.e., by frequency). If new genomic studies showing a high
frequency of this variation in a specific population are performed, this
variations would also be instantiated as SNP. This representation was
counter-intuitive and overcomplicated.

3. The definition of exclusive disjunction XOR rules was needed to ensure
data correctness. For instance, a variation instantiated as a Polymor-
phism could only be instantiated as Precise; a variation instantiated as
Imprecise, could only be instantiated as Mutant; a variation instanti-
ated as CNV could only be instantiated as Insertion, etc. These rules
added an additional layer of complexity to data management.

4. The terminology used was controversial. The mutation and polymor-
phism terms may lead to incorrect assumptions. A mutation is assumed
to have pathogenic effects, while a polymorphism is assumed to have be-
nign effects. Thus, the term variation is preferred over mutation and
polymorphism [128].

In the new version of the CSHG (see Fig. 3.3), we use a different approach: the
Population, Haplotype, AlleleFrequency, GenotypeFrequency are
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Figure 3.3: Changes for improving the representation of variations. Additions are depicted
in green while deletions are depicted in red.

linked to Precise rather than to SNP. This change solves the first issue re-
ported above. Since any Precise variation can have associated information
regarding its frequency among populations, the specialisation by frequency is
no longer required, and variations are only classified based on their type, which
solves the second and third issues. After this update, the former limitations of
the CSHG have been overcome, gaining simplicity and expressiveness through
an exercise of conceptual reevaluation.

3.1.5 Improving the representation of the effects caused by
variations

The CSHG described the effects that variations cause in our body with respect
to Phenotype expression alterations (i.e., a high-level perspective). However,
these changes are caused by specific changes in the structure of proteins or
other genomic elements. The schema represented this by means of variation-
phenotype links with a given level of Certainty. The Certainty indicates
how strong the evidence supporting a variation-phenotype link is, and it is
provided by domain experts as an outcome of their research.

We identified three improvements regarding the effects that variations cause
in our bodies:
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• The Certainty is provided by domain experts that submit their findings
to an authoritative source. However, they were not precisely described in
the schema. It is crucial to know who submits evidence and when.

• The CSHG reported variation-phenotype links without indicating the
pathogenicity of this link. In other words, does a variation have a pathogenic
or a protective effect regarding a phenotype?

• The model did not consider lower-level consequences such as structural
changes in proteins.

In the updated model (see Fig. 3.4), we included the notion of Submit-
ter, who report its Submission in a given Date. We also added the clini-
cal_significance attribute to the Certainty class to represent the concept of
pathogenicity. We defined this attribute following the Clinvar recommenda-
tions [129], which included the ACMG/AMP recommended terms [128] com-
plemented with additional terms for a more precise characterisation. The most
commonly used clinical significance terms include:

1. Benign: a variation that is not responsible for causing a particular phe-
notype.

2. Pathogenic: a variation that is responsible for causing a particular phe-
notype.

3. Protective: a variation that decreases the factor of a phenotype.

4. Uncertain: the clinical significance of a variation with respect to a phe-
notype cannot be assessed.

Finally, we include a low-level representation of the structural changes caused
by variations, which was inspired by the standard of the ANN field of the VCF
file format [130]. The new Annotation class identifies the impact and effect
of a variation with respect to the ChromosomeElement, Transcript, and
Protein concepts. Based on the putative effect of a Variation, there are
four impacts:

• HIGH: A disruptive change is triggered. A disruptive change causes a
chromosome element truncation or a loss of transcript functionality. For
instance, a premature stop codon prevents a protein to from being com-
pleted.
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• MODERATE: A non-disruptive change is triggered. For instance, an
enzyme’s sequence is altered, reducing its efficiency.

• LOW: A harmless change is triggered. For instance, a variation changes
a CTT codon to CTC, but the protein sequence is not altered because
both codons are translated to the same amino acid (Leucine).

• MODIFIER: This is a particular case where the variation is located in a
non-coding region. For instance, there is a change in the sequence of an
intron region.
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Figure 3.4: Changes for achieving a first approach to model the effects caused by variations.
Additions are depicted in green while deletions are depicted in red.

In the new version of the CSHG, the description of the effects caused by vari-
ations has been improved. First, it is enriched by including the variation’s
pathogenicity and the submitters in the CS. Second, a new, low-level approach
that focuses on structural changes and its implications at a genome and pro-
teome level is added. As a consequence, the holistic perspective of the CSHG
is increased, and the efficiency of domain expert analysis processes is boosted.

3.1.6 Extending the representation of gene products

The characterisation of the protein-coding process in Version 2 of the CSHG
was grounded on molecular biology’s central dogma [52] (for more informa-
tion, we refer the reader to page 29), which states that DNA is transcribed
into RNA, and RNA is translated into amino acid sequences. The Gene
was represented as a DNA element composed of two types of regions: the
Exon and the Intron. Only the exons from a Gene were transcribed into a
Transcript, which, in turn, was translated into a Protein. Two DNA re-
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gions could regulate these processes, namely, the GeneRegulator, and the
TranscriptRegulator.

However, three issues that required a precise ontological clarification were iden-
tified:

• Genes not only are able to code for proteins, but they can also code for
additional products called non-coding RNA (ncRNA) [131]. ncRNAs are
associated with a variety of regulatory functions in organs and tissues
and are gaining attention in the field of precision medicine [132].

• Those RNA elements that are translated into proteins are called messen-
ger RNA (mRNA), a missing concept in v2 of the CSHG. The reason is
that this concept remained implicit inside the Transcript class. How-
ever, it was necessary to make it explicit since other types of transcripts
exist and must be represented in our schema.

• Regulatory elements were not adequately characterised. First, all of the
regulatory elements were represented as DNA elements, even though they
also exist at the RNA level. Further, there was no definition of what they
were supposed to regulate. For instance, what gene is regulated by what
specific enhancer?

Four changes allowed us to provide the required ontological clarification to
solve the three issues reported above (see Fig. 3.5). In the first change, we
modelled the concepts of mRNA and ncRNA. While mRNA transcripts code
for proteins, ncRNA do not (i.e., they remain as RNA sequences in our body).
A Gene no longer codes for a Transcript that is translated into a Protein;
now, Genes code for either mRNA or ncRNA. Also, we clarified that a Pro-
tein is coded from an mRNA rather than a Transcript.

In the second change, we characterise the structural parts of the mRNA. This
RNA sequence is composed of three elements: a coding sequence (cds), an
untranslated region before the cds called 5’ UTR (5utr), and a second un-
translated region after the cds called 3’ UTR (3utr)

In the third change, we allowed transcripts to be composed not only of exons,
but also of introns. Although mRNA is usually composed of exons, there is a
mechanism, called intron retention (IR) [133], which is responsible for ensuring
the introns are not removed in the transcription process. Also, some ncRNA
are obtained from introns. This allows us to represent the following situations:
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• The basic protein-coding process in which a transcript composed of exons
codes for a protein.

• A typical protein-coding process where, because of IR, an intron is part
of the sequence translated into another protein.

• A ncRNA is transcribed from an intron, ready to perform its activities.
Most of the ncRNA transcripts are generated from introns.
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Figure 3.5: Changes as a result of rethinking the gene expression process. Additions are
depicted in green while deletions are depicted in red.

In the fourth change, we reevaluate regulatory elements. They are now divided
into DNA (the class was renamed to RegulatoryElement, a more appro-
priate name) and RNA (i.e., ncRNA) regulatory elements. It is important to
consider that this division shows at which level they exist, not at what level
they act. For instance, ncRNA can regulate the expression of a Gene or a
Transcript; but a RegulatoryElement can only regulate the expression
of a Gene.

DNA-level regulatory elements are defined as “passive” (i.e., they do not ac-
tively regulate gene expression). Instead, they are specific regions where “ac-
tive” regulatory elements bind. There are four types: promoters, enhancers,
silencers, and introns [134]. Promoters are the gene transcription starting
point. Enhancers can be bound by activators to boost gene transcription.
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Silencers can be bound by repressors to inhibit gene transcription. Introns
strongly stimulate mRNA accumulation.

RNA-level regulatory elements are defined as “active” (i.e., they bind to the
“passive” elements and actively regulate gene expression). They act at the
DNA and RNA levels. While some types of ncRNA bind to silencers to
prevent gene expression, others inhibit gene expression by increasing mRNA
degradation speed.

3.1.7 Conclusions

Throughout this Section, we have answered RQ3: Why/What/How to ex-
tend and update the CSHG? It is important to emphasise the value of this
first contribution. The extension of the CSHG that has been introduced must
not be seen as a simple update. On the contrary, it incorporates complex rel-
evant semantic changes that conform to a much richer version that includes
essential conceptual components that were not present in the previous works.

3.2 The Conceptual Schema of the Citrus Genome

As a result of this extension, the CSGH is now potentially ready to be trans-
ferred from an academic environment to real-world use cases in precision medicine.
At this point, we are ready to tackle the next subgoal, namely, to explore
the conceptualisation of the genome for another species rather than humans
(G2.2).

3.2.1 Introduction

The genome is what provides the enormous variability of life that exists on
our planet. We have always been interested in providing a holistic perspective
of the conceptual modelling efforts oriented to understanding the language
of life independently of any particular species. After updating the CSHG, we
decided to explore broader domains, which we achieved when an opportunity to
collaborate with the Instituto Valenciano de Investigaciones Agrarias4 (IVIA)
arose. The IVIA5 is an internationally-recognised research centre for studying
the evolution of the citrus genus and its genome [135].

4In English, Valencian Institute of Agricultural Research
5https://ivia.gva.es/es/inici
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Citrus is a particularly relevant crop that is cultivated worldwide, with a pro-
duction of more than 100 million tonnes. The Citrus genus comprises more
than 1,600 species and includes oranges, lemons, grapefruits, and pummelos,
among others. Citrus genome resources are abundant. The first citrus variety
was sequenced in 2003 [136], and several genomes have been sequenced since
then. More than 67 species have been sequenced multiple times by the time
this thesis was being written, with more than 200,000 genes identified6.

We discovered a significant difference in this working context: domain ex-
perts focused much more on technologically-oriented data than purely bio-
logical data. For instance, they relied on variant annotations and functional
effect prediction software, combining biological and non-biological information.
Consequently, citrus data was stored as obtained, mixing biological and tech-
nological concepts. In our previous work with the human working context,
their maintainers transformed the data that we accessed into a specific model,
increasing its abstraction and making it technology-agnostic. However, the
citrus data did not undergo this process, and the information was much more
tied to the technologies used and their associated limitations. For instance,
there was no distinction between qualitative data that indicates the quality of
the sequencing process of variants and their biological significance. As a result,
domain understanding is affected, being more complex, uncertain, and limited.

One of the main problems that arose was domain heterogeneity, which compli-
cated knowledge extraction processes. We developed the Conceptual Schema
of the Citrus Genome (CSCG) to define the final data structure, provide a
guide to perform the necessary data transformation operations, and help the
IVIA researchers to improve their data management strategies and compara-
tive genomics analyses (see Fig. 3.6). These analyses consist of prioritising
variations that are potentially associated with a trait of agricultural interest.
In addition, the IVIA uses such analyses to study the evolutionary history of
citrus, which is still a matter of controversy [136].

3.2.2 The CSCG

The CSCG is the ontological basis that provides all the necessary information
to manage citrus genomic data. Several sessions were needed to implement a
first draft of the schema. On the one hand, the IVIA experts provided their vast
biological knowledge to understand and interpret the available data correctly.
This knowledge allowed us to successfully transform an immense amount of
non-structured data into data following a well-defined conceptual schema to

6https://www.citrusgenomedb.org/data_overview/1
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Figure 3.6: The Conceptual Schema of the Citrus Genome. The structural view is depicted
in green, the functional view is depicted in orange, and the variations view is depicted in
blue.

extract knowledge. On the other hand, the author of this thesis provided its
experience in CM to design and implement the conceptual model accurately.

Throughout these sessions, we analysed the data to identify which elements
were of higher importance, which allowed us to create and expand the CSCG
through an iterative process until a stable version was achieved. Next, we
introduce the resulting schema, a precise representation of the genomic domain
tailored to the specific needs of the IVIA. The classes that compose the CSCG
are grouped into three main views:

• The structural view: This view describes the different regions that can
be identified in the DNA sequence of citrus, providing a hierarchical de-
pendency between the regions (i.e., CDSs are located in mRNA, and an
mRNA is located in a gene).

• The functional view: This view contains entities with a given function in-
side the citrus fruits under analysis. These concepts include gene products
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(i.e., proteins and their structure), biological pathways, and orthologous
groups. This view aims to provide information about how gene products
interact with the specific organism effectively.

• The variations view: This last view models the variations that can occur
with respect to the reference sequence, the appearance of such changes in
specific citrus fruits, and their predicted effect using software annotation
tools. [137].

It is worth mentioning that there is one particular aspect that strongly shapes
all of their work: because of technological and economic limitations, they use
a single sequence of reference that is shared among all of the citrus varieties,
namely, the reference sequence of the orange (Citrus sinensis). This means
that, while each citrus should have its own whole-genome sequence of reference
in normal conditions, they only work with the set of variations obtained from
comparing their sequence to the reference sequence. This approach saves time
and storage because generating a reference sequence is particularly expensive
and time-consuming. Also, a file containing the set of identified variations
is much smaller and easy to work with than a file containing a whole DNA
sequence.

The aspect mentioned above means that only one reference sequence is repre-
sented in the model by means of the technologically-oriented Scaffold class,
which is a composition of hundreds of small sequences with gaps of known
length that have been joined (to simplify, the reader can assume that scaf-
folds are equivalent to chromosomes). The sequences of reference contained
in the scaffolds were obtained from format-specific raw data generated from
sequencing machines without undergoing any additional data transformation.

The semantics of the sequences that compose scaffolds have been captured in
the schema with the Sequence class. This class is generic enough to allow
us to define any arbitrary sequence inside the scaffold and give them semantic
meaning. The CSCG represents seven types of sequences, namely, Gene,
mRNA, Exon, Intron, 5’-utr, cds, and 3’-utr. Since mRNA and its parts
(i.e., the UTR and CDS regions) are transcribed from DNA, then mRNA,
3’-utr, 5’-utr, and cds classes represent the locations in the DNA that are
transcribed to obtain them. Again, this representation was a consequence
of having to deal with format-specific raw data where RNA-based genomic
components were located in a DNA-based system of coordinates.

Genes are the templates used by the cellular machinery to synthesise Pro-
teins, which are composed of Domains. A Domain is a structural part of a
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protein that is common among multiple proteins and is self-stabilising (i.e.,
a Domain folds independently from the rest of the protein structure). Evo-
lution uses Domains as building blocks to create novel Proteins. Every
Protein is made of several Domains, but we cannot make such an assertion
in the CSCG because current knowledge is incomplete, and there are several
Proteins whose Domains have not been identified due to technological lim-
itations.

Proteins can be associated with Gene Ontology (GO) terms, depicted in
the CSCG with the go class. This class is a technologically-oriented class
used to represent the information stored in the GO data source. Most of the
information in GO has been generated through computational methods and
is very technology-dependent. It is important to note that GO characterises
the functionality of gene products rather than genes. Although there are other
gene products, Proteins are the only gene product that is relevant for this
use case. There is a particular type of Protein, known as an Enzyme,
whose role is to catalyse (i.e., accelerate) chemical processes. In our schema,
these chemical processes are pathways consisting of several chemical reactions
chained together. We have abstracted such complexity because domain experts
are only interested in knowing in which specific Pathways Enzymes work.

There are families of genes that have evolved from a common ancestor; such
groups of genes are called orthologous groups (represented in the CSCG through
the OrthologGroup class). This knowledge is crucial to unravelling the phy-
logenetic history of citrus, especially if the grouped Genes code for Enzymes.
This is because their changes tend to be more disruptive and, therefore, alter
phenotype expression. The available information regarding orthologous groups
was stored in raw tabular files that associated the data source-specific identi-
fiers of genes. These genes needed to be mapped and transformed so that they
could be integrated with the rest of the data.

Thousands of variations in the DNA sequences of citrus specimens are found,
and each specimen pertain to a particular Species. Since the same Variation
can appear in different specimens, the identification of a given variation in a
specific specimen is reported through a class called Lecture, which contained
additional specimen-specific information. The data obtained from the sequenc-
ing machines was stored in VCF files, combining biological (e.g., the genotype)
and technological knowledge (e.g., quality of the sequencing process) using a
technological-specific data format. In addition, variations were annotated
with functional prediction software. In the schema, Annotations indicate
structural and functional changes of a variation for a gene, an intergenic re-
gion, or an mRNA depending on its location in the DNA sequence. Since the
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reference sequence was used for identifying and annotating the DNA varia-
tions, the data had a high degree of redundancy. For instance, two VCF files
containing the same variation stored the same variation-specific information
and SnpEff annotation.

3.2.3 Conclusions

Throughout this section, we have answered RQ4: Why/What/How to gener-
ate a conceptual schema of the genome for anon-human species? The concep-
tual schema (i.e., the CSCG) described above constitutes the second contribution
of this thesis. Working with such technologically-oriented data required further
conceptualisation efforts before carrying out data integration processes. The
generated conceptual schema was biased due to the inherent limitations of the
data. Even conceptualisation processes were more complicated because domain
experts used technology-specific terms rather than their biological equivalents.

The significant differences with the data management of the citrus use case
resulted in a conceptual schema that represented some of the concepts very
differently when compared to the CSHG representation. However, the CSHG
and the CSCG are two instances of the same ontology, namely, genomics.
While the CSHG consisted of a precise representation of genomics components,
the CSCG included technological aspects because technological and biological
concepts were mixed in the data.

3.3 The Conceptual Schema of the Genome

The creation of the CSCG resulted in two conceptual schemas that, in reality,
are different instances (i.e., humans and citrus) of the same conceptualization
process: the genome. It is clear that differences between both conceptual
schemes exist, but they also have strong similarities, such as the division of
the DNA sequence into its structural parts or the protein synthesis process.
Thus, we propose that it does not matter the species from which the genome
is being studied; we should be able to conduct these studies using the same
conceptual schema. To achieve this challenge, we need to generate a conceptual
schema that is species-independent (G2.3).
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3.3.1 Introduction

The heterogeneity and diversity of genomics use cases we have encountered
have been remarkable; the motivating factor for the development of each con-
ceptual schema was quite specific. The CSHG focused on modelling the human
genome to improve data management in the field of precision medicine and
also sought to improve genetic diagnosing by providing a detailed and holistic
representation of the genome. The CSCG focused on modelling how current
technologies capture and represent the citrus genome; its goal was to facilitate
the identification of DNA variations responsible for the existing variability in
the expression of characteristics of agricultural interest.

Despite having developed different conceptual schemes for different species,
genome representation is a problem that affects all species of living beings
because the genome is what explains life on our planet. Conceptual schemes
that focus on a specific species could be seen as a limitation in this context
because studying a different species would require creating a new conceptual
schema to illustrate the particularities of that species accurately. This is what
happens in current practice, thus making it extremely difficult to apply a
holistic perspective to the problem of understanding the genome, enabling
the understanding of life. This incredible challenge is behind all the work done
in this context.

We strongly believe that a conceptual schema that is generic enough to abstract
species concepts and conceptually characterises the genome as a whole is a de-
sirable artifact that should be generated and used. To generate such a schema,
we began by ontologically compare our two conceptual schemes, namely, the
CSHG and the CSCG. From this comparison, we identified their similarities
and differences and created the first version of a species-independent concep-
tual schema (i.e., the CSG).

After generating the CSG, we validated its capabilities with clinical partners
that work in a precision medicine context. They identified a set of limitations
to be addressed prior to the CSG’s use in real-world cases. Overcoming such
limitations led to Version 2 of the CSG.
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3.3.2 CSG Version 1

The identification of the genome information items that are more relevant for
each use case has been an essential task in achieving our goal. The changes re-
quired for creating the CSG are analysed and reported below. The comparison
has been divided based on the conceptual views of the CSHG because it covers
a wider range of relevant genomics concepts. We followed the subsequent or-
der: i) the structural view, ii) the transcription view, iii) the variation view,
iv) the pathway view, v) the bibliography and databank view.

The Structural View

For humans, the CSHG has an abstraction mechanism in which any existing
element located in the genome sequence, such as genes, can be modelled. This
approach is also used for citrus in the CSCG, meaning that the semantics of the
ChromosomeElement and Sequence classes are equivalent. This charac-
terisation is generic enough to achieve our goal and allows for representing any
eventual species-specific genomic element. However, the concept of scaffold
was not explicitly defined in the CSHG.

As we mentioned above, the concept of scaffold results from the current lim-
itations of current sequencing technologies. Each sequenced species has a set
of scaffolds from which chromosome sequences were built. This concept is an
example of how core concept definitions can be ambiguous and hard to model
even with the help of domain experts. The characterisation of the scaffold was
complex. When domain experts used the CSHG, they did not differentiate
between a chromosome and its corresponding scaffolds. However, the domain
experts that used the CSCG were able to explicitly distinguish these concepts.
Indeed, they are not equivalent; the scaffold concept pertains to a technological
dimension and will, by definition, represent a fragment of the sequence of a
chromosome, which pertains to a purely biological dimension.

We decided to make the Scaffold explicit in the CSG (see Fig. 3.7) because
the scaffolding process is inherent to the sequencing process of any species.
It is modelled as an entity containing a chromosome sequence. This solution
allows us to represent scaffolds containing entire chromosome sequences and
scaffolds containing just a part of the entire chromosome sequence. Also, this
addition was needed because working with particular scaffolds, rather than
working directly with chromosomes, was an essential task in some genomic
domains that we had not yet faced[138].
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Figure 3.7: Changes for obtaining the structural view of the CSG. Additions are depicted
in green while deletions are depicted in red.

The Transcription View

The CSHG and the CSCG have a high degree of similarity regarding the
representation of transcription processes. The CSHG differentiates between
those ChromosomeRegions that can be transcribed (i.e., Transcript-
ableElements) and those that regulate such transcription (i.e., Regula-
toryElements). The most relevant TranscriptableElements element
is the Gene, which we defined as “a union of genomic sequences encoding a
coherent set of potentially overlapping functional products” [139]. This defi-
nition is represented in the CSHG using an aggregation relationship between
the Gene and the ChromosomeElement. This approach also allows us to
instantiate more exotic occurrences such as genes with regulatory elements of
other genes inside their sequence, nested genes (i.e., a gene that inside a larger
gene) [140], or trans-splicing (i.e., a transcript originated from different gene
sequences) [141].

The main difference between transcription in the CSHG and in the CSCG is
that the latter is not able represent regulatory elements because, unlike with
humans, the knowledge needed to identify them in the citrus genome is not
yet achieved. However, the CSCG has two concepts that are missing in the
CSHG, namely, the protein Domains and the groups of orthologous genes
(represented in the CSCG as OrthologGroups).

Protein domains are defined as “the basic, independent unit of protein folding,
evolution, and function” [142]. The CSHG represents proteins as a homoge-
neous unity that performs a given functionality. However, each protein domain
performs a specific task contributing to protein functionality. An orthologous
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group is a set of genes that have evolved from a single gene in a common
ancestral and are created by speciation events.

We included these two missing concepts in the transcription view of the global
CSG (see Fig. 3.8). With these additions, proteins are composed of Domains,
and the OrthologGroup clusters sets of genes and, optionally, another set of
associated proteins. As a result, we can decompose proteins into their molecu-
lar domains, which is essential for providing accurate protein functional classifi-
cation [143]. We can also apply phylogenetic studies and comparative analysis
to study thousands of evolutionary studies and improve gene identification
[144].
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Figure 3.8: Changes for obtaining the transcription view of the CSG. Additions are depicted
in green while deletions are depicted in red.

The Variation View

The CSHG was conceived as an abstract representation of the genome itself.
This means that, unlike the CSCG, it does not represent individuals. Thus,
we identified two limitations of the variation view of the CSHG compared to
the CSCG. The first limitation was the absence of the Species concept, which
is crucial for a species-independent conceptual schema. The CSCG considered
this concept because domain experts worked with several citrus species.

The second limitation is how variations are represented, which is related to
not representing individuals explicitly. The CSHG modelled variations at the
general level (i.e., the variation itself) and at the population level (i.e., the
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frequency of appearance of a variation in a given group of individuals); but
it did not model the individual level (i.e., individual-specific particularities of
a variation). For citrus, the CSCG considered variations at the general and
individual levels, but it did not consider the population level.

To overcome these limitations, we first included the concept of Species in the
CSG (see Fig. 3.9); we defined it as an entity associated with its corresponding
set of chromosomes. Then, we modelled the individual level by creating the
notion of Individual and connected it to the Population class to show that
a Population is composed of a set of Individuals. Finally, we added the
Lecture entity as an association class between Individual and Variation
in order to allow the individual level in the CSCG.
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Figure 3.9: Changes for obtaining the variation view of the CSG. Additions are depicted
in green while deletions are depicted in red.

The update described above resulted in the improvement of management and
knowledge extraction for both human and citrus data. For humans, we can
study the appearance of variations in specific individuals. For citrus, we can
focus on the study of haplotypes, which is a topic of interest to estimate het-
erozygosity rates of citrus species [145].
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The Pathway View

The CSHG represented pathways and their inner processes with a highly
generic and flexible approach, including the events that compose each pathway,
how they are related, and the participating biological entities. This approach
allows us to model pathways with the desired level of granularity and gen-
erate hierarchical structures with them. The upper-level concept of the event
specialises into the process (i.e., an atomic event that cannot be further decom-
posed) and the pathway (i.e., complex events that can be further decomposed
into other events, either pathways or processes). Each process (i.e., an atomic
event) is associated with the set of biological entities that act as input, output,
or regulator.

The level of knowledge associated with biological pathways in citrus is much
lower. This knowledge gap can be seen in the CSCG, where pathways are
represented as indivisible events, ignoring their internal processes. Also, only
enzymes are associated with pathways without considering other relevant bio-
logical entities participating in pathways. We conclude that no changes to this
view of the CSHG are needed.

The Bibliography and Databank View

The CSHG allowed us to model the bibliography of the represented genomics
components and identify them in external data sources. The CSCG did not
include information regarding the bibliography of the data or its origin. There-
fore, no changes to this view of the CSHG are needed.

Conclusions

Our experience showed that working with different species leads to focusing on
different dimensions. The result of our work led to the generation of the first
version of a species-independent conceptual schema (i.e., the CSG). This result
responds to RQ5 and is the third contribution of this thesis. The CSG was
developed by comparing the artifacts generated in two individual exercises in
which conceptual modeling techniques were applied to represent the genome
of two different species (i.e., human and citrus). This comparison highlights
the importance of explicitly differentiating technological and biological aspects
when modelling the genome. It also shows the main conceptual differences
between characterising the genome and its manipulation as a generic model
versus its particular instantiation in individuals.
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The experience accumulated from analysing the human and citrus genomes has
allowed us to design a holistic conceptual schema that captures the essential
aspects of the genome structure, identifying all of the relevant concepts that
represent the knowledge associated with the genome regardless of the species.

An opportunity to validate the capabilities of the CSG together with real-
world users arose via a collaboration with clinical partners, discussing the
CSG, who focus on precision medicine and genetic diagnosis. As a result of
the preliminary interactions with the new partners, we identified specific parts
of the schema that required further attention and extension before its use by
real-world users. The next section presents a comprehensive discussion of the
identified limitations and how they were resolved.

3.3.3 CSG Version 2

The emergence of precision medicine has transformed the understanding of
medicine, moving from a reactive approach focused on curing diseases, towards
being more proactive and aimed at disease prevention. Apart from prevention,
precision medicine also aims to improve diagnosis and treatment by providing
individualised treatments. Although the concept of precision medicine is not
clearly defined [146], some attempts have been made at its delimitation. König
et al. define precision medicine as “a standardized process that incorporates
and exploits clinical data, lifestyle, or genomics information, among others”
[146], while Agusti et al. define it as “the stratification of patients using novel
approaches” (i.e., genotype-based approaches rather than typical symptoms)
[147].

Providing high-quality precision medicine depends not only on genomics data
but also on other omics data such as proteomics or metabolomics. Based on
the definitions of precision medicine provided above and the discussions with
domain experts, we have identified four issues that need resolving to improve
the CSG:

1. Proteomics7: The first issue is that the representation of proteins lacked
depth in Version 1 of the CSG. Proteins were represented as biological
entities composed of smaller building blocks called domains. However,
in proteomics, many more pieces of information that were not explicitly
represented (e.g., the protein’s size, structure, or physicochemical prop-
erties) are not taken into account. In order to exploit the full potential

7A field dedicated to the large-scale study of proteins.
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of proteomics and increase the accuracy of precision medicine, the CSG
must extend and improve how proteins are represented.

2. Clinical Actionability: Precision medicine is still based on interpret-
ing or predicting the consequences of DNA variations in the human body,
which are summarised using the concept of “clinical significance”. In this
context, correctly assessing the clinical significance is crucial. However,
submitters interpret DNA variations several times and for different phe-
notypes, and the information they provide differs frequently. Therefore,
the CSG should better capture possible discrepancies regarding the clin-
ical significance of variations.

3. Biological Entities and Metabolomics8: After a first approach to
studying metabolomics, it was noted that the representation of biological
entities and how they are interconnected needed to be improved. In ad-
dition, the classification of biological entities was not ontologically clear.

4. The role of biological entities: The last improvement was related
to the role biological entities play with respect to a phenotype. What
function of which protein is altered when a genetic-based disease is man-
ifested? How are protein or enhancers’ functions altered when DNA vari-
ations occur? Answering these questions was impossible with Version 1
of the CSG, which needed to represent the roles of biological entities and
how variations can alter them.

We elaborate on each of these four problems through the rest of this section.
Solving them has led us to the current, last version of the CSG: Version 2.

Proteomics

Proteins are macromolecules that play a fundamental role within every cell and
metabolic reaction. For instance, protein kinases are associated with learning
and memory processes [148], while high concentrations of C-reactive protein
(CRP) increases the risk of developing heart diseases [149], etc. The first ver-
sion of the CSG lacked appropriate protein representation and, thus, required
the addition new concepts and relationships to cover three missing topics:

• Describing protein properties [150], [151]: proteins are not isolated en-
tities, they have biophysical and chemical properties that interact with

8A field dedicated to studying metabolites and their interactions in cell chemical processes.
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the surrounding environment. This alters their functionality and effi-
ciency. For instance, the optimum pH for the Phosphatidylserine lipase
(ABHD16A) enzyme is between 7.2 and 8.0 [152], the Pyruvate kinase
(PKM) enzyme has a Michaelis constant (KM)9 value of 2.7 mM for
phosphoenolpyruvate at 32 degrees Celsius [153], etc.

• Characterising protein isoforms [154]: protein isoforms are highly similar
proteins that are obtained from the same gene or family of genes. They
can be generated by either alternative promoter usage [155], alternative
splicing [156], alternative initiation [157], or ribosomal frameshifting [158].
It is crucial to consider not just proteins but also their isoforms since they
can have different functionalities. For instance, the Epidermal Growth
Factor Receptor (EGFR) protein has four isoforms. While isoforms 1, 3,
and 4 are growth factors, isoform 2 acts as an antagonist. Also, isoform
2 is much smaller [159] and is expressed in ovarian cancer [160]. Another
example is the Vascular Endothelial Growth Factor A (VEGFA) protein,
which has seventeen isoforms.

• Representing protein structure [161]: proteins fold in space, creating
three-dimensional structures. These structures are stabilised by means
of polar hydrophilic hydrogen, ionic bond interactions, and internal hy-
drophobic interactions between non-polar amino acid side chains [162].
Protein functionality depends on its three-dimensional structure; thus,
studying protein structure can improve identifying the potential func-
tionality of novel proteins and infer how to change such functionality
by altering the protein sequence. Since the availability of new protein
sequence data continues to outpace the availability for generating exper-
imental protein structure data by far, there is a great need for accurate
protein modelling tools [163].

The changes that allowed us to deal with the three topics described above are
depicted in Fig 3.10. We started by studying the currently available knowledge
in the domain by performing an in-depth study of the Universal Protein Re-
source (UniProt) database [164], which stores valuable information regarding
protein-related knowledge. After gathering all of the relevant information, we
discussed the three topics mentioned above.

For describing protein properties, we included the most relevant Protein and
Enzyme properties. For Proteins, we considered the following properties:

9The KM constant indicates the rate attained when the site of an enzyme saturates with a
substrate.
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Figure 3.10: Changes for obtaining an extended and improved representation of proteins.
Additions are depicted in green while deletions are depicted in red.

• Redox potential : the tendency of a protein (in mV) to gain or lose
electrons.

• Optimum pH : the pH at which protein activity is more efficient.

• Maximal light absorption: the wavelength (in nm) at which photo-reactive
proteins show their maximal light absorption.

For Enzymes, we considered the following properties:

• Minimal temperature: the minimum temperature an Enzyme requires to
perform its activity.

• Maximal temperature: the maximum temperature an Enzyme requires
to perform its activity.

• KM constant : the substrate concentration at which half of the Enzyme’s
active sites are occupied by a Cofactor (i.e., it measures the affinity of
an Enzyme for a substrate).

• Maximal velocity : the substrate concentration at which the Enzyme’s
active sites are occupied by a Cofactor.
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The KM constant and the Maximal velocity measure the affinity of an Enzyme
for a Cofactor. They can be organic or non-organic, water-soluble, and lipid-
soluble.

Proteins can be grouped into Families based on their functionality. We also
represented the Locations where they act.

For characterising protein isoforms, we modelled that each Protein is asso-
ciated with a set of Isoforms, from which one is canonical (i.e., the most
prevalent Isoform, which contains the consensus sequence of a given Pro-
tein). New protein Isoforms can be identified over time with experiments
or computational inference. Based on how an isoform has been identified,
we give them a level of evidence. Besides, isoforms can be Precursor or
Mature. Precursor isoforms undergo post-translational processes to bring
the final, functional protein (i.e., Mature).

To represent protein structure, we described the arrangement of proteins in
space through the primary, secondary, and tertiary structures. The primary
structure defines the sequence of an Isoform. For the canonical Isoform, the
sequence has a set of SequenceFeatures, which are specific regions of the
sequence considered of interest. Sites describe single amino acid sequences
such as cleavage, inhibitory, or breakpoint sites. Regions describe sequences
of more than one amino acid with a functional or biological interest such as a
region that mediates transcriptional activity.

The Regions identified in the primary structure fold and stabilise in three-
dimensional local segments called SecondaryStructures [165]. These struc-
tures fold with specific dihedral angles 10. Here, the ϕ and the ψ angles are
used. They have a limited number of possible values due to the existing chem-
ical effects inside the protein structure (the possible values are identified in
Ramachandran plots). The most common SecondaryStructures are the
Sheet (i.e., the amino acid sequence has an almost linear structure), the Turn
(i.e., the amino acid sequence changes its direction), and the Helix (i.e., the
amino acid sequence is arranged in a spiral).

Helices are the most complex SecondaryStructures. They are charac-
terised by its type, amino acids per turn, translation, radius, pitch, and hydrogen
bond. The type indicates whether it is right-handed or left-handed. The value
for amino acids per turn indicates the number of amino acids needed per turn
of helix, and the turn per amino acid (i.e., the turn in degrees caused per

10A dihedral angle is the internal angle of an amino acid sequence at which two adjacent planes
meet.
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Name Dihedral Type Aa per Turn Translation Radius Pitch Hydrogen
angles turn per Aa of helix bond

Alpha [-60, -45] R/L 3.6 100º .15 .23 .54 i + 4 -> i

310 [-49, 26] R/L 3 120º .2 .19 .06 i + 3 -> i

pi [55, 70] R/L 4.4 87º .11 .28 .48 i + 5 -> i

Table 3.1: Example of helix structures. Aa refers to amino acid. For simplicity, the
description field is not shown. R/L means that the helix can be either right-handed or left-
handed.

amino acid) is derived from this value. The translation indicates the transla-
tion distance (in nm) per amino acid. The radius indicates the radius (in nm),
of the helix. The pitch indicates the vertical distance (in nm) between two
turns. Finally, the hydrogen bond indicates the type of hydrogen bond of the
helix. Table 3.1 illustrates some examples of Helices.

Multiple SecondaryStructures can be grouped to form a SuperSecondary
Structure [165]. For instance, a β-barrel is composed of a tandem of β-
sheets; a helix hairpin is composed of two antiparallel α-helices; a β-hairpin is
composed of two β strands connected by a loop. There is a particular type of
SuperSecondaryStructure called Motif, which appear in the sequences
of several evolutionarily unrelated proteins.

Finally, we modelled the TertiaryStructure elements of the Protein,
which are generated when the Secondary and SuperSecondary structures
fold together and constitute the whole three-dimensional arrangement in space
[165]. There is a particular type of TertiaryStructure called Domain,
which already existed in the first version of the CSG. Domains are the build-
ing blocks of the proteins. They are self-stabilising regions that fold indepen-
dently and have specific functionality. A large number of Domains have been
identified, each with a specific function [166].

Even though Motifs and Domains are both composed of SecondaryS-
tructures, they are completely different nature. Motifs are assembled by
the connection of Helices and Sheets through Turns; they have a struc-
tural function and are not independently stable. Domains, on the other hand,
can be assembled by SecondaryStructures and superSecondaryStruc-
tures structures and use disulfide bridges, ionic bonds, and hydrogen bonds.
They have a unique function are independently stable.

The changes herein presented allowed us to represent the three missing topics.
First, proteins’ most relevant biophysical and chemical properties have been
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identified. Second, protein isoforms and the existence of precursor proteins
that maturate into their final form are now considered with a high level of de-
tail. Third, the three-dimensional arrangement of proteins in space have been
characterised (i.e., the primary, secondary, and tertiary structures). These
changes also allow us to identify variations that alter proteins’ structural and
functional units in the three defined dimensions.

Clinical Actionability

The clinical significance associated with DNA variations (i.e., their conse-
quences in our body with respect to a phenotype) is a crucial aspect of precision
medicine. Interpreting the clinical significance of a variation is a challenging
process that requires gathering and assessing the available evidence. Stan-
dards and guidelines such as the ACMG/AMP [17] or Sherloc [167] guide this
process and improve knowledge generation. The first version of the CSG asso-
ciated Variations with Phenotypes through the Certainty class, which
described the clinical significance and the certainty of such association. The
certainty represented the relevance of the evidence used to establish the as-
sociation. It is crucial in genetic diagnosis since it provides clinicians with a
means to determine whether to include or discard variations when performing
genetic diagnosis.

Several publicly available databases, such as ClinVar, Ensembl, ClinGen, or
CIViC, provide clinicians and geneticists with thousands of variations with
their corresponding clinical significance(s). However, this clinical significance
is usually reported as a unique value without considering that it can change
from one phenotype to another. Even worse, different data sources can suggest
different results. This leads to misinterpretations, worsening precision medicine
diagnosis and introducing an unbearable lightness in such an essential inter-
pretation [168]. More specifically, we identified the following two problems:

• The clinical significance of variations is usually reported as a whole rather
than at the phenotype level. This means that if a variation is pathogenic
for a given phenotype but benign for another, it will be reported as a
variation with conflicting interpretations, which is incorrect because there
is no such conflict. Thus, the clinical significance must be reported at a
phenotype level.

• Because of the situation reported above, conflicts between different inter-
pretations for a variation are not managed appropriately, leading to an
imprecise and deficient result.
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Clinical experts should review each interpretation to assess the correct clinical
significance of variations. This process (if carried out) is tedious, manual,
error-prone, and diminishes the added value of this information for precision
medicine. To solve the above-mentioned problems, we started by precisely
characterising the existing clinical significance types. We identified thirteen
possible values for the clinical significance of a variation:

1. Pathogenic: increases the susceptibility of predisposition to a certain
Mendelian disorder.

2. Benign: reduces the susceptibility of predisposition to a certain Mendelian
disorder.

3. Likely Benign: strong evidence in favor of reducing the susceptibility
of predisposition to a certain Mendelian disorder.

4. Likely Pathogenic: strong evidence in favor of increasing the suscepti-
bility of predisposition to a certain Mendelian disorder.

5. Affects: causes a non-disease phenotype, such as lactose intolerance.
6. Drug Response: alters a specific drug response in some way.
7. Confers Sensitivity: confers sensitivity to a specific drug.
8. Association: identified the association to a disorder in a GWAS study.
9. Uncertain Significance: limited evidence regarding pathogenicity.

10. Protective: decrease the risk of suffering from a disorder.
11. Conflicting data from submitters: groups within a consortium have

conflicting interpretations of a variation.
12. Not Provided: no clinical significance reported.
13. Other: any other possible value.

All these values can be grouped according to their likelihood to cause a poten-
tially damaging phenotype. Thus, we created the ClinicalActionability
concept, which is obtained from aggregating all of the clinical significances in a
Variation-Phenotype association. The ClinicalActionability concept
provides a more precise assessment of the actual Variation clinical signifi-
cance on a per-phenotype basis.

Fig. 3.11 shows the changes made in Version 2 of the CSG to obtain a better
representation of the concept of clinical significance. We included the Clin-
icalActionability class, which is associated to a Variation, a Pheno-
type, and the Certainties from which the ClinicalActionability value
has been calculated. There is only one ClinicalActionability for a Vari-
ation-Phenotype association.

The value attribute of the clinicalActionability class has five possible
values:
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Figure 3.11: Changes for obtaining a better representation of the clinical significance.
Additions are depicted in green while deletions are depicted in red.

1. Disorder causing or risk factor: The variation causes a phenotype
or increases its likelihood of appearing. This value considers the following
clinical significances: pathogenic, likely pathogenic, affects, risk factor,
or association.

2. Uncertain role: The role of the variation in the development of a
phenotype is not clear. This value considers the “uncertain” clinical sig-
nificances or when there are conflicts between clinical significances.

3. Not disorder causing or protective effect: The variation does not
cause a the phenotype or it provides a protective effect against it. This
value considers the following clinical significances: benign, likely benign,
association not found, or protective.

4. Affects drugs or treatment response: The variation affects the
sensitivity or response of a drug or treatment. This value considers the
following clinical significances: drug response or confers sensitivity.

5. Not provided: The clinical significance of variation is unknown. This
value considers the following clinical significances: unknown and not pro-
vided.

Let us illustrate the benefits of the clinical actionability. The c.2843G>A varia-
tion [169] is reported in ClinVar as a variation with conflicting interpretations.

74



3.3 The Conceptual Schema of the Genome

However, when it is analysed at a phenotype level, we see that there is no
conflict regarding its reported clinical significances (see Table 3.2).

Interpretation Phenotype

Leber congenital amaurosis 8
Retinal dystrophy
Retinitis pigmentosa 12

Pathogenic Pigmented paravenous chorioretinal atrophy
CRB1-Related Disorders
Abnormality of the eye
Retinitis pigmentosa

Benign Pigmented paravenous chorioretinal atrophy

Table 3.2: The list of clinical significances associated to the c.2843G>A variation in ClinVar.

Since variations with conflicting clinical significance are usually discarded [170],
the inclusion of the clinical actionability allows for considering some of these
discarded variations. We analysed all of the variations reported in ClinVar and
found that 41,433 have conflicting clinical significances. Cardiopathies, cancer,
and muscular dystrophies are the most affected diseases associated with these
variations. The clinical actionability will help clinical experts to filter some of
these variations better and avoid missing important information.

Biological Entities and Metabolomics

The conceptualisation of biological entities in the Version 1 of the CSG required
an improvement. The previous approach considered four types of entities:
Simple, Complex, Polymer, and EntitySet.

Simple entities were the elementary entities that took part in processes. There
were six types of Simple entities11:

• dna: represented all of the possible molecules of DNA.

• rNA: represented all of the possible molecules of RNA.

• Protein: represented all of the possible molecules of amino acids.

• Basic: represented those Simple entities that are not dna, rna, or
Proteins.

11For simplicity, Fig. 3.12 does not depict the relationships between the child classes of polymer
and monomer (e.g., the relationship between DNA and Nucleotide.
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• Nucleotide: represented the atomic elements that compose dna and
rna.

• AminoAcide: represented the atomic elements that compose Proteins.

Apart from the Simple entity, there were three other types of entities. First,
the Complex, which was an aggregation of at least two Entities (called Com-
ponents) that contribute differently to the whole. Second, the EntitySet,
which clustered Entities that play an equivalent role in a given Process.
Third, the Polymer, which was a concatenation of several instances of the
same type of Entity.

There were five issues regarding how Entities were characterised:

• EntitySets clustered Entities that can be interchanged in an event.
However, they were not associated with that specific event.

• The representation of some of the concepts was confusing because they
were represented twice in the model. For instance, the dna is not only a
Simple entity, but it is also a Polymer.

• dna, rna, Proteins, Nucleotides, and Aminoacids should not be
represented at the same level of hierarchy because the last two are the
compositional parts of the first three.

• Only one type of AminoAcid chain was represented: the Protein. How-
ever, other types, such as oligopeptides, exist and should be considered.

• Saccharides (i.e., carbohydrates and sugars) were not described in the
model. Because of their biological importance and complexity, they
should be explicitly represented and characterised.

We solved the first issue by creating a new association between the EntitySet
and the Event. Besides, the EntitySet is no longer a type of Entity.
Conceptually speaking, an EntitySet groups a set of Entities that can be
used indistinctly in a Event because they play an equivalent role, but it is
not a sub-type of entity.

Regarding the second, third and fourth issues, we completely reevaluated the
concept of Entity. As Fig 3.12 shows, the Entity is now specialised into
Complex, Simple, and EntitySet. The concept of Simple is more generic
and contains three sub-types, namely, Monomer, Polymer, and basic.
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Figure 3.12: Changes for obtaining an improved representation of biological entities. Ad-
ditions are depicted in green while deletions are depicted in red.

The Monomer represents the atomic molecules that can be chained to create
larger entities with homogeneous internal structure (i.e., Polymers). Monomers
are characterised by their physical structure (i.e., cyclic or linear), their polarity
(i.e., polar or non-polar), and their skeletal formula. The most representative
Monomers in life forms are the Nucleotide, the Monosaccharide, and
the AminoAcid [171].

The Polymer represents the larger entities that are composed of a set of
Monomer entities of the same type. There are three types of Polymers,
each with its corresponding Monomer. The first type is the NucleicAcid,
which is composed of Nucleotides. A nucleic acid can be DNA if it is
double-stranded and contains Thymine, or RNA if it is single-stranded and
contains Uracil. The second type is the Saccharide, which is composed of
Monosaccharides. A Saccharide is a Disaccharide if it is composed
of two Monosaccharides. A Saccharide is an Oligosaccharide if it
is composed of between two and twenty Monosaccharides; otherwise, it
is a polysaccharide [172]. The third type Peptide, which is composed of
AminoAcids. A Peptide is an Oligopeptide if it is composed of less than
fifty AminoAcids; otherwise, it is a Protein [173]. All of these restrictions
regarding the size such biological entities are captured though the min and
max attributes of the Polymer class.

Lastly, the Basic represents chemical compounds that can be used in biological
processes, such as water or Adenosine Triphosphate (ATP). Some Basics can
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be required by Enzymes to perform their catalytic activity (i.e., Cofactors).
For instance, Vitamin C is an organic, water-soluble Cofactor; Vitamin A
is an organic, lipid-soluble Cofactor; and Zinc is an inorganic Cofactor.

These changes allowed us to correct the five issues mentioned above: Enti-
tySets are associated with the Event of interest; we improved the repre-
sentation of those concepts whose representation was not precise; we made
differentiations between Polymers and Monomers; we expanded the types
of AminoAcid chains (i.e., peptides) represented in the model; finally, we
included the Saccharides in the schema.

The Roles of Biological Entities

Every biological entity has a set of specific roles in our body. However, they
can be altered when DNA variations are present in the genome, manifesting
genetic diseases. This was not adequately represented in Version 1 of the CSG.
The main limitations of the first version of the CSG can be summarised into
the following four points:

• The high-level role of biological Entities with respect to a Phenotype
was not explicitly represented.

• The alteration of such roles caused by Variations was missing.

• An Entity TakesPart in a Process in a specific Location, not the
entire body; this was not considered. Also, it is crucial to distinguish
between the location of an Entity (e.g., between extracellular glucose
and cytosolic glucose).

• We could only represent changes (i.e., Processes) that modify Enti-
ties; but we could not represent other changes or effects such as the
movement of an Entity inside a cell or the change of intracellular pH.

For representing alterations in EntityRoles because of DNA Variations,
we specialised this class into the DefaultRole and the AlteredRole. Al-
teredRoles can be caused by a set of Variations. Here, we decided not to
consider a minimum cardinality of 1 because, sometimes, there is no knowledge
available regarding which Variations alter a specific Role.

Some examples that demonstrate the importance of such an addition in the
CSG are the following:
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Figure 3.13: Changes for obtaining a better representation of the roles of biological entities.
Additions are depicted in green while deletions are depicted in red.

• The CD22 gene codes for the B-cell receptor CD22 protein. The default
role of this protein is to disrupt microglia cell function, but an altered role
causes detritus accumulation in the brain, which produces Alzheimer’s
disease [174], [175].

• The Optineurin protein is coded by the OPTN gene, and it plays an
important role in the maintenance of the Golgi complex, in membrane
trafficking, and in exocytosis [176]. The expression of the Optineurin
protein is regulated by intraocular pressure [177]. However, some DNA
variations causes the Optineurin protein to selectively promote cell death
of the retinal ganglion [178] or it increases the risk of suffering Normal
Pressure Glaucoma (NPG) [178].

Further, more examples can be found in several degenerative and neurodegen-
erative disorders, such as Parkinson’s disease [179]. Annotating the Roles of
Entities is crucial in establishing genotype-phenotype associations, which is
essential for understanding how life works.

For modelling location-associated information, we created the Location class.
Initially, we associated this class to the Entity. However, we identified some
situations that could not be adequately represented with this approach:

• Entities can have different Roles in the same Location.

• Entities can have the same Role in different Locations.

79



Chapter 3. Treatment Design

• Entities can have different Roles in the different Locations.

• The Role of an Entity can change depending on the specific Process
it is involved in.

Thus, we linked the Location with the TakesPart class. With this ap-
proach, Entities TakePart in Processes within specific Locations, which
is a significantly more precise conceptualisation of how life works.

Finally, we observed that, in Version 1 of the CSG, the result of Events only
considered Output Entities. This is a useful and correct approach, but it is
not complete because Events can cause a more abstract change in our body.
For instance, the “transportation of bicarbonate through the ion channels”
Event regulates the body’s pH. To consider such changes , we created the
notion of Effect, a more generic consequence, characterised by a name and
a description, that is triggered after a given Event occurs.

Conclusions

All the improvements discussed above focused on covering different aspects of
precision medicine, resulting in Version 2 of the CSG, a conceptual framework
that can be applied in different genomic contexts. This result is associated
with RQ5 and is the fourth contribution of this thesis. This contribution is
noteworthy for two reasons. First, it is a sound conceptual representation of
the genome that is generic enough to be used regardless of the species. Second,
domain experts have reported that our schema is ready to be used in real-world
use cases.

3.3.4 Conclusions

Throughout this section, we answered RQ5: Why/What/How to generate
a conceptual schema of the genome that is species independent? First, we
ontologically compared the CSCG and the CSHG to generate the CSG. Then,
it was validated by domain experts, who raised concerns that required further
improvement of our schema, leading to version 2 of the CSG. For the first time,
we have a conceptual modelling artifact that is ready to be used in real-world
scenarios.

However, these domain experts also pointed out that the size of the CSG may
be too broad for certain specific use cases. The CSG is appropriate for domain
understanding and communication, but there may be instances where some-
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times the concepts needed for real-world use cases will only cover a small part
of the schema. As examples, a detailed characterisation of protein structure is
not needed to integrate the clinical significance of variations associated with
a given disease, or the characterisation of biological pathways is not necessary
when geneticists focus on population studies.

3.4 The ISGE Method

Considering the feedback from domain experts and in order to promote the use
of the CSG, it must adapt to the particularities of each use case and provide
only the relevant pieces of information needed. Thus, we must facilitate the
adoption of the CSG to work with genomics use cases (G2.4).

3.4.1 Introduction

In this section, we have developed a method called ISGE (Identify, Select and
GEnerate) for optimising schemes in particular contexts. This method creates
conceptual views from the CSG that are tailored to the particular specifications
of each use case under study. Our goal is that these conceptual views fulfil the
requirements of any working domain while reducing the complexity and the
amount of time required to understand and adopt them.

The correct genomics data management, the efficient knowledge sharing, and
the deep domain understanding we want to achieve strongly depend on the
CSG. We envision our schema as the single point of truth from which a univer-
sal conceptualisation of the relevant genome properties common to any partic-
ular species is provided.

The CSG results from the research work presented in this Ph.D. thesis: it is
more extensive, complete, and complex than its predecessors (i.e., the CSHG
and the CSCG). The CSG excels at providing a comprehensive representation
of the genome. However, efficiency, in terms of understandability and adoption,
is crucial in real world use contexts. We can improve such an efficiency by
reducing the size of the CSG, thereby delivering portions of the CSG that
focus on the particularities of a given use case. In other words, why would we
use the whole CSG if we are only interested in working with two of its views
(e.g., the variation view and the pathway view).

We envision a more appropriate solution, namely, to provide a mechanism to
hide those parts of the schema that are irrelevant for the specific use case under
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study, thus reducing noise and complexity. There is an important difference
between the concepts of “view” and “conceptual view”. On the one hand, a view
of the CSG is a cluster of classes that share a common aspect. For instance,
the variation view clusters those classes associated with changes in the DNA
with respect to the sequence of reference. On the other hand, a conceptual
view is what is generated when the ISGE method is applied, and it constitutes
an independent schema itself (see Fig. 3.14 for a more visual clarification).

View 1

The Conceptual Schema of the Genome (CSG)

View 2 View 3

View 4 View 5 View 6

The ISGE method

View 2
View 3

View 5

Vi
ew

 1

Vi
ew

 2

View 4

Instantiation 1

Instantiation 2

Conceptual View 1

Conceptual View 2

Figure 3.14: A visual clarification for the concepts of view and conceptual view. The CSG
is divided into views, which cluster classes based on a common aspect. The ISGE method
generates conceptual views, a subset of CSG classes tailored to a use case specification. For
instance, View 1 of the CSG clusters 20 classes, none of which are part of Conceptual View
1, and only a tiny fraction is part of Conceptual View 2.

The ISGE method constitutes a framework that allows for the generation of
conceptual views from the CSG that are adapted to the requirements of a
specific use case. This framework facilitates using the CSG, reduces complex-
ity, and increases the reuse of previously accumulated knowledge. The ISGE
method minimises conceptual overload and allows researchers to focus on the
relevant parts of the CSG.

3.4.2 Phases of the Method

The ISGE method is divided into three phases:

1. Identify: The relevant knowledge for the specific use case is identified in
this phase. A set of interviews and focus groups are conducted with domain
experts to make such knowledge as explicit as possible. After the initial dis-
cussions, a first draft of the use case description is generated. This draft allows
for a better conceptualisation of the problem and aims to make implicit knowl-
edge of the domain explicit. An additional benefit of Phase 1 is that it allows
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non-experts to clarify complex concepts, resulting in potential improvements
to the model.

The artifact obtained from this phase is a detailed textual description of the
use case under study. This artifact is used in the next phase to identify relevant
classes that will be used to build the conceptual view.

2. Select: The selection of the required CSG classes is carried out in this
phase. The textual description is mapped to the corresponding classes of the
CSG, generating a first draft of the conceptual view. This correspondence
complements the use case description, achieving full traceability from require-
ments to the conceptual view to be created. This process is carried out on a
per-view basis. Table 3.3 shows the template used to carry out this process.

Sentence Class(es) Explanation

On a per-view basis

A sentence of interest that justifies
including a set of classes from the
CSG into the conceptual view.

the set of
classes.

Any further clarifications regard-
ing this sentence-classes association
should be written here.

Table 3.3: This template associates portions of the artifact generated in the “identify”
phase with classes of the CSG.

Once the first draft is generated, it is discussed and validated with domain
experts. Two additional tasks emerge during these discussions. The first task
is to evaluate the consistency of the model. For instance, this involve ensuring
that no portions of the schema are isolated or it may involve dealing with gaps
of knowledge. Imagine that a given domain contains data regarding genes
and proteins but lacks data regarding transcripts. We must adapt to such
situations and modify the schema by creating temporal links that collapse
absent knowledge between classes. It is common for domain experts to identify
such inconsistencies because they work with domain data and are aware of such
limitations. Table 3.4 shows the template used to create such temporal links.

Original 3–tuples New 3–tuple Explanation

A set of 3–tuples in the form of
“source class - relationship - desti-
nation class” that cannot be repre-
sented in the conceptual view

The new 3–tuple (using the
same format) to represent
the original 3-tuple(s)

The reasons
that justify such
change in the
conceptual view.
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Table 3.4: This template reports on the changes conducted to solve consistency issues (i.e.,
the creation of temporal links that did not exist in the CSG).

The second task is the identification of proposals to improve or enlarge the
CSG. As the advances in genome knowledge and understanding are made, there
may be instances where particularities of a use case cannot be appropriately
described with the CSG. This situation is an excellent opportunity to make
implicit (or even previously unknown) knowledge explicit with the ontological
support of the domain experts working with such concepts. Appendix 3.5
shows the template used to propose improvements to the CSG.

Conceptual view Proposal
Title Description

The conceptual view from which the
proposal has been generated.

Title of the proposal. A more detailed pro-
posal.

Table 3.5: This template describes proposals to improve or enlarge the CSG as a result of
applying the ISGE method to a particular domain.

The artifacts obtained from this phase are the following: first, a document
containing the mapping between the textual description and the classes of the
CSG and, optionally, a document identifying model inconsistencies and how
they were solved; second, a document with the set of identified proposals for
improving the CSG.

3. Generate: The conceptual view is generated in this phase. The artifact
obtained from this phase is a novel conceptual view that is tailored to the
specifications of a given use case, with full traceability from requirements to
model.

3.4.3 Conclusions

Throughout this section, we answered RQ6: Why/What/How to create a
method to generate subschemes of the Conceptual Schema of the Genome?
The ISGE method is a methodological framework that allows for creating con-
ceptual views of the CSG. This method is the fifth contribution of this thesis.

Another benefit of this method is the flexibility we gain when facing different
problems. The whole CSG can be used if the main goal is domain understand-
ing or communication. However, suppose that the main goal is to improve
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genomics data management in a specific use case that only considers a small
fraction of the CSG. In that instance, the ISGE method can create a conceptual
view that is more appropriate for working with such data.

3.5 The Ontological Unpacking

So far, we have applied traditional conceptual modelling techniques. Now
we aim to use an ontology-based conceptual approach to capture and better
represent the particularities of genomics. (G2.5).

3.5.1 Introduction

The “ontological unpacking” process consists of a model-to-model transforma-
tion where the input is a traditional conceptual model. After this, a founda-
tional ontology is used to generate an ontology-based conceptual model (see
Fig. 3.15).

INPUT
A traditional 

conceptual model

OUTPUT
An ontology-based 
conceptual model

A foundational ontology + An Ontology-based conceptual modeling

Figure 3.15: An schematic representation of the Ontological unpacking process

We used OntoUML12 to include the semantics defined by UFO. As mentioned
above, this unpacking consists of transforming a “flat” UML Class Diagram
model into a OntoUML model.

The ontological unpacking process has been carried out over a subset of classes
of the pathway view of the CSG along with some additional classes from other
views (for a complete representation of the considered schema, see 12-experi
ment_uml.pdf file13 in [180]). This is because the pathway view reflects very
critical aspects of the genomics domain, including how genome elements inter-
act over time to produce biological behaviour.

12OntoUML is a UML extension based on UFO to conduct ontology-driven conceptual modeling.
13https://zenodo.org/record/7071090/files/12-experiment_uml.pdf
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We transformed our classic UML model into its ontologically well-grounded
counterpart using OntoUML, an ontology-driven conceptual modelling lan-
guage based on UFO. OntoUML provides us with stereotypes to characterise
classes and relationships with the UFO constructs. Below, we present to the
reader the fundamentals of UFO and the class stereotypes used during the
ontological unpacking exercise.

UFO differentiates between Types and Individuals. Types are defined as ab-
stract things we create to classify the world around us, whereas Individuals are
particular instances of a given type. This relationship between an Individual
and its Type is called instantiation. Additionally, there are Types that are
first-order, meaning that they are instantiated by individuals, and Types that
are higher-order, which are instantiated by other Types. Let us illustrate this
with two examples:

• “Person” is a first-order Type, and the readers of this thesis are Individuals
that instantiate the person Type.

• “Wolf” is a first-order Type that instantiates the “mammal” higher-order
Type.

There are five principles that need to be considered to understand UFO:

• Time: UFO distinguishes between endurant and perdurant Individuals.
Endurants are defined as objects that exist in time, including their ex-
istentially dependent properties. Perdurants are defined as events that
happen within a specific time frame. For instance, this thesis is an En-
durant, while the act of reading it is a Perdurant. Endurants are classified
based on multiple dimensions, which are explained below.

• Sortality: It differentiates between Types that provide a uniform princi-
ple of identity to their instances (sortal) and Types that do not provide it
(non-sortal). A principle of identity is what makes things what they are
and allows us to distinguish between two Individuals unequivocally. An
identity principle has a set of constraints regarding its nature: it points to
a single Individual and to the Individual as a whole, and it always points
to the same Individual. To illustrate, what is the identity principle for a
person? Its name is not valid because it is not unique; its social security
number is not valid because it is not universal. It could be the case that
the answer to this question is the person’s DNA sequence. As we can see,
defining an identity principle is challenging. However, we know that it
exists.
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• Rigidity: It is a meta-property of Types associated with the instantiation
of Types by Individuals. A Type can be rigid, non-rigid, or anti-rigid. It
is rigid if it is instantiated in all possible scenarios in which its associated
Individual exists. It is non-rigid if there is at least one scenario in which
it is not instantiated, and its associated Individual still exists. It is anti-
rigid if, in every possible scenario, it can cease to be instantiated and its
associated Individual still exists. For instance, the author of this thesis
is a Person in all possible scenarios in which he exists. This means that
the Type person is rigid. However, he was a child during a past period
of time, but not anymore. This means that the Type child is anti-rigid.

• Relational dependence: It indicates whether the classification condi-
tions are based on a relational property or not. For instance, a marriage
is externally dependent on the two people that got married.

• Unity: It is a Type’s characteristic associated with how the parts con-
tribute to the whole in a Type. There are three principles of unity: func-
tional complex (the parts play different functional roles with respect to
the whole), collectives (the whole has a uniform mereological structure),
and quantities (amounts of matter).

Table 3.6 describes the Endurant stereotypes that we have used in the ontolog-
ical unpacking exercise, indicating its sortality, rigidity, relational dependence,
and unity.

Stereotype Description S R RD PoU

Type High-order Type whose
instances are themselves
Types.

Non-sortal Rigid No —

Category Cluster of properties that
are shared by multiple iden-
tity providers.

Non-sortal Rigid No —

Kind An Identity provider Type
whose part contributes in
different ways to the whole.

Sortal Rigid No Functional
complex

Collective An Identity provider Type
whose parts are perceived in
the same way by the whole.

Sortal Rigid No Collective

Subkind Rigid specialisations of rigid
sortals.

Non-sortal Rigid No —

Table 3.6 continues on the next page
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Table 3.6 continued from previous page

Stereotype Description S R RD PoU

Role Specialisation of an identity
provider instantiated in rela-
tional contexts.

Non-sortal Anti-rigid No —

RoleMixin Analogous to Role but for
non-sortals.

Non-sortal Anti-rigid No —

Historical-
Role

Specialisation of an identity
provider instantiated by its
participation in an Event.

Non-sortal Anti-rigid No —

Historical-
RoleMixin

Analogous to HistoricalRole
but for non-sortals.

Non-sortal Anti-rigid No —

Phase Specialisation of an iden-
tity provider instantiated by
changes in intrinsic proper-
ties.

Non-sortal Anti-rigid No —

PhaseMixin Analogous to Phase but for
non-sortals.

Non-sortal Anti-rigid No —

Relator Represents things that must
exist in order for two or more
Individuals to be connected.
They depend on Individuals
to exist.

Sortal Rigid Yes Functional
complex

Quality A particular type of intrin-
sic property whose value is
structured.

Sortal Rigid No Functional
complex

Table 3.6: The list of OntoUML stereotypes used in the ontological unpacking process
reported in this thesis. The third column refers to the sortality principle; the fourth column
refers to the rigidity principle; the fifth column refer to the relational dependence principle;
the sixth column refers to the principle of unity

Table 3.7 describes the relationship stereotypes that we have used in the on-
tological unpacking exercise. The stereotypes described below are defined be-
tween Types; however, there are reflected at the Instance level (i.e., on Indi-
viduals).
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Stereotype Description

characterisation It connects a Quality to its corresponding bearers.

creation It connects an Endurant with the Perdurant in which it was created.

externalDependence Given two events: A and B; A is externally dependent of B if A is
existentially dependent on B and B is mereologically disjoint from A
(i.e A is not part of B, B is not part of A, and A and B do not share
common parts).

historicalDependence Every event has a begin-point and end-point. This stereotype allows
for describing temporal precedence of Events.

instantiation It connects a Type with the stereotypes instantiating it.

material It is derived from a Relator and constitutes a direct association between
the Individuals connected by a Relator.

mediation It connects a Relator and the Individuals it connects.

memberOf It is the parthood relationship between a Collective and its parts

participation It connects an Endurant with a Event in which it participated.

participational Complex events can be composed of other events. This stereotype
allows for defining the “has-part” relationship between events.

termination It connects an Endurant with the Event in which it was terminated.

Table 3.7: The list of OntoUML relationship stereotypes used in the ontological unpacking
process reported in this thesis.

We have carried out the ontological unpacking process to the pathway view
of the CSG (see Fig. 3.16). The resulting OntoUML model can be seen in
13-experiment_ontouml.pdf file14 in [180]. The resulting conceptual schema
has a sound and precise ontological commitment. The two top-level classes,
Entities and Events, were represented as “plain” classes in the original UML
schema. In the OntoUML schema, their conceptual characterisation is more
precise thanks to the finer-grained constructs that differentiate between en-
durants and perdurants. The results are divided based on the changes as-
sociated with endurants (i.e., things that exist), perdurants (i.e., things that
happen), and the participation of endurants in perdurants.

14https://zenodo.org/record/7071090/files/13-experiment_ontouml.pdf
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INPUT
Original Pathway view 

of the CSG in UML

OUTPUT

Unified Foundational Ontology (UFO) + OntoUML modeling language

Pathway view of the 
CSG in OntoUML

Figure 3.16: A schematic representation of how we carrried out the Ontological unpacking
process using the pathway view of the CSG as input, UFO as foundational ontology, and
OntoUML as modeling language

3.5.2 Endurants

The Entity class characterises a wide range of molecules with different iden-
tity principles; thus, we annotated this class with the «category» stereotype.

The first type of Entity is the Complex, which we stereotyped as a «kind».
This type of entity is created when at least two biological Entities are com-
bined. Each of these Entities, known as Component, contributes to the
whole with a specific role. Although a Component is part of a whole, it
does not lose its identity principle, and it can be detached from the Complex
without being destroyed. We captured such particularities by annotating the
Component with the «roleMixin» stereotype. This means that it is instan-
tiated in relational contexts (i.e., when multiple Entities combine to form a
Complex).

A «material» relationship between the Complex and the Component char-
acterises how the parts are connected to the whole. We materialised such a
relationship by means of the new ComponentInComplex class, stereotyped
as a «relator». Since relators are the truth-makers of a relationship, Com-
ponentInComplex captures the interaction_type and stoichiometry of the
Component. An instance of ComponentInComplex is needed to connect
a Component and a Complex. Since every Complex is composed of at
least two Components, at least two instances of ComponentInComplex
per Complex must exist.

The second type of Entity is Simple, which is stereotyped as «category».
This class specialises into Polymer and Monomer, which is also annotated
with the «category» stereotype because they do not provide an identity princi-
ple. The three types of Polymers, namely, NucleicAcid, BasicPolymer,
and Peptide are stereotyped as «collective» because their internal structure
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is homogeneous (i.e., a chain of Monomers that contribute in the same way
to the whole).

Finally, the EntityClass has been stereotyped as «collective» because, al-
though they can group very diverse Entities with different identify principles,
they play the same role with respect to a specific Process.

3.5.3 Perdurants

The Event class (renamed to BiologicalEvent) has been annotated with
the «event» stereotype to represent that they are entities that happen over
time, accumulating temporal parts. This also allowed us to extend the defi-
nition of events with the start and end attributes to support reasoning with
Allen’s time interval relations [181]. In the UML schema, we have a reflex-
ive relationship connecting the Event class with itself. This relationship is
ambiguous because it does not indicate whether it represents mere temporal
precedence between two Events or a strong causal connection. This ambigu-
ity is solved in the OntoUML model by means of the «historicalDependence»
stereotype, which makes explicit that if an Event of type A is historically
dependent on an Event of type B, instances of A are necessarily preceded by
instances of B, but not vice versa.

The characterisation of Events is a direct instantiation of UFO’s structural
partonomy pattern [182]: there are two types of Events, namely, atomic
(i.e., Process) and complex (i.e., Pathway), connected by an aggregation
relationship. This relationship follows the weak supplementation axiom [182],
which imposes that complex entities must be composed of at least two disjoint
parts.

3.5.4 Endurants participating in Perdurants

The participation dimension represents Entities’ role in Processes, and the
OntoUML model expand the previous characterisation. First, we created a
new class called ParticipationInBiologicalEvent stereotyped as «event».
This class islocated between the TakesPart and Process classes and allows
for a Process to be explicitly divided into the individual participation of
Entities. Every instance of this new class is derived from parthood and exis-
tential dependence, and it is bound to a specific specialisation of TakesPart
(i.e., Input, Output, or Regulator, among other roles that may be dis-
covered in the future). In the OntoUML model, events can be divided based
on the atomic parts that compose them or on the individual participation of
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Endurants. For instance, protein synthesis can be decomposed into atomic
steps (i.e., initiation, elongation, and termination), creating segments that use
temporal schemes as external references. It can also be decomposed into por-
tions that capture the individual participation of molecules during the whole
process (e.g., the participation of the ribosome, the participation of the mRNA
strand, etc.).

Second, we annotated the TakesPart class and its specialised classes with the
«historicalRoleMixin» stereotype. This change imposed a minimum cardinality
of one in the association between the TakesPart class and the Process
because, for an Entity to play the historical role, it must have mandatorily
participated in an event.

Another improvement of the new schema is that we can explicitly repre-
sent the creation and termination of Entities. We created two new classes
(i.e., ActiveEntity and DegradedEntity) and annotated them with the
«phaseMixin» stereotype. This stereotype represents changes in the intrinsic
properties of Individuals (in this case, whether or not it is destroyed). Repre-
senting the creation and termination of Entities was a missing feature that
the ontological unpacking exercise revealed, thereby allowing us to characterise
it. We also created the creation_date attribute in Entity to identify when it
was created.

3.5.5 Discussion

The resulting schema led to improvements in the representation of the genomics
domain, including the characterisation of biological entities, the changes in
biological entities over time, and the representation of chemical compounds.

Characterisation of biological entities

The “flat” semantics of UML does not consider the identity and rigidity di-
mensions, meaning that Types with the identity principle (e.g., «kind») are
represented in the same way as those without it (e.g., «category»). Similarly,
there is no distinction between rigid (e.g., «kind») and anti-rigid (e.g., «role»)
types. The ontological unpacking shows how not considering such dimensions
can affect conceptual clarity. For instance, in the OntoUML schema, it is clear
that a Protein i) is a type of Peptide, which is provides an identity prin-
ciple, ii) has an homogeneous internal structure, and iii) shares a cluster of
properties with DNA, although they share different identity principles.
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Changes in biological entities over time

The «phase» stereotype enriches the representation of effects caused by events.
In the OntoUML version, there is an additional dimension to describe whether
an entity has been created or degraded. This allows for describing not only
the cases considered in the UML schema (i.e., input, output, and regulator),
but also those cases in which:

• An entity that is degraded as a result of a process.

• An entity that is created as as a result of a process.

• An entity that is degraded as a result of regulating a process.

Modelling changes in the intrinsic properties of entities (i.e., if it is degraded
or not) was not possible in the UML version. The OntoUML version explic-
itly states that the creation and destruction of entities result from processes.
Additionally, the new classes stereotyped as phases provides additional mech-
anisms for data correctness of the model. For instance, we can easily spec-
ify that Enzymes that catalyse a process cannot be destroyed as a result of
such a regulation (i.e., an Enzyme cannot instantiate the DegradedEntity
«phaseMixin» and the Catalysis «historicalRoleMixin» in the same Pro-
cess). Specifying such constraints is a very appropriate way of preventing
errors when instantiating and populating the model. However, they are diffi-
cult to consider in the UML schema.

The representation of chemical compounds

Thousands of chemical compounds exist in the human body. They interact
with our proteins in a myriad of never-ending processes. In UML, they were
represented with the Basic class, a type of Simple entity. However, this
characterisation was not clear enough to address questions such as: Can a
chemical compound be a polymer? What is the monomer of a chemical com-
pound that is a polymer? The UML schema could not differentiate appro-
priately between chemical compounds that are not polymers nor monomers,
chemical compounds that are polymers, and the monomers of these polymers.

We created two new classes. The first, BasicPolymer, is stereotyped as
a «collective» and represents chemical compounds that are polymers. The
second, BasicMonomer, is stereotyped as a «kind» and represents those
chemical compounds that are monomers. These two classes, along with the
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old Basic class that represents chemical compounds that are not polymers
nor monomers, are clarified the schema.

3.5.6 Conclusions

Throughout this section, we answered RQ7: How to conduct ontology-driven
conceptual modelling in genomics? The ontological unpacking process instan-
tiated above consisted of a UML-to-OntoUML model transformation that al-
lowed us to obtain an ontology-driven conceptual schema. This OntoUML
schema is the sixth contribution of this thesis. UFO and OntoUML made it
easier for us to capture some of the particularities of genomics better than the
UML schema did, resulting in a more accurate and explicit schema.

3.6 Conclusions

Throughout this chapter, we have tackled G2: generate conceptual model-
ing artifacts to improve genomics data management. We answered the four
research questions associated with G2.

First, we updated the Conceptual Schema of the Human Genome generating a
new version of the CSHG, which has resulted in a more complete, detailed, and
generic schema, easing how domain experts extract knowledge and how non-
experts are introduced in the domain. This update answers RQ3 (associated
with G2.1): Why/What/How to extend and update the CSHG?

After updating this schema, we explored the conceptualisation of the genome
for a species other than humans. Together with the IVIA research group, we
studied how they work with genomics data from the agrifood domain, which
resulted to the Conceptual Schema of the Citrus Genome. Creating the CSHG
answered RQ4 (associated with G2.2): Why/What/How to generate a con-
ceptual schema of the genome for non-human species?

Both conceptual schemes are different instances of the same conceptualisa-
tion process: the genome. As a result, we answered RQ5 (associated with
G2.3): Why/What/How to generate a conceptual schema of the genome that
is species-independent? As a result, we generated the CSG and updated it
based on the feedback from domain experts. After answering these three
research questions, our conceptual schema is ready to be used in real-world
scenarios for the first time.
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The CSG is a comprehensive representation of the genome intended to im-
prove domain understanding, knowledge sharing, and communication between
experts from different domains (e.g., computer scientists and geneticists). To
ease the use of the CSG and facilitate its adoption in real-world use cases,
we developed the ISGE method. This method generates narrowed-down con-
ceptual schemes that allow more efficient data management and integration
processes. The generation of this method allowed us to answer RQ6 (associ-
ated with G2.4): Why/What/How to create a method to generate subschemes
of the Conceptual Schema of the Genome?

Finally, we performed a UML-to-OntoUML model transformation (i.e., an on-
tological unpacking) to generate an ontology-based conceptual schema grounded
on UFO. This OntoUML schema allowed us to answer RQ7 (associated with
G2.5): How to conduct ontology-driven conceptual modelling in genomics?
Another benefit is that this OntoUML schema has support for formal verifica-
tion, validation, and reasoning by automatically generating OWL specification
for the model.

Six contributions have been presented throughout this chapter. The first three
contributions (i.e., Version 3 of the CSHG, the CSCG, and Version 1 of the
CSG) constituted intermediate steps to achieving the final three contributions
(i.e., i.e., Version 2 of the CSG, the ISGE method, and the OntoUML schema)
aimed at improving the existing problems in genomics data management.
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Treatment Validation

In this Chapter, we confirm and validate our contributions and research results
(G3). To this aim, we answer the following research questions:

• To what extent are the contributions of this thesis useful in a human
genomics context? (RQ8).

• To what extent are the contributions of this thesis useful in an agri-food
genomics context? (RQ9).

• Does ontology-driven conceptual modelling capture domain particulari-
ties better than traditional conceptual modelling? (RQ10).

To answer RQ8, we developed a conceptual model-based platform called The
Delfos Oracle that allows for the identification of relevant variations associ-
ated with different diseases. A lab validation was carried out to validate the
Delfos Oracle. This validation comprised two phases. First, we conducted
two empirical experiments to identify relevant DNA variations associated with
Alzheimer’s Disease and muscular dystrophies. Second, we carried out a semi-
unsupervised experiment where several individuals performed a set of tasks
using the platform.
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To answer RQ9, another conceptual model-based platform called CitrusGenome
was developed. This second platform implements an automated workflow
for performing efficient comparative genomic studies over dozens of DNA se-
quences of citrus crops. To validate the tool, we asked domain experts to
conduct a set of supervised comparative analyses. Participants were asked
to think aloud to formulate their first impressions when using CitrusGenome.
Afterwards, we carried out a focus group where domain experts shared their
thoughts and discussed the utility of the tool. Finally, an unsupervised com-
parative study was conducted whereby participants were asked to identify vari-
ations associated with a specific trait. To test for validity, the results of this
study were compared with the existing body of knowledge in order to test their
validity.

To answer RQ10, an empirical study was conducted to compare the gener-
ated OntoUML schema to its corresponding UML counterpart. We measured
effectiveness, efficiency, and satisfaction. The experiment was conducted by 20
subjects who were students from two computer science classes in their fourth
year.

The chapter is structured as follows:

Section 4.1 – Validates the CSG and the ISGE method in a human genomics
context.

Section 4.2 – Validates the CSG and the ISGE method in an agri-food ge-
nomics context.

Section 4.3 – Assesses the utility of the ontological unpacking.

Section 4.4 – Reports conclusions.

4.1 The Delfos Oracle Platform

We start this section with by briefly introducing the newly developed platform
and the problems to be solved. Then, we report on the use of the ISGE method
to generate the use case-specific conceptual view and introduce the platform.
Finally, the validation is carried out.
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4.1.1 Introduction

The first platform that validates the contribution of this thesis is a Genome
Information System called the Delfos Oracle Platform. This platform allows for
extracting, integrating, prioritizing, storing, and visualizing clinical genomics
data associated with diseases (i.e., DNA variations that cause genetic disorders
and a plethora of complementing information supporting such associations).

One of the many consequences of the problems associated with genomics data
management is that personalised treatments in precision medicine are not as
personalised and accurate as they should be. In other words, knowledge gen-
eration processes are limited, and the quality of their results is questionable.

The knowledge needed to provide correct personalised treatment is spread
across heterogeneous databases, isolated from each other, and often with in-
sufficient data quality controls. This situation causes interoperability and data
quality problems. However, data correctness not only depends on data qual-
ity controls but also on errors that may appear due to other reasons, such as
failures during data collection and filtering processes or experiments carried
out over non-representative population samples. [183]. Adding to this, even if
domain experts succeed in integrating the data they need, they encounter the
challenge of extracting knowledge from a massive volume of data, of which only
a tiny portion is relevant. As a consequence, identifying DNA variations re-
sponsible for causing disorders with a high-quality level of evidence is a titanic
task.

The Delfos Oracle platform aims to improve the identification of relevant and
high-quality variations. To do so, it implements the four phases of the SILE
method, which provides a systematic approach to manage genomics data.
First, the Search phase determines the most suitable data sources and inte-
grates their data; Second, the Identification phase identifies, filters and clas-
sifies the relevant data; Third, the Load phase stores the filtered data for
further analysis and exploitation; Fourth, the Exploitation phase eases knowl-
edge generation from the information obtained in the three previous stages of
the method. More information can be found in [184].

The Delfos Oracle is composed of four modules, one per each phase of the SILE
method. The first module, called Hermes, searches for reliable data sources and
integrates their data. The second module, called Ulises, identifies those pieces
of data that are relevant by means of an AI algorithm. The third module, called
Delfos, is in charge of storing relevant data adequately. The fourth module,
called Sibila, exploits the data to ease knowledge generation processes. Sibila
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aims to cover a critical dimension that is often forgotten in genomics: user
interface design. The use of sound conceptual modeling techniques can be a
helpful tool for designing and developing user interfaces that are intuitive and
easy to use [42].

This platform is conceptual model-based, meaning that a conceptual model
has guided the process:

• The ISGE method has been used to generate a conceptual view tailored
to the specific needs of the platform.

• The platform architecture has been designed and implemented using
the generated conceptual view:

– For Hermes, the model has served as the template for the data-
transformation processes needed to integrate the data from the dif-
ferent data sources.

– For Ulises, the model has helped in mapping the algorithm criteria
to the data attributes.

– For Delfos, the model has driven the design of the database’s physical
schema and the defined quality checks

– For Sibila, the model has guided the design and implementation of
the User Interfaces.

4.1.2 The ISGE method

The Delfos Oracle Platform core is the Conceptual Schema of the Genome for
Delfos (CSGD) (see 01-csgd.pdf file1 in [180]), a conceptual view generated
from the CSG using the ISGE method (see Fig. 4.1). This conceptual view
provides the conceptual structure that is needed to efficiently connect all of
the data sources under a holistic perspective. The CSGD focuses on variations
and their associations with diseases without considering other specific parts of
the Conceptual Schema of the Genome, such as the structure of the proteins
or the DNA.

1https://zenodo.org/record/7071090/files/01-csgd.pdf
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Phenotype

The Conceptual Schema of the Genome (CSG)

Structural Transcription Protein

Pathway Location

The ISGE method

Conceptual Schema of the Genome for Delfos (CSGD)

Variation

Bibliography

Use case
specification

BibliographyPathway Phenotype

Structural
Variation Transcription

Figure 4.1: Visual representation of the instantiation of the ISGE method for the human
case.

1. Identify

The main goal of the Delfos Oracle is to integrate genomics data from several
data sources associated with diseases, integrating them and calculating the
clinical actionability of DNA variations. Since genomics data changes contin-
uously, it is crucial to track the different data sources and how they evolve.
Another dimension of such temporal variability is the coexistence of several
assemblies in which variations are identified and reported.

For each disease, we are interested in the number of chromosomes and genes
affected, the number of variations associated with the phenotype, and the
specific sources from which phenotype data has been retrieved.

For each variation, we are interested in its general information (i.e., its name,
type, alleles, location, and affected gene) and the clinical significance and clin-
ical actionability of every associated phenotype. This significance and ac-
tionability are calculated based on the information provided by submitters,
scientific bibliography, and studies with statistical associations. Also, we are
interested in the HGVS expressions that allow for identifying such variations.
Finally, we need to know the data sources from which the variation information
has been retrieved.

The Delfos Oracle mainly focuses on mendelian disorders, such as cystic fi-
brosis, Duchenne muscular dystrophy, and Alzheimer’s disease when affecting
young people (i.e., the early onset form of the disease). Mendelian disorders
are caused by variations produced on single genes.
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2. Select

The selection of the relevant pieces of information starts by mapping the textual
description obtained in the first phase. The location and protein views are not
considered because they are irrelevant with respect to the provided description.
Concerning the rest of the CSG views:

Sentence Class(es) Explanation

Bibliography and DataBank View
The main goal of the
Delfos Oracle is to inte-
grate genomics data from
several data sources associ-
ated with [...]

Databank, Data-
BankElement

These classes are used to rep-
resent the different data sources
from which variations, diseases,
and other relevant genomics
data is obtained.

For each disease, [...] spe-
cific data sources [...]

For each variation, [...] the
data sources [...]

Since genomics data
changes continuously,
tracking the different data
sources and how they
evolve over time is crucial.

DataBankVersion This class is used to track how
genomics data changes over time
when external sources are up-
dated.

This significance and ac-
tionability are calculated
based on the information
provided by submitters, [...]

Submission, Submit-
ter,

The classes used to repre-
sent information provided by
submitters.

This significance and ac-
tionability are calculated
based on the information
provided by [...], scientific
bibliography, [...]

BibliographyRefer-
ence

This class models the concept of
scientific bibliography.

This significance and ac-
tionability are calculated
based on the information
provided by [...] studies
with statistical associa-
tions.

Study, Statisti-
calAssociation,
Population, Al-
leleFreq, Geno-
typeFreq

These are the classes required
to appropriately characterize
studies with statistical associa-
tions.

Table 4.1 continues on the next page

102



4.1 The Delfos Oracle Platform

Table 4.1 continued from previous page

Sentence Class(es) Explanation

Location

No relevant classes have been identified for this view.

pathway

For each variation, we are
interested in [...] location,
and affected gene.

Entity, Simple,
Polymer, Nucle-
icAcid

We incorporated the hierarchi-
cal definition of chromosomes
and genes. The chromosome
is required for identifying the
location of a variation. The gene
is required for identifying the
genes affected by a variation.

Phenotype

The main goal of the
Delfos Oracle is to inte-
grate genomics data from
several data sources associ-
ated with diseases, [...]

Phenotype, Disease Since we search for variations
associated with diseases, we re-
quire these two classes to repre-
sent them.

[...] integrating them
and calculating the
clinical actionability of
DNA variations.

Certainty, Action-
ability

The significance and
actionability concepts are
captured by their corresponding
classes.

For each variation[...] the
clinical significance and
clinical actionability of ev-
ery associated phenotype.

Protein

No relevant classes have been identified for this view.

Structural

[...] the coexistence of sev-
eral assemblies [...]

Assembly We use this class to identify the
working assemblies.

For each variation, we are
interested in its [...] affected
gene [...]

Variations are located with re-
spect to a specific assembly.

Table 4.1 continues on the next page
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Table 4.1 continued from previous page

Sentence Class(es) Explanation

For each variation, we are
interested in [...] location
[...]

Chromosome, Se-
quence, Position

The chromosome is required for
identifying the location of a vari-
ation. The VariationPosition
class specialises from the Posi-
tion class; thus, it is needed.

For each variation, we are
interested in its [...] affected
gene [...]

ChromosomeElement,
ChromosomeEle-
mentPosition

To identify the genes affected by
variations, we need to be able
to locate them, which is accom-
plished in the CSG with these
classes.

Transcription

For each disease, we are in-
terested in the [...] genes af-
fected [...]

TranscriptableEle-
ment, Gene

These classes represent the con-
cept of gene.

– For each variation, we are
interested in its [...] affected
gene

Variation

[...] integrating them
and calculating the clini-
cal actionability of DNA
variations.

Variation, Impre-
cise, Precise, Indel,
Inversion, Dele-
tion, Insertion

We use all of these classes to
model the concept of variation.

For each variation [...]

[...] interested in the
HGVS expressions that al-
low for identifying such
variations.

HGVSExpression This class represents the HGVS
expressions associated with vari-
ations.

Table 4.1: Mapping carried out during Phase 2 (Select) of the ISGE method for generating
the CSGD

We evaluated the classes selected to create the conceptual views and did not
identify any inconsistencies. Nor did we identify any proposals for improving
or enlarging the CSG.
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3. Generate

The CSDG is composed of 29 classes (see Table 4.2); variation, phenotype and
bibliography views are the most important. The views considered irrelevant,
such as the protein view or the location view, have been removed from the final
CSDG. This conceptual view can be seen in (see 01-csgd.pdf file2 in [180]).

View Concepts Completeness
CSG CSGD

Bibliography 11 11 100%
Location 10 0 0%
Pathway 33 5 15.15%
Phenotype 4 4 100%
Protein 19 0 0%
Structural 11 6 55%
Transcription 17 2 11.76%
Variation 11 9 81.82%

TOTAL 115 29 25.21%

Table 4.2: Number of CSG concepts considered to build the CSGD view, which supports
the Delfos Oracle platform.

4.1.3 The Platform Architecture

The four modules that compose the platform are the following:

• Hermes – This module comprises a set of libraries written in R that,
guided by the CSGD, extracts and integrates data from the following
data sources: ClinVar, Ensembl, GWAS catalog, and LOVD.

• Ulises – This module is a web-based automated workflow that classifies
the variations previously integrated by Hermes. It is implemented using
JavaScript and the node.js and react libraries. This module allows for
rapid filtering of data. Ulises applies a rule-based algorithm to each vari-
ation, classifying them based on their associated evidence. As a result,
every variation is accepted or rejected. Accepted variations are classi-
fied as either to follow up, limited evidence, moderate evidence, or strong
evidence.

2https://zenodo.org/record/7071090/files/01-csgd.pdf
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• Delfos – This module is a database and a web-based tool to load the
data retrieved by Ulises. It is implemented using MySQL and Javascript
with the node.js and react libraries. This module constitutes the basis for
knowledge-generation processes. Added to this, Delfos performs a quality
check prior to loading the data to ensure that the required minimum data
quality standards are met.

• Sibila – This module is a web-based platform that allows for identifying
relevant variations. It is implemented using JavaSript and the node.js
and react libraries. These variations can be filtered based on the genes
and phenotypes they are associated with.

Let us illustrate the benefits of following a conceptual model-based approach
in terms of User Interface (UI) design using Sibila’s UI that displays the data
associated with a specific variation as an example. These details include the
specific characteristics of a variation, the associated phenotypes, and the ex-
ternal sources where the variation can be found.

Table 4.3 shows the visualisation patterns we selected for designing this UI.
These patterns are associated with the pieces of the CSG (i.e., the relevant
classes and their attributes) required to instantiate it correctly. For instance,
pattern 1 displays the name and date attributes of the Variation class. For
this specific UI, we selected four patterns (i.e., the Card, Module Tabs, Chunk-
ing, and Tagging) that were instantiated ten times.

Applying the ISGE method guarantees that the transformation of the require-
ments into the UI is clear, because a conceptual schema explicitly supports
it. For instance, according to the requirements gathered in the Identification
phase, variations must display the bibliography associated with their clinical
significance. This requirement is implemented using pattern 9, which requires
the title, authors, and date attributes from the Bibliography class instances
of interest and the url attribute from the DataBankElement class instances
of interest. These two classes were selected in the Selection phase of ISGE
when mapping this requirement to the CSG (see Table 4.1).

ID Pattern Applied to Class Attribute(s)

1 Card Displays the name and
date of the variation

Variation* name*, date*

2 Card Displays the rest of the
variation information

— —

Table 4.3 continues on the next page
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Table 4.3 continued from previous page

ID Pattern Applied to Class Attribute(s)

3 Module
Tabs

Separates the data into
sections that can be ac-
cessed using flat naviga-
tion

— —

4 Chunking

Groups the general infor-
mation of a variation

Variation* type*

Precise ref*, alt*

Chromosome[]* name*

Assembly[] name*

VariationPosition[] start*, end*

Gene[] name*

5 Chunking Groups the HGVS ex-
pressions of a variation

HGVSExpression[] expression*

6 Tagging Labels the clinical ac-
tionability and classifica-
tion of a variation for a
phenotype

Actionability* clinical_actionability*,
classification*

7 Chunking Groups the information
of a phenotype. It con-
tains 6, 8, and 9 patterns

Phenotype[]* name*

8 Chunking Groups the significances
of a variation for a phe-
notype

Certainty[]* clinical_significance*,
method*, criteria*

9 Chunking
Group the bibliography of
a variation for a phenotype

Bibliography title*, authors*, date*

DataBankElement[] url*

Table 4.3 continues on the next page
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Table 4.3 continued from previous page

ID Pattern Applied to Class Attribute(s)

10 Chunking Group the references of
a variation in external
data sources

DataBank[]* name*

DataBankElement[]* url*

Table 4.3: List of selected patterns for a specific User Interface in the design of Sibila. The
asterisk indicates mandatory data. Square brackets indicate an array of data.

After selecting the patterns and associating them to the corresponding classes
and attributes of the conceptual view, we designed the UI. 00-sibila_imple
mentation.png file3 in [180], which shows the final UI with the selected pat-
terns implemented.

4.1.4 Validation of the Platform

Validating the tool allows us to demonstrate that our artifacts create solutions
that mitigate the existing problems of genomics data management. Our goal
with this validation is to determine whether the Delfos Oracle improves the
identification of relevant and high-quality variations.

The validation comprised two phases. The first phase tested whether Delfos
eased the identification of relevant DNA variations associated with a given dis-
ease. We conducted two supervised experiments where subjects tried identify-
ing relevant DNA variations associated with two diseases using the platform.
Second, we tested knowledge generation in terms of efficiency, effectiveness, and
user satisfaction by conducting a semi-unsupervised experiment where several
individuals performed a set of tasks using the platform.

First Phase

Two supervised experiments were conducted in a very restricted environment
to answer the following questions:

• Does the Delfos Oracle improve the identification of relevant variations
associated with Alzheimer’s Disease?

• Does the Delfos Oracle improve the identification of relevant variations
associated with muscular dystrophies?

3https://zenodo.org/record/7071090/files//files/02-sibila_implementation.png
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Alzheimer’s disease is the most common type of dementia and is char-
acterized by cognitive impairment (i.e., trouble remembering, learning new
things, concentrating, or making decisions that affect their everyday life). Al-
though Alzheimer’s Disease is more common among the elderly, Early Onset
Alzheimer’s Disease (EOAD) can also affect young people. Considering that
EOAD is strongly associated with genetic causes [185], it is a good candidate
for use with the Delfos Oracle platform. A master’s thesis studied the qual-
ity of the data associated with EOAD in the Clinvar, Ensembl, and GWAS
data repositories (i.e., 354 variations containing 398 variation-phenotype asso-
ciations4) As a result, 351 variation-phenotype associations were rejected, 33
were accepted with limited evidence, 14 were accepted with moderate evidence,
and no variations were accepted with strong evidence. [186].

Muscular dystrophies are a set of hereditary disorders linked to the X chro-
mosome, and their main consequence is the progressive deterioration of mus-
cular tissues [187]. Duchenne muscular dystrophy (DMD) is the largest human
gene and it codes for several isoforms of dystrophin, an essential protein for
connecting cytoskeleton and muscle fibers to the extracellular matrix. Becker
Muscular Dystrophy (BMD) is similar to DMD, but its symptoms are less se-
vere. When the functionality of the DMD gene occur, one of the muscular dys-
trophies above mentioned is manifested, depending on the specific alterations.
A bachelor’s thesis studied the data associated with two types of muscular
dystrophy, namely, DMD and BMD [188]. The former is more severe than
the latter. 2,561 variations for DMD and 122 variations for BMD obtained
from the ClinVar, Ensembl, GWAS, and LOVD data repositories were ana-
lyzed. As a result, almost 70% of variations associated with DMD and 50% of
variations associated with BMD were discarded, and none was accepted with
strong evidence.

We successfully integrated data from different data sources, including Clin-
var, Ensembl, GWAS, and LOVD. Besides, the number of variations identified
as relevant decreased dramatically because they did not meet minimum data-
quality requirements. None of the variations analysed in the Master’s thesis
and the Baherlor’s thesis were accepted with strong evidence (i.e., those vari-
ations evaluated by an expert panel or following a clinical guideline). This
result shows how the genomics data chaos complicates obtaining relevant data
and reinforces the need for solutions for better genomics data management
that improves genetic analyses. These results indicate that the Delfos Oracle
allows for a more efficient identification of relevant variations (see Table 4.4).

4Some variations are associated to multiple subtypes of EOAD.

109



Chapter 4. Treatment Validation

Phenotype Variations Accepted To follow up Rejected
Limited Moderate Strong

EOAD 398 33 14 0 1 350

DMD 2,581 757 43 0 15 1,766

BMD 122 40 7 0 14 61

TOTAL 3,101 830 64 0 30 2,177
100% 11.69% 2.06% 0% 0.97% 85.28%

Table 4.4: Summary of the variations analysed using the Delfos Oracle platform. We
considered three diseases, namely, Early Onset Alzheimer’s Disease, Duchenne Muscular
Dystrophy, and Becker Muscular Dystrophy.

Second Phase

After the two supervised experiments reported above, we expanded the valida-
tion scope to focus on studying knowledge generation. Instead of supervising
how the Delfos Oracle is used individually, we let several users work with the
Delfos Oracle simultaneously iand semi-unsupervised. We conducted an empir-
ical experiment that lasted for two sessions. A group of master’s students used
the Delfos Oracle to evaluate the process of identifying variations associated
with a specific phenotype. Three dimensions were measured: effectiveness,
efficiency, and user satisfaction.

Regarding effectiveness, we defined a set of metrics for each module of the
Delfos Oracle:

1. The Hermes module: One metric to evaluate if subjects found the in-
formation in the proposed database and another metric to evaluate if
subjects found information in additional databases. Both metrics have
two possible values: 1 (correct) or 0 (incorrect).

2. The Ulises module: One metric to evaluate if subjects successfully applied
the filters and another metric to evaluate if subjects correctly confirmed
the results. Both metrics have two possible values: 1 (correct) or 0 (in-
correct)

3. The Delfos module: One metric to evaluate if subjects loaded the data.
This metric has two possible values: 1 (correct) or 0 (incorrect).

4. The Sibila module: One metric to evaluate the percentage of proposed
queries answered and another metric to evaluate the percentage of queries
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answered correctly. Both metrics are represented through a 0 to 100
percent.

The experiment results indicated that the effectiveness varied from one module
to another. Although the effectiveness in the Hermes, Ulises, and Delfos mod-
ules was 100%, it decreased in the case of Sibila . Also, 22% of the students did
not complete the empirical experiment’s last step. The results of the students
that did not complete the last step are associated with the typical risks of
performing an empirical experiment across two sessions: the extra pressure as-
sociated with the limited time they had to complete the experiment influenced
the results negatively. Additionally, some students did not have the minimum
biological background required to answer the proposed questions correctly.

Regarding efficiency, we tracked the time necessary to perform each task:

• Hermes: the time needed to obtain data from both the proposed and
additional databases.

• Ulises: the time required to filter the data.

• Delfos: the time required to load the data.

• Sibila: the time that users spent answering the proposed queries.

The most efficient modules were Ulises and Delfos (requiring less than 5 min-
utes), which was expected since they are the only modules that are fully auto-
mated. Obtaining the data with Hermes took most subjects between 90 and
270 minutes, and only one subject finished in 45 minutes; Answering the pro-
posed queries with Sibila took less than 90 minutes for 80% of the subjects,
while one subject required 180 minutes.

Regarding satisfaction, we used MAM questionnaires [189] based on the work
of Moody et al. [190]. We measured Perceived Ease of Use (PEOU), Per-
ceived Usefulness (PU), and Intention to Use (ITU) using 5-point Likert Scale
questions. There is one MAM questionnaire per module, and the subjects
completed them when they finished with each module.

The MAM questionnaires indicated that subjects considered the Delfos Oracle
a valuable and easy-to-use platform. Approximately 60% of subjects opted for
“agree” or “fully agree” for most questions of the Hermes MAM questionnaire;
the results were better for PU, where this percentage rose to around 80%. The
three remaining MAM questionnaires reported better results, and a very low
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percentage of subjects reported negative answers. All of the subjects managed
to use the Delfos Oracle satisfactorily, even though they had no prior experience
in genomics.

We have reported promising results for the three dimensions: users could iden-
tify high-quality variations associated with diseases in just two sessions, gen-
erating knowledge with a high percentage of effectiveness, efficiency, and sat-
isfaction.

4.1.5 Conclusions

Throughout this section, we answered RQ8: To what extent are the contri-
butions of this thesis useful in a human genomics context? We used the CSG
and the ISGE method to generate a conceptual view that supported the gen-
eration of the Delfos Oracle. The Delfos Oracle showed that it is capable of
integrating and filtering genomics data to improve the identification of high-
quality variations. Conceptual model-based development of user interfaces led
to efficient Human-Computer Interaction strategies that support effective data
management.

Once we finished validating the platform in a lab environment (i.e., TRL–45),
the Delfos Oracle is ready to be tested in real-world scenarios. At the time
of writing this thesis, the Delfos Oracle was being used in a research project
to prioritise and filter variations identified in patients. This process will allow
us to generate better diagnostic reports that can improve clinicians’ decision-
making. At the end of the project6, we will be able to gather valuable feedback
regarding the use of the Delfos Platform in a real-world, clinical context.

4.2 The CitrusGenome Platform

We start this section with a brief introduction to the newly developed platform
and the problems to be solved. Then, we report on the use of the ISGE method
to generate the use case-specific conceptual view and introduce the platform.
Finally, the validation is carried out.

5Technology validated in lab, according to ISO 16290:2013.
6INNEST/2021/57 — Intelligent system for clinical decision support in precision medicine.
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4.2.1 Introduction

The second platform that validates the contribution of this thesis is a Genome
Information system, called CitrusGenome, which provides an efficient, user-
friendly SNP discovery tool to perform genomic comparative studies. Cit-
rusGenome is a conceptual model-based tool that operates over a database
containing genomic variations (SNPs and INDELs) from 57 citrus genome se-
quences of the most relevant citrus species that have been annotated with
additional data to provide a more holistic perspective.

Genome resources in citrus have increased over the last decade and, as a result,
are currently reasonably abundant [191]. We collaborated with the Instituto
Valenciano de Investigaciones Agrarias (IVIA) to improve how they perform
comparative genomics analysis. Comparative genomics typically focuses on
variations of gene content, transposable elements, large genome rearrange-
ments, structural variations, and small polymorphisms. Among the latter,
single nucleotide polymorphisms (SNPs) and small insertions and deletions
(INDELS) are of great importance for plant breeding since they have proven
to be major genetic determinants of relevant characteristics of agricultural in-
terest, such as sweetness.

The number of available genomes has increased exponentially as the price of
sequencing technologies has dropped. Because of this, IVIA has been able
to generate a considerable amount of data from several citrus varieties. This
situation offers new opportunities for SNP discovery, but it also poses several
challenges related to computational efficiency, automation, data management
expertise, and the inherent limitations of the several existing data types.

Integrating several types of genomic information, including gene topology and
functionality characterisation, functional annotation, biochemical pathway in-
formation, and protein domain composition, is required prior to any analysis.
Moreover, such analyses are particularly complex because citrus data poses pe-
culiarities that do not occur in other areas of study in genomics. For instance:

• Clonal propagation and the occurrence of somatic mutations produce high
rates of tissue chimerism, increasing the amount of background noise in
SNP detection.

• Introgression events in domesticated varieties and genome rearrangements
(deletions or translocations) create an unevenly distributed heterozygos-
ity pattern across the genome.
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The particularities reported above encourage using tools to visualise SNP dis-
tribution, which is essential for accurate interpretation.

Although Python scripting has been a feasible procedure for a limited number
of these analyses for some of the IVIA researchers, SNP query at the whole-
genome level involving several individuals is time-consuming. Also, in most
cases, this scripting is limited to people with specific knowledge and computing
skills. As a result, researchers without specific computing skills require a tool
that:

1. Provides a scripting-free way to perform whole-genome queries, consider-
ing the many data types used in such queries.

2. Allows users to establish systematic and easy-to-apply strategies to reduce
the amount of background noise when performing SNP detection.

3. Gives users a handy way of visualising and interacting with SNP distri-
bution among chromosomes.

This platform is conceptual model-based, meaning that a conceptual model
has guided the process:

• The ISGE method was used to generate a conceptual view tailored to
the specific needs of the platform.

• Tha platform architecture was designed and implemented using the gen-
erated conceptual view:

– For the database, the model was used to derive its physical schema.

– For the backend, the model allowed for the precise identification of
those attributes of interest that need to be queried to generate the
desired results.

– For the frontend, the model guided the design and implementation
of the User Interfaces.
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4.2.2 The ISGE method

The core of CitrusGenome is the Conceptual Schema of the Genome for Citrus
(CSGC) (see 07-csgc.pdf file7 in [180]), a conceptual view generated from
the CSG using the ISGE method (see Fig. 4.2). As with the human case,
this conceptual view allows for the linking of data sources and formats with a
holistic perspective. The CSGC focuses on variations and their consequences
at the structural level, considering alterations in the transcription and other
relevant biological pathways.

Phenotype

The Conceptual Schema of the Genome (CSG)

Structural Transcription Protein

Pathway Location

The ISGE method

Conceptual Schema of the Genome for Citrus (CSGC)

Variation

Bibliography

Use case
specification

Location
Pathway Protein

Structural TranscriptionVariation

Figure 4.2: Instantiation of the ISGE method for the citrus case

1. Identify

Similar to the Delfos Oracle, we started by interviewing domain users and
observing how they work, which allowed us to characterise them and define
their specific tasks. Identifying and analysing the tasks involved in prioritising
genetic variations allowed us to understand both the user mental model (i.e.,
how they think the variation prioritisation process works) and the particular-
ities of the domain under study. The prioritisation of genetic variations (i.e.,
SNP and small INDEL variations) that might alter the expression on certain
desired plant characteristics, involves complex analyses that are divided into
three groups (for more information regarding the specification of these tasks
and how they are represented in a CTT tree, refer to [192]):

1. Select Variety Groups: There are dozens of sequenced citrus varieties,
and it is arduous to work with multiple vaarieties because of the large
amount of data that is contained on each of them. In order to work with
the varieties, bioinformaticians have to select and group them based on
specific characteristics. Two groups are then created: one group contains
varieties that highly express a characteristic of interest, and the other

7https://zenodo.org/record/7071090/files/07-csgc.pdf
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group contains varieties that do not express the characteristic of interest.
For instance, the sweetness of a specific variety of fruits.

2. Compare Groups: There are a plethora of variables to consider when
filtering the data. Domain experts must reduce the existing amount of
genomics data by applying several conditions, as a previous step, before
comparing the groups of varieties. These conditions include data qual-
ity thresholds (i.e., the DP and GQ values of the variations identified
in citrus), location in terms of scaffold and genomics regions (i.e., genes,
promoters, introns, exons, mRNAs, coding regions, and untranslated re-
gions), the predicted impact of variations, the gene product that is altered
by the variation (i.e., proteins, enzymes, or their domains), the pathway
where altered gene products participate, or the cellular component where
altered gene products carry out their function. Also, researchers need a
report on the applied filters in order to manage them. Considering the
filter conditions, the groups of varieties have to be compared in order to
extract their differences at a genotype level (i.e., genetic variations).

3. Visualise: The amount of data obtained after performing Task 2 can
become unmanageable, and the bioinformaticians require fluidity to ex-
amine the gene products to enable the identification of potential genetic
variations of interest. By “examine” we mean to i) show how the data
are distributed based on specific criteria and ii) interact with the data by
showing or hiding data columns and performing data.

Another relevant field of study for citrus is evolutionary genomics. The origin
of citrus is still a matter of controversy, and the IVIA is currently generating
knowledge in this area.

2. Select

We carefully evaluated the information gathered from domain experts and
mapped it to the CSG. The bibliography and databank view was not considered
because we focused on generating knowledge rather than integrating it. The
phenotype view was not considered because there is no knowledge associated
with the role of variations in specific phenotypes (see Table 4.5).

Sentence Class(es) Explanation

Bibliography and DataBank View

No relevant classes have been identified for this view.
Table 4.5 continues on the next page
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Table 4.5 continued from previous page

Sentence Class(es) Explanation

Location View

[...] the cellular component
where [...]

CellularComponent,
Location

These classes represent the
cellular locations where gene
products carry out their activity.

Pathway View

[...] the pathways where al-
tered gene products carry
out their function [...]

Event, Pathway,
Process

These classes represent the the
set of pathways that occur in
any living being.

[...] gene products carry out
their function [...]

TakesPart, Input,
Output, Regulator

These classes represent the
functions of gene products
with respect to the biologi-
cal processes that compose
pathways.

[...] location in terms of [...]
genomics regions
[...] the predicted impact of
variations [...]
[...] gene product that is al-
tered [...]

Entity, Simple,
Polymer, Nucle-
icAcid, DNA, RNA

We incorporated the hierarchi-
cal definition of the genomics re-
gion analyzed, the biological el-
ements considered for predicting
the impact of variations, and the
studied gene products.

Phenotype

No relevant classes have been identified for this view.

Protein View

the gene product [...]
proteins

Isoform The CSG models the proteins by
means of their specific isoforms.

the gene product [...]
enzymes

Enzyme The class used to characterize
enzymes in the CSG.

the gene product [...]
domains

PrimaryStructureEl-
ement, Region,
SecondaryStructure-
Element, Tertiary-
StructureElement,
Domain

These are the minimum set of
classes required to model repre-
sent the domains that compose
proteins.

Structural View
Table 4.5 continues on the next page
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Table 4.5 continued from previous page

Sentence Class(es) Explanation

There are dozens of se-
quenced citrus varieties [...]

Species, Individual These classes allow for rep-
resenting the sequenced citrus
varieties.

[...] based on specific
characteristics.

SpeciesCharacter-
istic

This class is used to define the
characteristics of sequenced cit-
rus varieties.

The sweetness of [...]

location in terms of scaffold
[...]

Scaffold, Chromo-
someSequence

These classes are used to rep-
resent the scaffold concept and
link it to the chromosome.

[...] genomics regions [...] Chromosome, Chro-
mosomeSequence,
Position, Element-
Position

These classes are required to
locate variations in specific
genomics regions.

Transcription View

location in terms of [...]
genes [...]

TranscriptableEle-
ment, Gene

These class is used to represent
the concept of gene.

location in terms of [...]
promoters [...]

TranscriptableEle-
ment, Promoter

These class is used to represent
the concept of promoters.

location in terms of [...]
introns [...]

TranscriptableEle-
ment, Regulato-
ryElement, Intron

These class is used to represent
the concept of intron.

location in terms of [...]
exons [...]

TranscriptableEle-
ment, Exon

These class is used to represent
the concept of Exon.

location in terms of [...]
mRNAs, coding regions,
and untranslated regions
[...]

Transcript, Prima-
ryTranscript, Ma-
tureTranscript,
mRNA, 5’UTR,
CDS, 3’UTR

These classes are required to
model the Transcripts and is
compositional parts and how
they are connected to the genes
that codes them.

Another relevant field
of study for citrus is
evolutionary genomics.

OrthologousGroup The IVIA performs evolutionary
genomics by studying ortholo-
gous groups of genes among the
different citrus varieties.

Table 4.5 continues on the next page
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Table 4.5 continued from previous page

Sentence Class(es) Explanation

Variation View

[...] genomics regions [...] VariationPosition This class is required to lo-
cate variations in specific
genomics regions.

[...] (i.e., SNP and small
indel variations) [...]

Variation, Precise,
Indel

These classes model the SNP
and indel variations that are
considered for this use case.

[...] notorious impact [...] Annotation This class represents functional
annotations used to predict the
impact of variations.

the predicted impact of
variations

one group contains varieties
that highly express a char-
acteristic of interest, and
the other group contains va-
rieties that do not express it
In order to work with the
varieties
There are dozens of se-
quenced citrus varieties
comparing the groups of
varieties
the groups of varieties have
to be compared
i.e., the DP and GQ values
differences at a genotype
level

Lecture This class represents the
varieties sequenced by the
IVIA. It also contains the DP,
GQ, and genotype attributes.

Table 4.5: Mapping carried out during Phase 2 (Select) of the ISGE method for generating
the CSGD

After this process, all of the participants of the previous step evaluated the
results and identified inconsistencies in terms of knowledge gaps (see Table
4.6). These inconsistencies were solved together with domain experts who
supported this process.
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Original 3–tuples New 3–tuple Explanation

– [Protein, has, Isoform],
– [Isoform, contains, Primary-
StructureElement],
– [PrimaryStructureElement,
specialization, Region],
– [Region, brings_to, Sec-
ondaryStructureElement],
– [TertiaryStrutureElement,
aggregation, SecondaryStruc-
tureElement],
– [TertiaryStructureElement,
specialization, Domain]

[Protein, aggregation,
Domain]

The knowledge associated
with the internal struc-
ture of proteins in citrus
is limited to the available
data, which only reports
the domains that com-
pose some of the existing
proteins.

– [Transcript, specialization,
PrimaryTranscript],
– [Transcript, specialization,
MatureTranscript]
– [MatureTranscript, special-
ization, mRNA]
– [Gene, transcription, Primary-
Transcript]
– [PrimaryTranscript, matu-
rates_into, MatureTranscript]

[Gene, transcription,
mRNA]

This use case studies the
protein-coding process di-
viding the process into
two steps: from gene to
mRNA, and from mRNA
to protein; some of the
initially selected concepts
can be collapsed because
they are not of interest to
domain experts.

– [mRNA, translation, Isoform],
– [Protein, has, Isoform],

[mRNA, translation,
Protein]

In this use case, no
protein isoforms are de-
scribed.

– [RegulatoryElement, special-
ization, Intron],
– [TranscriptableElement,
specialization, Intron],
– [PrimaryTransript, aggrega-
tion, Intron]

[ChromosomeElement,
specialization, Intron]

Domain users want-ed to
consider in- trons as sim-
ple re- gions that do not
code for protein. Al-
though they are aware
of the biological impreci-
sion of this assumption,
it is more appropriate to
model domain knowledge.

– [PrimaryTranscript, aggrega-
tion, Exon]
– [PrimaryTranscript, matu-
rates_into, MatureTranscript]
– [MatureTranscript, special-
izes, mRNA]

[Exon, aggregation,
mRNA]

There is no information
regarding primary tran-
scripts and how they be-
come mature transcripts
in citrus.

Table 4.6: Inconsistencies in terms of knowledge gaps for the CSGD
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As a result, the original 19 3-tuples of the CSG were collapsed into five new
3-tuples. Finally, we identified one proposal for improving or enlarging the
CSG. More details regarding such proposal can be seen in Table 4.7.

Conceptual
view

Proposal
Title Description

Conceptual
Schema of
the Genome
for Citrus
(CSGC)

Associate
species-
Characteristic
with Phenotype.

Currently, the traits that characterize a species are captured
by means of the speciesCharacteristic class, which is
only associated with the Species class. However, such traits
could be as seen complex manifestations that arise from the
composition of many phenotypes. This link between both
concepts is not established in the schema. We must ana-
lyze whether the SpeciesCharacteristic and Phenotype
classes are two representations of the same underlying con-
cept. If they are, they should be merged in an improved
representation that captures the particularities of each rep-
resentation. If they are not, they should be explicitly con-
nected to enrich the representation of species and individu-
als.

Table 4.7: Proposal identified from generating the CSGC conceptual view.

3. Generate

The CSGC (see (see 07-csgc.pdf file8 in [180])) focuses on the appearances of
a specific type of variation, the functional consequences, and the associations
with pathways. The CSGC has 44 classes (see Table 4.8), with the variation,
transcription, structural, and pathway views being the most important.

4.2.3 The Platform Architecture

The CitrusGenome platform is a three-tier architecture that allows domain
users to effectively prioritise genomic variations potentially associated with
traits of interest. This prioritisation is accomplished through advanced SNP
and indel discovery via a two-step workflow.

In the first step, two groups of citrus varieties are created: one group expresses
a trait of interest, and the other does not. In the second step, the symmetric
difference of the variations identified in each of the two groups (based on several
user-defined criteria) is obtained.

8https://zenodo.org/record/7071090/files/07-csgc.pdf
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View Concepts Completeness
CSG CSGC

Bibliography 10 0 0%
Location 10 2 20%
Pathway 33 12 36.36%
Phenotype 4 0 0%
Protein 19 2 10.53%
Structural 11 9 81.81%
Transcription 17 13 70.47%
Variation 11 6 54.54%

TOTAL 115 44 38.26%

Table 4.8: Number of CSG concepts considered to build the CSGC view, which supports
the CitrusGenome platform.

The first tier is the database, implemented using the Oracle database manage-
ment system. The CSGC is used to derive the physical schema of the
database.

The second tier is the back end, which is implemented in JavaScript. This
tier provides an API developed using the GraphQL query language and the
Knex query builder library. The logic behind the analyses are carried out
within this tier. To generate the desired results, the CSGC allows for the
identification of those attributes of interest that must be queried.

The third tier is the front end, which is implemented in JavaScript using the
Angular framework. The UI was developed using the GenomIUm method [193],
whose phases are depicted in Fig. 4.3. GenomIUm enabled a systematic design
process and a catalog of interconnected patterns that support the design of the
UIs of the CitrusGenome platform (for more details regarding UI design, refer
to [192]). The GSGC is used to populate the selected GenomIUm
patterns with the appropriate data.

Similar to the Delfos Oracle Platform, there are benefits of following a con-
ceptual model-based approach in terms of UI design. As stated above, this
process was supported by the GenomIUm method.

We have selected the UI that shows the results of the analysis. Table 4.9 enu-
merates the specific design patterns instantiated using the CSGC, 08-citrus
Genome_conceptualDesign.png file9 in [180] shows the corresponding concep-

9https://zenodo.org/record/7071090/files/08-citrusGenome_conceptualDesign.png
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Architectural design Structural design Content design Refinement

Information patterns Page patterns Navigation + Content
patterns

Figure 4.3: GenomIUm phases.

tual design, which is the result of applying the GenomIUm method, 09-citrusGe
nome_implementation.png file10 in [180] shows the final implementation.

ID Pattern Applied to Class Attribute(s)

1 Stepper Guide the user through the
process

— —

2 Chart Display the amount of iden-
tified variations

— —

3 Ideogram Display all chromosomes Chromosome[]* name

4 Chart
Show the distribution of the
variations over all chromo-
somes

Chromosome[]* name*

Variation[]* —

5 Ideogram Display a specific chromo-
some

Chromosome* —

6 Chart Show the distribution of the
variations over all chromo-
somes

Chromosome* name*

Variation[]* —

7 Chart Show variations distributed
by variety

Variety[]* name*

Variation[]* —

8 Chart Show variations distributed
by chromosome

Chromosome[]* name*

Table 4.9 continues on the next page

10https://zenodo.org/record/7071090/files/09-citrusGenome_implementation.png
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Table 4.9 continued from previous page

ID Pattern Applied to Class Attribute(s)

Variation[]* —

9 Chart Show variations distributed
by annotation impact

Annotation[]* impact*

Variation[]* —

10 Chart Show variations distributed
by gene description

Gene[]* description*

Variation[]* —

11 Chart Show variations distributed
by enzyme

Enzyme[]* type*

Variation[]* —

12
Hidden
Column List, sort, and filter varia-

tions
Chromosome[]* name*

VariationPosition[]* start*, end*

Variation[]* ref*, alt*

ChromosomeElement[]* name*, description*

Entity[]* name*, description*

Annotation[]*
impact*, effect*,
allele*

TertiaryStructure
Element[]* name*

Enzyme[]* comission_number

Event[]* name*

Table 4.9: List of selected patterns for a specific UI in the design of CitrusGenome. The
asterisk indicates mandatory data. Square brackets indicate an array of data.
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4.2.4 Validation of the Platform

We validate the platform to demonstrate that these artifacts create solutions
that mitigate the existing problems of genomics data management. Our goal
with the validation was to determine whether the CitrusGenome platform per-
forms efficient and user-friendly comparative analyses.

The validation comprised two phases focused on assessing the platform’s abil-
ity to improve knowledge generation processes. To gather usability feedback,
in the first phase, we asked domain experts to conduct a comparative anal-
ysis using CitrusGenome. In the second phase, we supervised a comparative
analysis used to find variation-phenotype associations. Then, we tested the
correctness and completeness of the results by comparing them to the existing
body of knowledge.

First Phase

To evaluate how usable this platform is, we defined a typical genomics analysis
problem to be solved by domain users using CitrusGenome. We based our
evaluation on three questions (Qs):

Q1 — Will the participants be able to select the data that is involved in the
genomic analysis?

Q2 — Will the participants be able to set the filters required to refine the
data?

Q3 — Will the participants be able to identify the variations of interest?

The participants involved in the validation were five bioinformaticians from
the IVIA. Two participants were part of the IVIA staff as senior researchers,
and they had no previous experience using the platform. Two participants
were Ph.D. students that work as analysts, one of whom had little previous
experience using the platform while the other did not have any experience.
The last participant was a Ph.D. student analyst with some previous working
experience and considerable experience using the platform (see Table 4.10).

The validation consisted of 28 tasks to test the questions defined above, and it
was performed virtually by using the Zoom video conference platform because
of the restrictions derived from COVID-19 pandemic. On each virtual session,
a participant (i.e, the user) carried out the proposed analysis with the support
of the writer of this thesis (i.e., the evaluator). The evaluator guided the user
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ID Working Experience Educational Level Platform Experience

1 Senior Ph.D. None

2 Senior Ph.D. None

3 Medium Ph.D. Student Significant

4 Junior Ph.D. Student Little

5 Junior Ph.D. Student None

Table 4.10: Information of the participants that validated the UI of the Platform.

by explaining the task and asking him/her to discuss the actions or decisions
made during the test.

The sessions were recorded and stored in a shared repository to enable a later
review and analysis of the comments made by participants. The review and
analysis process was divided into two stages. In the first stage, we met with
the participants individually to review the correspondent recorded session and
to get their feedback. In the second stage, we performed a focus group to
discuss how easy or difficult it was for the participants to use the CitrusGenome
Platform.

Participants performed the tasks related to each question, which allowed us to
identify a set of usability problems. These problems constituted the basis for
extending the platform in order to to overcome the difficulties the participants
encountered when completing the tasks.

Set of tasks related to Q1: Will the participants be able to select
the data that is involved in the genomic analysis?

All of the participants completed the tasks related to Q1 and reported a
favourable opinion regarding the data selection process. They said that the
drag-and-drop mechanism was intuitive and more sophisticated than other
tools they previously used. However, participants 4 and 5 struggled to find two
varieties because citrus varieties are identified with their common name and
internal code, but these participants usually work with the variety’s scientific
name instead. Additionally, participant 1 noted that displaying the cultivar11
of the varieties would enhance the process by adding relevant information that
was currently missing.

11A cultivar is defined as a group of selected plants that share common characteristics.
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Thus, the varieties’ information that is shown in CitrusGenome should include
both the scientific name and the cultivar. Participants 1 and 2 described
potential cases where such information is necessary: i) some researchers do not
know the internal code of all of the citrus varieties; and ii) the same variety
can be sequenced multiple times, so the common name is not always enough to
identify the variety of interest (here, the cultivar can help to select the correct
one).

We defined the following usability problem from the discussions of this set of
tasks:

• Usability Problem 1: The participant wants to know additional infor-
mation (the cultivar and the scientific name) of the citrus varieties when
creating the groups in the first step of the analysis.

Set of tasks related to Q2: Will the participants be able to set the
filters required to refine the data?

All of the participants completed the tasks related to Q2, but those with pre-
vious experience using the platform (i.e., participants 3 and 4) completed the
tasks faster than the others. All participants agreed that the way in which the
filters are designed is intuitive, and they had no problem configuring them.

Participants emphasised the ease with which they set the filters, specifically
with the case of the flexibility filter. The biological concept of flexibility was
complex for participants 4 and 5, but the UI helped them understand this
concept.

In general, all of the participants said that these filters allowed researchers to
perform analyses with a high degree of modularity, flexibility, and freedom.
However, the senior participants (i.e., participants 1 and 2) mentioned a miss-
ing feature they were interested in, namely, the ability to search for variations
in promoter regions. This feature was of interest because promoter regions are
gaining attention in recent academic work. Initially, this feature was not of
interest, but this has since changed, showing that the ongoing evolution of the
domain knowledge requires updating genomics tools continuously.

We defined the following usability problem from the discussions of this set of
tasks:

• Usability Problem 2: The participant wanted to search for variations
located in the promoter regions of DNA, but the option was not available.
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• Usability Problem 3: The participant wanted to search for variations
located in the promoter region of a specific gene, but the option was not
available.

Set of tasks related to Q3: Will the participants be able to identify
variations of interest?

The Q3 tasks are more complex and time-consuming than those of Q1 and
Q2, but all participants mentioned that the UI eased the consecution of these
tasks. While the participants with some experience using the platform (i.e.,
participants 3 and 4) mentioned that the grid provided them with a handy
and flexible platform, the rest of the participants (i.e., participants 1, 2, and
5) indicated that some grid features were difficult to use.

All of the participants were able to complete the tasks except participant 5
because he did not remember which varieties corresponded to the codes dis-
played in the grid. As a result, participant 5 could not complete tasks 14-18
and tasks 26-28. Participant 4 also struggled to complete tasks 14-18 and tasks
26-28 because recalling the varieties that composed each group proved difficult.
Thus, participants agreed that this situation should be remediated.

We defined the following usability problem from the discussions of this set of
tasks:

• Usability Problem 4: The participants wanted to see at a glance which
varieties compose each group of the analysis.

• Usability Problem 5: The participants had trouble identifying which
of the two groups the citrus varieties belonged to. This situation com-
plicated the identification of variety-specific values in the following grid
columns: Genotype, Genotype Quality, Total Depth, Allelic Depth, and
Allelic Balance.

In addition to these results, the users provided four comments that were not
directly related to the research questions but are considered relevant:

Comment 1 — The participants missed a home page from which to navi-
gate to perform the analysis. From this comment, we have defined the
following usability problem:

• Usability Problem 6: The Platform lacks a home page.

128



4.2 The CitrusGenome Platform

Comment 2 — After configuring the analysis filters, participants more expe-
rienced in genomics (i.e., participants 1, 2, and 3) realised that a relevant
feature was missing. It is necessary to have information of the quality of
the sequencing process for citrus varieties before setting up the analysis
filters. This information helps to configure certain filters (e.g., the allele
balance filter) with more confidence. They said that this information
should be displayed and grouped by variety and genotype. From this
comment, we have defined the following usability problem:

• Usability Problem 7: Before starting the analysis, the participant
wants to know the values of the mean value of the GQ and DP
attributes of the variations of the citrus varieties based on the value
of the GT attribute.

Comment 3 — Novel participants (i.e., 1, 2, 4, and 5) expressed that a tu-
torial would facilitate the first use of the platform. From this comment,
we have defined the following usability problem:

• Usability Problem 8: Novel participants may struggle when using
the platform for the first time.

Comment 4 — Participants aim to reuse their studies and switch between
the visualisation of different analyses to compare the results. However,
they can only visualise the result of an analysis when it is completed, and
the information is lost if they exit the page. From this comment, we have
defined the following usability problem:

• Usability Problem 9: The participants want to be able to visualise
analyses at anytime.

Considering the validation with the user tests, we evaluated the results, iden-
tified the severity level of each usability problem, and updated the design
solution to solve them in a new iteration (see Table 4.11). After the second
iteration, we met with the participants of the first validation again. They were
satisfied with the improvements and indicated that the platform was ready to
be utilised. More details regarding the updated process can be found in [192]
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ID Usability Problem Design Solution

1 The cultivar, common name, and scien-
tific name of citrus varieties is required
when creating the groups in the first step
of the analysis.

Update the card that contains variety in-
formation in the first step of the analysis
to include the needed data.

2 Participants cannot search in promoter
regions of the DNA.

Allow users to search in promoter regions
of the DNA.

3 Participants cannot search in the pro-
moter region of a specific gene

Allow users to search in the promoter re-
gion of a specific gene.

4 Participants want to see which varieties
compose each group of the analysis.

Implement two chart components, one per
variety group, to display the required in-
formation.

5 Participant struggles differentiating be-
tween varieties in the Genotype, Genome
Quality, Total Depth, Allelic Depth, and
Allelic Balance columns.

Group the values of these columns into
two columns, namely, Group A and
Group B.

6 The platform lacks a home page. Create a home page.

7 Participants wants to know the mean
value of the GQ and DP attributes of the
variations of the citrus varieties based on
the value of the GT attribute.

Create a page displaying the required in-
formation.

8 Novel participants may struggle when us-
ing the platform for the first time.

Create a getting started page.

9 The participant wants to be able to visu-
alise analyses at anytime, but it can only
be seen once.

Provide users with a page to retrieve anal-
yses at anytime using a unique id.

Table 4.11: Usability problems identified in CitrusGenome and their corresponding im-
provements to be implemented in the second iteration.

Second Phase

The second phase of CitrusGenome validation consisted of a SNP analysis to
identify the chromosomal regions responsible for premature fruit abscission and
validation of the results with the currently available body of knowledge. This
analysis was performed as the final project for a student’s biology bacherlo’s
degree at the University of Alicante (Spain) [194].
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Abscission is defined as the separation of vegetative (leaves and shoots) or
reproductive (flowers, flower parts, and fruits) organs from the organism. Fruit
trees undergo a natural fruit abscission process to sustain an optimal number
of fruits, but the expression of this process varies depending on the species.
While high levels of fruit abscission reduce fruit quantity, low levels reduce
fruit quality. In this context, premature fruit abscission occurs when fruits fall
from the tree before their optimal harvest date. Multiple reasons can trigger
premature fruit abscission, such as stress or excessive sugar accumulation, but
the internal mechanisms that drive this process remain unknown.

The results of this analysis identified several regions of DNA. After comparing
these regions with the current body of available knowledge, we found that
one of the identified regions has a strong association with premature fruit
abscission:

• Chromosome 2: There is a cluster of 108 variations near the end of this
chromosome. This region contains a set of genes that code for a specific
type of enzymes, called kinases, that are directly linked to abscission
processes [195]–[198].

Further, the analysis reported three regions associated with processes that play
an essential role in premature fruit abscission:

• Chromosome 4: There is a cluster of 549 variations that modify protein-
coding genes. Seventy-four genes are affected by these variations, of which
11 are associated with processes triggered during abscission (e.g., intracel-
lular transport, cell wall modification, synthesis of auxins, and synthesis
of transcription factors) [199], [200].

• Chromosome 6: There is a cluster of 48 relevant variations affecting 19
genes. Four genes are associated with abscission processes (i.e., cell wall
modification) [201], [202].

• Chromosome 9: There is a cluster of 22 variations modifying 13 genes.
These genes have a relevant role in the production of auxins [203], [204].

Apart from identifying the DNA regions associated with fruit abscission, in
accordance with the existing body of knowledge, the analysis also reported
novel chromosomic regions that do not have supporting literatureand that can
be of interest in future research:
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• Chromosome 1: Between 25,500,500 and 27,000,000 bp positions, there
is a cluster of 89 variations affecting fifteen genes. In total, 60 variations
alter the structure of proteins

4.2.5 Conclusions

Throughout this section, we answered RQ9: To what extent are the contribu-
tions of this thesis useful in an agri-food genomics context? The CitrusGenome
platform showed that it can efficiently perform genomic comparative studies,
providing a user interface that is intuitive and easy to use. The CSGC fa-
cilitated the integration of genomics data and the definition of the filtering
algorithms. In this use case, the design of the user interface was even more
important due to the complexity of the analysis and the large amount of data
retrieved. Again, following a conceptual model-based approach delivered high-
quality user interfaces that are intuitive and easy to use.

The validation reported promising results. The first phase of the validation
allowed us to validate the platform’s user interface. Domain experts were very
pleased with its overall quality and indicated that it was easy to use.

Going further, it showed that the platform could find variations reported in
the bibliography and in novel regions. In the second phase of the validation,
we compared two citrus groups. The first group comprised 17 citrus varieties
without premature fruit abscission, and the second group had 12 citrus varieties
with premature fruit abscission. We identified several variations located in
one region with a strong association with premature fruit abscission, three
regions associated with processes that play an essential role in premature fruit
abscission, and one novel region without supporting literature.

Once we have finished validating the platform in a lab environment (i.e., TRL-
4), CitrusGenome is ready to be tested in real-world scenarios. At the time
of writing this thesis, CitrusGenome was being used by IVIA researchers to
identify relevant regions of DNA that are potentially associated with specific
fruit traits of interest.
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4.3 Ontological Unpacking Assessment

We start this section with a brief introduction of the motivation of this exper-
iment. Then, we describe the set-up of the experiment, report the results, and
discuss them.

4.3.1 Introduction

Ontological unpacking is a procedure requiring time and effort. However, we
aim to evaluate whether its benefits justify the process. Our goal is to anal-
yse differences between representing a domain with UML and OntoUML. The
purpose is to examine the pros and cons of OntoUML, with respect to domain
representation.

4.3.2 Methods

We organised our empirical evaluation objectives using the Goal Question Met-
ric template for goal definition following the guidelines for reporting software
engineering experiments in [205].

Hypothesis development

According to ISO 25000 [206] usability is defined in terms of effectiveness,
efficiency, and satisfaction: “the degree to which specified users can achieve
specified goals with effectiveness in use, efficiency in use and satisfaction in
use in a specified context of use”. We use this definition to specify our research
questions:

• Q1: Is effectiveness in the conceptual modeling interpretation affected by
the model notation?

• Q2: Is efficiency in the conceptual modeling interpretation affected by
the model notation?

• Q3: Is satisfaction in the conceptual modeling interpretation affected by
the model notation?

The research questions specified above lead to the three null hypotheses that
are tested in this experiment:
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• H01: Effectiveness analysing a conceptual model expressed in OntoUML
is the same as with UML.

• H02: Efficiency analysing a conceptual model expressed in OntoUML is
the same as with UML.

• H03: Satisfaction analysing a conceptual model expressed in OntoUML
is the same as with UML.

Factor, response variables, and metrics

In this experiment, we used the conceptual modelling notation as a factor,
which presents two levels. The first level is the control treatment (i.e., the
UML notation). The second level is the target treatment (i.e., the OntoUML
notation). The reason for using UML as the control treatment is that it is
widely known and previously used by the subjects. One response variable is
defined for each null hypothesis to be tested.

The first response variable is effectiveness, defined as “the accuracy and com-
pleteness with which users achieve specified goals” [207]. We measure effec-
tiveness through a model questionnaire composed of true/false questions that
capture specific parts of the conceptual schemes. These questions are divided
into three groups: related to endurants, related to perdurants, and related to
the interaction between endurants and perdurants. We defined the metric per
group calculated as the sum of the values associated with its answers (i.e., 1
for correct and 0 for failure).

The second response variable is efficiency, defined as “the degree to which a
system or component performs its designated functions with minimum con-
sumption of resources” [207]. We defined three metrics, each measuring the
time spent for understanding the model to answer the questions on a per-
group basis. The time-to-response for each group of questions is calculated as
the sum of the time spent answering each question.

The third response is satisfaction, defined as “freedom from discomfort, and
positive attitudes towards the use of the product” [207]. We defined three met-
rics: Perceived Ease of Use (PEOU), Perceived Usefulness (PU), and Intention
To Use (ITU). These metrics were measured using the Method Adoption Model
(MAM), which consists of a 5-point Likert scale questionnaire. The question-
naire has six PEOU questions, eight PU questions, and two ITU questions. We
calculated each metric as the sum of the answers to the corresponding ques-
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tions. There is one questionnaire per treatment, sharing the same template
and questions.

Subjects

The experiment was conducted with a sample of twenty subjects who com-
pleted a demographic survey in order to understand their background and
mitigate validity threats. Every subject was a computer engineering student
in their third year. The Grade Point Average (GPA) of the students was 7.5.
More than 50% of subjects (12 out of 20) had no previous working experi-
ence, and only 25% indicated that they had more than one year of working
experience (mostly as junior developers).

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

OntoUML

UML

Class Diagram

Genomics

Subjects' Previous Experience

Never heard of it heard of it Took lessons Use occasionally Use regularly

Figure 4.4: Subjects’ previous experience regarding genomics, class diagrams, UML lan-
guage, and OntoUML language.

Regarding the knowledge associated with the topics involved in the experiment
(see Fig.4.4): all subjects knew about class diagrams and the UML language;
the majority took classes in both (only four subjects did not take any class
of UML); only half of the subjects took classes on genomics, whereas three of
them had never heard of it; 65% of the subjects had never heard of OntoUML
before the experiment, and only two of them previously studied it.
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Experiment problems

The experiment aimed to asses whether OntoUML captures the particularities
of the genomics domain better than UML in terms of effectiveness, efficiency,
and satisfaction. To test this, we gathered relevant questions from domain
experts in metabolic pathways (since the model transformation focused on the
pathway view).

Problem Group ID Competency Questions

P1

Entit
ies

1 Polymers are composed of other polymers.

2 The internal structure of any polymers is homogeneous.

3 The internal structure of basic biological entities and polymers is the same.

Even
ts

4 Processes are limited in time.

5 Pathways must be composed of other pathways.

6 A process can be decomposed into other events.

Int
era

ctio
n 7 Every biological entity must participate in at least one process.

8 Biological entities can take part in pathways.

9 A protein can take the roles of input, output, and regulator in the same process.

P2

Entit
ies

10 Some polymers are composed of nucleotides.

11 Every enzyme is a polymer.

12 Some basic biological entities can be polymers also.

Even
ts

13 Every event must have a preceding event.

14 Pathways can be composed of other pathways.

15 Events occur in a specific time interval.

Int
era

ctio
n 16 Biological entities can be created and destroyed as a result of a process.

17 Biological entities can participate in multiple processes.

18 A protein can take the role of input in different processes.

Table 4.12: Questions posed to subjects, clustered by Problem number and group (regard-
ing entities, events, or their interaction).

We selected 18 questions (six associated with endurants, six associated with
perdurants, and six associated with the interactions between endurants and
perdurants) and distributed them between two different problems (i.e., P1 and
P2). As a result, we obtained two problems with a homogeneous level of
difficulty and variety (see Table 4.12 for a more detailed distribution of the
questions among P1 and P2).
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Group nº First task Second Task Third Task Fourth Task

1 Problem P1 (UML) MAM (UML) Problem P2 (OntoUML) MAM (OntoUML)

2 Problem P2 (UML) MAM (UML) Problem P1 (OntoUML) MAM (OntoUML)

3 Problem P1 (OntoUML) PEOU-PU-ITU (OntoUML) Problem P2 (UML) MAM (UML)

4 Problem P2 (OntoUML) MAM (OntoUML) Problem P1 (UML) MAM (UML)

Table 4.13: Organisation of the four groups for the UML-OntoUML experiment.

Experiment design

The experiment was developed as a with-in-subject design (repeated measures)
in which two factors are applied to all subjects. The block variable12 is the
assigned problem because we do not aim to analyse differences between prob-
lems but if this difference affects the results. The subjects have been organised
into four groups. Each group represents a possible combination of problems
and treatments. Groups are balanced and subjects are randomly assigned to
one group.

Experiment procedure

Once we obtained the results from the demographic survey, two teaching ses-
sions, 45 minutes in duration, were carried out. The first session focused on
the theory and practice of UML. The second session, focused on OntoUML,
followed the same structure. After each class, users were asked to complete
a knowledge assessment to ensure they understood the basics of UML and
OntoUML, enabling the participation in the experiment. Each test was com-
posed of eight questions that asked users about domains not associated with
genomics.

Then, we distributed the participants into four groups (see Table 4.13). The
first group answered P1 questions with the UML model and P2 questions
with the OntoUML model. The second group answered P2 questions with the
UML model and P1 questions with the OntoUML model. The third group
answered P1 questions with the OntoUML model and P2 questions with the
UML model. The fourth group answered P2 questions with the OntoUML
model and P1 questions with the UML model.

The results were analysed based on a statistical analysis of descriptive data. We
used a mixed model to identify significant differences between treatments and
replications. The assumption for applying the mixed model is the normality

12A variable we are not interested to study but we aim to ensure that is not affecting the results.
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of residuals. This can be tested when the Shapiro-Wilk test is applied to
the residuals, which are automatically calculated during the application of the
mixed model test [208]. The null hypothesis is rejected when the p-value is
lower than 0.05, meaning the variable has significant differences.

To calculate the effect size of variables with significant differences (variables
whose p-value with the mixed model is less than 0.05), we used Cohen’s d
[209]; it is defined as the difference between two means divided by a standard
deviation of the data. According to [209], the effect size is large if Cohen’s d
is more than 0.8; it is moderated if it is between 0.79 and 0.5; it is small if it
is between 0.49 and 0.2.

We cannot calculate power statistically (independently of the statistical tool
used in the analysis) with a mixed model. However, we used G*Power to find
that, for a repeated measurement statistical test, we required sample size of
sixteen units for an effect size of 0.8 (large effect) to get a power of 80%. Thus,
we can state that we have enough power to conduct statistical analysis with a
sample of 20 units.

4.3.3 Results

Effectiveness was measured for Endurants, Perdurants, and the interaction
between Endurants and Perdurants For Endurants, the results showed that
OntoUML yields higher effectiveness than UML. The median, first quartile,
and third quartile are significantly better for OntoUML. The results for Per-
durants are very similar to the results of Endurant. However, the median, first
quartile, and third quartile are almost the same for the interaction between
Endurants and Perdurants.

Table 4.14 shows the statistical analysis for the metrics of effectiveness. The
results of Endurants and Perdurants are significant because their p-values are
lower than 0.05, and the effect size is large. Also, no significant differences have
been found in the Method*Problem for these metrics, meaning that the exper-
iment problems are not affecting the results. We can reject H01 for Endurants
and Perdurants, concluding that the OntoUML schema is more effective than
its UML counterpart for capturing the particularities of genomics.

Treatment Interaction Mean Effect Size

Endurants **.001 0.112 UML: 1.6
OntoUML: 2.3 0.98
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Table 4.14 continued from previous page

Treatment Interaction Mean Effect Size

Perdurants **.001 0.388 UML: 1.7
OntoUML: 2.5 1.2

Interaction 0.587 0.285 UML: 1.55
OntoUML: 1.7 -

Table 4.14: Data analysis results for effectiveness metrics

Efficiency was measured for Endurants, Perdurants, and alo the interaction
between Endurants and Perdurants. UML yielded higher efficiency for all.
The medians, first quartile, and third quartile were higher in OntoUML.

Table 4.15 shows the statistical analysis for the metrics of effectiveness. The
metrics for Endurants and Perdurants have significant results (p-value lower
than 0.05) with a moderate effect size. Regarding the Method*Problem inter-
action, no significant results were obtained. We can reject H02 for Endurants
and Perdurants, meaning that UML is more efficient to use. OntoUML requires
significantly more usage time when compared to its UML counterpart.

Treatment Interaction Mean Effect Size

Endurants **.006 0.165 UML: 206.95
OntoUML: 247.65 0.4

Perdurants **.000 0.731 UML: 191.25
OntoUML: 251.4 0.71

Interaction **.001 0.468 UML: 203.65
OntoUML: 256.85 -

Table 4.15: Data analysis results for efficiency metrics

Satisfactionwas analysed through three metrics, namely, PEOU, PU, and ITU.
For these metrics, the median, first quartile, and third quartile show a higher
satisfaction for UML.

Table 4.16 shows the statistical analysis for the metrics of satisfaction. The
three metrics showed significant results, with PEOU and ITU having a large
effect size and PU having a moderate effect size. We reject H03 for all of the
metrics; thus, UML yields significantly better satisfaction than OntoUML.
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Treatment Interaction Mean Effect Size

PEOU **.005 0.843 UML: 8.5
OntoUML: 6.7 1.1

PU **.003 0.923 UML: 33.95
OntoUML: 30.9 0.78

ITU **.005 0.843 UML: 8.5
OntoUML: 6.7 1.1

Table 4.16: Data analysis results for satisfaction metrics

4.3.4 Discussion

The results showed that OntoUML is more effective than UML at capturing
genomics’ particularities and allowing participants to answer more questions
correctly. Thus, rejecting H01. This is especially the case for the cluster of
questions concerning Endurants and Perdurants because we found statistical
relevance. We found that Endurant-related questions were answered more
successfully using OntoUML, likely because of the additional information and
constraints that UFO stereotypes provided (e.g., rigidity). Perdurant-related
questions were answered even more successfully with the OntoUML model.
Again, this is likely due to the ontological foundation that UFO provides,
capturing relevant details regarding events that remained hidden in the UML
schema.

Further, a number of aspects can be discussed:

• The UML schema left implicit the fact that events have temporal time
frames (i.e., they start and end at a given point in time). This infor-
mation is explicitly represented in the OntoUML schema because of the
constraints associated with the «event» stereotype. For instance, Q4 and
Q15 focused on the temporal constraints of events, and they were an-
swered correctly with a higher percentage with OntoUML.

• The UML schema described the participation of entities in processes in a
more straightforward way, whereas its OntoUML counterpart provided a
richer representation. OntoUML extended how the mereology of events
are represented. For instance, it describes entities’ participation in pro-
cesses, which remained implicit in UML. In general, questions were an-
swered more correctly with OntoUML. However, the increased complexity
of this representation led to some questions being answered more correctly
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using UML. In particular, Q6, which was associated with entities’ indi-
vidual participation in processes, was answered correctly with a higher
percentage with OntoUML. However, Q17, associated with event mereol-
ogy, was answered correctly with a higher percentage with UML. This is
likely due to the increased overall complexity of events, which should be
further studied.

• The «phase» stereotype allows OntoUML to exploit the principle of rigid-
ity. This clarifies that entities can be created and destroyed due to pro-
cesses. Unsurprisingly, questions involving this principle were answered
with increased accuracy in OntoUML by a significant margin. For in-
stance, Q16 interrogated participants about the principle of rigidity and
more users responded correctly with OntoUML.

Regarding efficiency, we found that answering the questionnaire with On-
toUML required longer response times, allowing us to reject H02. Although we
expected that a complex domain explained through a more complete and ex-
plicit schema would translate into reduced answering times, the results showed
the contrary. These results are probably due to the increased complexity that
results from grounding a conceptual schema in a foundational ontology. More-
over, participants may have needed additional time to consolidate their knowl-
edge regarding OntoUML.

Finally, OntoUML was less appreciated by participants. The results from the
MAM questionnaires allowed us to reject H03 since OntoUML received lower
scores than UML. OntoUML was perceived as more complex, and participants
were reticent to learn and use a new modeling language, especially a more
complex one, in a short period.

Threats to Validity

We considered four types of threats to validity for this quasi-experiment [210],
[211], namely, conclusion validity, internal validity, construct validity, and ex-
ternal validity.

Threats to conclusion validity prevent researchers from obtaining correct con-
clusions regarding the relationship between the treatment and the experiment
outcome. We considered the following:

• Low statistical power: Statistical power is defined as the ability of the
test to reveal a correct pattern in the data. Erroneous conclusions can be
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drawn when there is low statistical power. Using G*Power, we mitigated
this threat by estimating the minimum sample size required to achieve
statistical significance.

• Reliability of measures: The extent to which researchers can trust the
measurements obtained from their experiments. Although this depends
on several factors, such as poor question wording or inadequate instru-
mentation, the basic premise is that when measuring a phenomenon twice,
the result should be the same (i.e., generate objective and reproducible
measures). To mitigate this threat, we asked domain experts to double-
check the list of questions for proper wording.

• Random irrelevancies in the experimental environment: These are ele-
ments outside the experimental environment that can alter the results,
such as noise outside the room. We mitigated this factor by ensuring
that all participants were comfortable in the classroom. They were never
interrupted during the experiment, and we ensured participants did not
collaborate with each other.

• Random heterogeneity of subjects: Experimental groups have a certain
degree of heterogeneity. If this heterogeneity is very high, it may not be
possible to assess whether the experiment results are due to individual
differences or the treatment. To mitigate this threat, the experiment was
conducted over a homogeneous sample of students with the same cur-
riculum and equivalent level of knowledge regarding the class diagrams,
UML, and genomics. Additionally, there were two learning lessons, one
for UML and one for OntoUML, to level out possible differences among
participants.

Threats to internal validity affect the experimental factor with respect to
causality. Since several of such threats can be mitigated by performing a
multiple-group experiment, we carried out the experiment with a four-group
set-up. Then, we considered the following threat:

• Interactions with selection: This threat arises due to possible different
behavior in different groups. For instance, if one group learns faster than
the other. We mitigated this threat by designing an experiment in which
each group applied both treatments (UML and OntoUML) to two similar
problems in a different order (see Table 4.13).

Threats to construct validity can lead to results that are not generalised. Here,
we considered design-related threats and social threats:
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• Inadequate explanation of the constructs prior to their application: This
means that the constructs are not sufficiently defined prior to being trans-
lated into measures or treatments: if the theory is not clear, neither can
the experiment. This threat was mitigated by providing two learning
sesions about the involved treatments (i.e., UML and OntoUML) of the
same duration.

• Interaction of different treatments: When subjects participate in several
studies, the treatments in these studies may interact with each other.
Therefore, whether the effect is due to one of the treatments or to a
combination of treatments cannot be concluded. We mitigated this threat
by implementing the four-group set-up explained above.

• Restricted generalisability across constructs: This threat occurs when a
treatment affects multiple constructs, some positively and others nega-
tively. For instance, a new method improves variable A while worsening
variable B; if B is not measured, a biased conclusion based on A can be
drawn. To mitigate this threat, we measured three dimensions: effec-
tiveness, efficiency, and user beliefs. Conclusions were drawn considering
these.

• Evaluation comprehension: Some people are afraid of being evaluated.
We tried to mitigate this threat by stating, before beginning the experi-
ment, that no marks would be derived from this activity.

• Experimenter expectancies: Experimenters can bias the result based on
the outcome they expect. Since this threat can be mitigated by involving
external people without expectations, the questions were prepared by
external domain experts.

Threats to external validity are those that can limit the overall generalisability
of the results outside a specific context. These threats include interaction of
selection and treatment, interaction of setting and treatment, and interaction
of history and treatment. They are reduced by making the experimental envi-
ronment as realistic as possible. Although the experiment was conducted with
students, they are known to be a valid simplification of reality in a lab context
[212]
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4.3.5 Conclusions

Throughout this section, we answered RQ10: Does ontology-driven concep-
tual modelling capture domain particularities better than traditional concep-
tual modelling? The experiment results show that OntoUML captures the
particularities of genomics better than UML. However, participants perceived
it as difficult to use, less usefull, and reported a lower intention to use in the
future. As shown in [120], [121], subjects generally need more time to under-
stand ontology-based conceptual modelling correctly. The practical adoption
of ontology-based conceptual modelling is hindered by the long learning curve
associated with ontologies on the part of users. Thus, more effort should be
dedicated to teaching this formalism.

Both the design of a novel OntoUML schema and the process of transforming a
UML schema into its OntoUML counterpart (i.e., ontological unpacking) takes
longer to achieve than developing a simpler UML schema. However, using
ontology-based conceptual modeling enables better and more explicit domain
representation, which can increase interdisciplinary knowledge transfer. On the
one hand, domain experts should be interested in providing more precise and
unambiguous representations. On the other hand, users should be interested
in artifacts that ease their domain understanding by providing more precise
and correct information. In conclusion, the ontological unpacking process is
time-consuming, but its benefits in terms of domain understanding justify the
process.

4.4 Conclusions

Throughout this chapter, we have validated the artifacts generated during
the Treatment Design phase (G3). First, two use cases were proposed to
test whether the CSG and the ISGE method deliver conceptual model-based
platforms that mitigate the problems associated with managing genomics data:
The Delfos Oracle and CitrusGenome. Second, an empirical experiment was
conducted to test whether the ontological unpacking process benefits domain
representation and understanding.

The Delfos Oracle is a platform for identifying relevant variations for a given
disease. Guided by the CSG, it automates the four phases of the SILE method.
This conceptual model-based solution eases genomics data integration and vari-
ation prioritisation, making knowledge generation processes more efficient and
trustwothy. After validating the Delfos Oracle in a lab context with encourag-
ing results, it is currently being tested in a real-world context to help the work
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of domain experts. This use case allowed us to answer RQ7: To what extent
are the contributions of this thesis useful in a human genomics context?

The existing genomics data chaos complicates generating knowledge for preci-
sion medicine. This chaos is even worse when studying other species’ genomes.
The reason is that the scientific community has dedicated more effort to es-
tablishing guidelines and best practices when working with human data rather
than data from other species; this is the case with citrus. In citrus, the ge-
nomics data chaos is even more significant, with fewer guidelines, standards,
or established knowledge.

The CitrusGenome platform was developed to overcome the many challenges
related to computational efficiency, automation, data management expertise,
and the inherent limitations of data types when knowledge discovery processes
are carried out when using citrus data. This platform implements a workflow
for performing comparative SNP analysis involving several individuals at a
whole-genome level. Also, CitrusGenome is accessible to anyone given that
computer skills are not needed to use it.

Because of the complexity of the CitrusGenome workflow, we developed this
tool with a strong focus on usability. Using a user-centered design supported
by a sound conceptual schema allowed us to develop User Interfaces that are
intuitive and easy to use. This reinforces the importance of conceptual mod-
eling for developing high-quality user interfaces. This use case allowed us to
answer RQ8: To what extent are the contributions of this thesis useful in an
agri-food genomics context?

The human and citrus cases showed that the ISGE method eases the use of the
CSG in real-world use cases and reduces the time required for its instantiation.

Although we have reported on the challenges and opportunities that arise
from studying the genome, using the human and citrus genomes, we seek a
much broader goal (i.e., understanding the genome rather than just the human
genome). The development of potent genome sequencing technology, informat-
ics, automation, and artificial intelligence, allows understanding, utilising, and
conserving biodiversity like never before. For the first time, we can efficiently
sequence the genomes of all known species and use genomics to help discover
any remaining unknown species, of which there are many.

In the last part of Treatment Validation, we conducted an empirical experi-
ment with 20 participants, showing that the use of ontology-based conceptual
modelling results in a better representation of the domain under study. How-
ever, it also poses some challenges in terms of efficiency and user satisfaction.
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Ontology-based conceptual schemes describe knowledge more explicitly and
precisely, resulting in more complex representations that can require a longer
time to understand. In addition, there is always a reluctance to learn new
formalisms, especially when there is a long learning curve. This experiment al-
lowed us to answer RQ9: Does ontology-driven conceptual modelling capture
domain particularities better than traditional conceptual modelling?
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Chapter 5

Conclusions

We started this thesis by formulating the research questions associated with
our main goals. First, we studied the problems when working with genomics
data (i.e., high volume, heterogeneity, lack of interconnection, and constant
evolution). Then, we studied how current approaches based on conceptualisa-
tion try to mitigate them.

Then, we applied conceptual modelling techniques to generate artifacts that
improve the identified limitations. The main contributions of these thesis are
the following artifacts:

1. Version 3 of the Conceptual Schema of the Human Genome.

2. The Conceptual Schema of the Citrus Genome.

3. Version 1 of the Conceptual Schema of the Genome.

4. Version 2 of the Conceptual Schema of the Genome.

5. The ISGE method.

6. The ontologically unpacked version of the pathway view of the Conceptual
Schema of the Genome.

149



Chapter 5. Conclusions

Finally, we validated the last three artifacts. The reason for not validating the
first three artifacts is that are the intermediate steps that allowed us to achieve
a stable conceptual schema (i.e., the CSG) ready to be used in real-world use
cases. We validated the CSG and the ISGE method in use cases associated with
different species, namely, humans and citrus. We developed two conceptual
model-based platforms that improved the problems identified when managing
genomics data. Then, we validated the ontology-based conceptual schema in an
empirical experiment where twenty participants answered two questionnaires
(i.e., one considering the initial UML schema and the other considering its
unpacked OntoUML version).

Here, we answer to the research questions formulated in the first chapter (see
Section 1.4).

5.1 Answer to Research Questions

GOAL 1 - Study in depth the main problems in genomics data
management and how they are mitigated.

In Chapter 2, we answered the set of research questions associated with the
first goal of this thesis.

RQ1 - Which problems arise when working with genomics data?

Working with genomics data forces geneticists and domain experts to delve
into a complex ecosystem of different data sources that are not interconnected.
How genomics data is represented differs significantly from one data source to
another. We described the four main problems that arise when working with
genomics data: first, the vast amount of data available; second, the large num-
ber of existing data sources, each of which stores data with different schemes
and strategies; third, the isolation of genomics data, complicating data in-
tegration processes; fourth, the constant evolution of the genomics body of
knowledge along with the data representing it. These problems are known as
the genomics data chaos. We answered this question in Section 2.2.

RQ2 - What existing approaches can be used to mitigate the identified prob-
lems?

This thesis applied conceptual modelling techniques in the genomics domain.
Thus, only those approaches that attempt to mitigate data management prob-
lems using conceptualisation as a basis were considered in our study. Two
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approaches based on conceptualisation are used to deal with the problems
caused by the genomic data chaos. The first approach is domain ontologies.
This approach provides abstract conceptualisations of particular dimensions of
genomics (i.e., “vertical” dimensions) in the form of hierarchical acyclic graphs.
Currently, they are the most widely adopted solution, though they have limita-
tions regarding semantic interoperability, missing relevant parts of knowledge,
or scalability. The other approach is conceptual modelling. This approach
describes genomics from a holistic perspective (i.e., a “horizontal” dimension).
Conceptual modelling is used to generate artifacts used in communication,
understanding, and semantic interoperability. We answered this question in
Section 2.3.

GOAL 2 - Generate conceptual modelling artifacts to improve
genomics data management.

In Chapter 3, we answered the questions associated with the second goal of
this thesis. Since this goal was very broad, we divided it into five subgoals: i)
perform the needed updates and extensions of the Conceptual Schema of the
Human Genome; ii) explore the conceptualisation of the genome for non-human
species; iii) generate a conceptual schema that is species-independent; iv) pro-
vide a method to facilitate the adoption of the CSG to work with genomics
use cases; and v) identify another artifacts for better representing genomics.

RQ3 - Why/What/How to expand and update the CSHG over time?

Genomics knowledge is constantly evolving. Thus, we must keep our concep-
tual schema updated to represent such an evolution of scientific knowledge.
The update was conceived after analysing the feedback received from domain
experts after using the Conceptual Schema of the Human Genome in multiple
real-world use cases. Five dimensions that required a more precise characteri-
sation were improved: first, to make the schema more technologically agnostic;
second, to be able to represent multiple genome assemblies; third, to improve
how variations are described; fourth, to model the effects caused by variations;
ifth, to capture the particularities of the gene expression processes in more
detail. We answered this question in Section 3.1.

RQ4 - Why/What/How to generate a conceptual schema of the genome for
non-human species?

After working in a well-known domain such a precision medicine, we wanted to
delve into the study of other species’ genomes. Although precision medicine is
one of the most popular genomics fields because of its implications in human
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health, working domains that focus on non-human species exist. Agriculture
and the improvement of agri-food crops is one example of such an application.
More specifically, we focused on citrus. In this field, the amount of established
knowledge is fewer when compared with human genomic data. There are
also fewer standards, meaning that citrus genomic data are structured in a
more technologically-oriented way. The generated conceptual schema (i.e., the
Conceptual Schema of the Citrus Genome) focused on variations and their
effects on proteins and metabolic pathways. All this work was performed with
the Instituto Valenciano de Investigaciones Agrarias (IVIA). We answered this
question in Section 3.2.

RQ5 - Why/What/How to generate a conceptual schema of the genome that
is species-independent?

Genomics is a vast domain with heterogeneous use cases and one that poses sev-
eral challenges. From what we have observed, generated conceptual schemes
tend to focus on specific scenarios. However, every use case has a part of
knowledge that is common to the other use cases, and we are not taking ad-
vantage of this. For instance, the CSHG intends to improve precision medicine
and genetic diagnosis, and the CSCG focuses on supporting the identifica-
tion of the genetic cause of phenotype expression in the agri-food field. Still,
both conceptual schemes share a relevant portion of knowledge. To illustrate,
both schemes model relevant concepts such as chromosomes or genes. Con-
ceptual schemes that focus on a specific species could be seen as a limitation
in this context because studying a different species would require creating a
new conceptual schema to cover such species’ particularities accurately. After
thoroughly comparing our two conceptual schemes (i.e., the CSHG and the
CSCG), we developed a conceptual schema that covers both use cases and is
species-independent. We answered this question in Sections 3.3 and label 3.3.3.

RQ6 - Why/What/How to create a method to generate subschemes of the Con-
ceptual Schema of the Genome?

We created the ISGE method to improve the adoption of the CSG. This method
generates conceptual views that focus on those parts of the schema that are
relevant for a specific use case, making working with the CSG more efficient.
The ISGE method comprises three phases: first, identify the requirements of
the use case; second, select those pieces of knowledge that are relevant for
solving the identified requirements; third, generate the conceptual view with a
subset of classes from the whole schema. We answered this question in Section
3.4.
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RQ7 - How to conduct ontology-driven conceptual modelling in genomics?
During our efforts to generate the needed artifacts, we found that the genomics
domain has particularities that could not be captured appropriately using tra-
ditional conceptual modelling techniques. Thus, we applied ontology-based
conceptual modelling techniques to assess whether they capture genomics prop-
erties better. Our effort to develop ontology-driven conceptual models in ge-
nomics has been a novel approach with encouraging results. We carried out
a model-to-model transformation (i.e., the “ontological unpacking”) to better
capture the particularities of this complex domain. This process use a view
of the CSG (i.e., the pathway view) as input and transformed it into its un-
packed version. We used the UFO ontology and the OntoUML modelling
language to perform such a transformation, leading to a new model that cap-
tures additional semantics with the constructs defined in UFO. This allowed us
to represent critical aspects genomics in a more explicit way, leading to better
domain understanding. We answered this question in Section 3.5

GOAL 3 - Confirm and validate our contributions and research
results.

In Chapter 4, we answered the questions associated with the third goal of this
thesis.

RQ8 - To what extent are the contributions of this thesis useful in a human
genomic context?

For the human genomic context, we developed a Genome Information System
to improve the identification of relevant and high-quality variations (i.e., the
Delfos Oracle). This platform improves variation identification by considering
four data dimensions: integration, prioritisation, storage, and visualisation.

This platform took advantage of the CSG to improve the dimensions mentioned
above. First, using a conceptual schema allowed us to integrate several data
structures into a common schema. Second, data prioritisation rules follow
a well-defined set of schema attributes. Third, the physical schema of our
persistence layer is based on our the CSG. Fourth, the UI design followed a
pattern-oriented approach that required a conceptual schema to be designed
and implemented.

The Citrus Genome platform was validated in a lab context and showed promis-
ing results. Because of the CSG, it integrates genomics data easily and reduces
the amount of relevant data associated with diseases by removing low-quality
data. Additionally, its user interface is intuitive and well-designed because it
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follows a conceptual model-based approach. Cosnidering knowledge genera-
tion, we showed that the platform allows non-expert users to generate high-
quality knowledge with high effectiveness, efficiency, and user satisfaction. We
answered this question in Section 4.1.

RQ9 - To what extent are the contributions of this thesis useful in an agri-food
genomic context?

Considering the agri-food genomic context, we developed a Genome Infor-
mation System for performing efficient comparative genomic studies of DNA
sequences of citrus crops (i.e., CitrusGenome). This platform took advantage
of the CSG to i) integrate all of the data and ii) implement the algorithms to
retrieve the data of interest. Again, a conceptual model-based approach was
crucial to developing high-quality user interfaces that satisfied domain experts.

The validation of the platform was twofold. First, we asked domain experts to
perform a typical analysis to evaluate this platform. Discussions where held
to collect domain experts’ opinions regarding CitrusGenome; the feedback was
positive in terms of usability and intention to use. Second, we supervised an
experiment that identified both known and novel genotype-phenotype associa-
tions for fruit abscission, a relevant trait for potentially improving crops. Apart
from the three well-known regions associated with processes playing essential
roles in fruit abscission that the experiment identified, an additional novel re-
gion currently being studied in more depth by domain experts was obtained.
We answered this question in Section 4.2.

RQ10 - Does ontology-driven conceptual modelling capture domain particular-
ities better than traditional conceptual modelling?

The OntoUML schema generated after the ontological unpacking process was
confronted with its UML counterpart in an empirical experiment. The re-
sults showed that OntoUML improves the representation of several aspects of
genomics, including the characterisation of biological entities, the changes in
biological entities over time, and the representation of chemical compounds.
These results also justify the time required to do the model transformation.
We answered this question in Section 3.5.
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Thesis Impact

In this chapter, we present the thesis impact in terms of publications, research
stays, teaching experience, participation on research projects, congress organ-
isation, patents, and peer reviewing.

Publications
A total of 24 publications were published during while conducting the research
and writing this thesis (see Table 6.1). A detailed list and summary of the
publications is provided in Appendix A. There has been a high degree of in-
teraction with other computer science and genomics experts, shown by the
many researchers from different countries who co-authored these publications
(i.e., 20 co-authors). We would like to highlight that the author of this thesis
collaborated with:

Prof. Manuel Talon: Supervisor of the genomics center of IVIA, with
almost 30,000 citations. He is an internationally recognised reference in
breeding improved citrus varieties and has studied the origin of citrus. We
collaborated in all the work associated with the citrus domain, including
the conception of the conceptual schema of the citrus genome, the gener-
ation of the conceptual schema of the genome for citrus conceptual view
using ISGE, and the development of the CitrusGenome web platform.

Prof. Stefano Ceri: Full professor at the Politecnico di Milano university
with more than 30,000 citations. He received two advanced ERC Grants,
received the ACM-SIGMOD Innovation Award in 2013, and is an ACM
fellow. Our collaboration focused on validating the ISGE method to
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connect conceptual models inspired by different approaches (i.e., top-
down and bottom-up). In addition, Dr. Anna Bernasconi, a colleague of
his, stayed for six months at the Polytechnic university of Valencia. This
stay led to collaborations focused on the ontological unpacking process.
Future work (as explained below in Section 7) will include additional work
together.

Prof. Giancarlo Guizzardi: Full professor at the University of Twente
with more than 10,000 citations. He authored more than 350 publica-
tions, developed one of the most used foundational ontologies: the Uni-
fied Foundational Ontology, and is currently leading the Conceptual and
Cognitive Modelling Research Group (CORE).

Category Reference(s) TOTAL

JOURNALS 7

Q1 J2 1

Q2 J1, J3, J4, J5, J6 5

Q3 J7 1

CONFERENCES 14

CORE A 10

— main C11 1
— Workshop C3, C8, C12, C13, C14 5
— Forum C2, C5, C6, C9 4

CORE B 3

— Main C1, C4 2
— Workshop C10 1

CORE C 1

— Main C7 1

BOOK CHAPTERS 3

— B1, B2, B3 3

TOTAL 24

Table 6.1: Summary of Relevant Publications. The details of these publications can be
seen in Appendix A
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Finally, it is worth mentioning the following scientific results, which are under
consideration for being published:

Code Title Year Venue/Journal

Journals

X1 Usability Evaluation of a Method to
Analyze Data Intensive Domains

— Multimedia Tools and Applica-
tions (Q2)

X2 An Ontological Analysis and As-
sessment of Human Genome Con-
ceptual Models

— Journal of Biomedical Seman-
tics (Q4)

X3 Are Automation Tools Based on the
ACMG/AMP Recommendations as
Homogeneous as They Should Be?

— Briefings in Bioinformatics (Q1)

Table 6.2: Publications boing considered for publications.

Research Stay

The author of this thesis participated in a three-month research stay at the
University of Twente under the supervision of Prof. Giancarlo Guizzardi. The
stay allowed for intensive collaboration leading to the elaboration of the ISGE
method, conception of ontological unpacking, and its first application into
a relevant part of the CSG. These results materialised in multiple research
outcomes: two congress publications (C9 and C14 items in Appendix A) and
one journal manuscript that is being considered for publication (X2 item in
Table 6.2).

Teaching Experience

The author of this thesis gained extensive teaching experience in computer
science and biomedical engineering.

Computer Science

• Computer Systems Engineering [2019, 2020, and 2021]: Master’s
Degree in Software Engineering, Formal Methods, and Information Sys-
tems.
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• Information systems applied to bioinformatics: genomic data
management [2022]: Bachelor’s Degree in Computer Science.

• Information Systems Applied to Bioinformatics: Management
of Genomic Data [2020, 2021, and 2022]: Master’s Degree in Soft-
ware Engineering, Formal Methods, and Information Systems.

• Model-Driven Development summer school [2022]: 5-day summer
course for French bachelor students.

Biomedical Engineering

• Bioinformatics [2019, 2020, and 2021]: Bachelor’s Degree in Biomed-
ical Engineering.

• Contributions of the Biomedical Engineer [2019 and 2020]: Bach-
elor’s Degree in Biomedical Engineering.

• Genomic Data Science: Towards Precision Medicine [2020]: Course
from the Permanent Training Centre in the Polythecnic University of Va-
lencia.

• Genomic Information Systems Design and Management [2021,
2022]: Bachelor’s Degree in Biomedical Engineering.

The author of this thesis also co-directed the following academic works:

Bachelor’s Theses

• “Analysis of Fruit Drop by Means of Identification of SNPs in
Databases” . University of Alicante, Spain, 2021. [194]

• “Design and Development of a Web Platform for the study of Fa-
milial Cardiomyopathies” . Polytechnic University of Valencia, Spain,
2022. [213]

Master’s Thesis

• “Identification of genomic variants using the SILE method: Ex-
tension of the research module and Focus on the Brugada Syn-
drome” . Università degli Studi di Milano Bicocca, Milano, Spain, 2021.
[214]
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• Design of a Conceptual Model to characterize human proteome
and pathways: applications to CoVid-19 metabolism.. Polytech-
nic University of Valencia, Spain, 2022. [215]

Research Projects

The author of this thesis participated in the following research projects:

• DataMe - A Model Driven Software Production Method for Big
Data Application Development (6 months). Funded by the Spanish
Ministry of Science and Innovation (national project). Ref: TIN2016-
80811-P.

• Gispro - Genomic Information Systems Production (32 months).
Funded by the Generalitat Valenciana (regional project). Ref: PROME-
TEO/2018/176.

• OGMIOS - An Intelligent System for Clinical Decision Support
in Precision Medicine (12 months). Funded by the Generalitat Valen-
ciana (regional project). Ref: INNEST/2021/57.

Congress Organisation

The author of this thesis assited with the organisation of the following con-
gresses:

• The 36th International Conference on Conceptual Modeling: cel-
ebrated between November 6-9, 2017 in Valencia, Spain. Local Organizing
Committee.

• The 11th ACM SIGCHI Symposium on Engineering Interactive
Computing Systems: celebrated between June 18-21, 2019 in Valencia,
Spain. Local Organizing Committee.
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Patents and Software

The author of this thesis participated in the creation of following software
patents:

• G-MAC: Conceptual Model-based Information System for the Effective
and Efficient Management of Retina-Macula Pathology Data (reference:
S-066-2020)

• Delfos Platform: Information System for the Management of Relevant
Genomic Variations (reference: S-075-2021)

Peer Reviewing

The author of this thesis has peer-reviewed the following manuscripts:

• Macadamia germplasm and genomic database (MacadamiaGGD): A com-
prehensive platform for germplasm innovation and functional genomics in
Macadamia [216].

– Frontiers in Plant Science (6,627 JIF - Q1).
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Future Work

In this last chapter, we report on future work based on domain conceptu-
alisation and the Genome Information Systems implemented to validate the
contributions of this thesis. The chapter ends with some final thoughts about
future lines of work that are associated with the outcomes of this thesis.

Genomics Domain Conceptual Modelling

Genomics is an ever-changing domain where new knowledge is constantly gen-
erated, and the CSG must evolve accordingly. We divided future work toward
modelling genomics into three terms, based on the temporal dimension: the
short term, the middle term, and the long term.

The Short Term

At this moment, we are currently preparing the next version of the CSG.
Based on interactions with domain experts and clinicians, we will consider the
representation of the following aspects:

• Gene expression: This process controls when and where RNA and
proteins are generated. The expression of a gene changes dramatically

161



Chapter 7. Future Work

depending on the surrounding environment and can regulate the expres-
sion of other genes. There are abundant heritable variations affecting
gene expression [217], and their effects on diseases are a matter of study
[218]. For instance, in breast cancer [219]. Representing gene expression
will improve the analysis of genomics data and, potentially, deliver better,
more personalised treatments.

• Cancer: Despite significant efforts, cancer stands as one of the major
causes of morbidity and mortality. This disease appears when body cells
grow uncontrollably and spread to other parts of the body. Although we
already consider phenotypes and diseases in the CSG, cancer is incred-
ibly complex, having several particularities. These particularities (e.g.,
the propagation type) must be represented explicitly in the model when
working with cancer-associated data.

• Somatic variations: This is associated with the above point. Currently,
the CSG considers germline variations (i.e., those variations present in ev-
ery cell of the body and are inherited from parents). However, the anal-
ysis of somatic variations is critical when studying cancer. Moreover, the
same variation can be germline in one individual and somatic in another;
in some cases, this variation is reported with different interpretations
depending on its origin (i.e., germline or somatic) [220].

• Genome-wide association studies (GWAS): GWAS studies are fun-
damental for establishing genotype-phenotype associations [221]. These
studies consist of sequencing a large number of people with a particular
disease to identify common DNA variations [221]. If the identified vari-
ations are not common in a control group of healthy people, they can
be considered for establishing an association with the disease of interest.
These studies help develop better methods to prevent, detect, and treat
diseases. However, this approach comes with challenges; most of the iden-
tified variations are located in non-coding regions (likely associated with
RNA products that alter gene expression) [222]. The holistic perspective
of the genome provided by conceptual modelling techniques could help
extract knowledge more effectively.

• Individuals and samples: The CSG represents the genome from a
holistic perspective, including those variations that can arise in the DNA
sequence. However, it does not consider how these variations appear in
individuals. Also, the particularities of each individual must be consid-
ered because the same variation can bring a different outcome from one
individual to another. The samples from which DNA sequencing of indi-
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viduals is carried out need to be also considered. It is relevant to identify
sample aspects such as the type of sample (e.g., tissue or fluid), the sam-
pling tool, the storage methods, or sample measures (e.g., cellularity or
volume).

• Haplotypes: There are clusters of DNA variations that tend to be in-
herited together because they very are close to each other and are not
located in recombination sites. Some phenotypes are expressed when a
haplotype occurs, opening many exciting approaches to disease preven-
tion and treatment. Also, the study of haplotypes among populations
allows for the detailed study of evolutionary processes [223] and popula-
tion ancestry [224].

• Structural variations: The CSG considers “small” DNA variations be-
cause they have been the main focus of study due to technological and
economic limitations. However, larger variations that span multiple chro-
mosomes must also be considered. These variations include rearrange-
ments of portions of the DNA sequence from one location to another
(i.e., translocations). Such variations have been associated with several
diseases, such as cancer [225] or neuropathies [226], and they influence
gene expression to a great extent [227].

The Middle Term

For the middle term, we refer to the study of those proposals obtained after
applying the ISGE method for generating the CSGC conceptual view. In our
model, we use traits and phenotypes to represent the particularities of species
and their corresponding specimens. However, we must study whether these
two concepts are interconnected or, even more, are two representations of the
same underlying concept and could be merged. This aspect will be considered
after consolidating the next version of the CSG.

The Long Term

Finally, we envision broader areas of study that will require additional efforts:
epigenomics and the characterisation of prokaryotic and RNA-based organisms.

The epigenome can be seen as an information layer that is on top of the genome.
It consists of chemical signals regulating gene expression [228], cell development
[229], or tissue differentiation [230], among many other processes. Unlike the
genome, the epigenome is dynamically altered by the environment. Also, these
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chemical signals can be inherited, although the extent to which this happens
in humans is unclear [231]. The high relevancy of epigenomics in some areas of
health and precision medicine (e.g., genetic variations associated with specific
traits show epigenomic enrichment in tissues relevant to that trait, thus pro-
viding an excellent resource for understanding the molecular basis of human
disease [232]) justifies its future addition in the CSG.

Working with prokaryote and RNA-based organisms will allow us to open an
entirely new field of study for the CSG: the study of infectious processes and
host-pathogen interactions (e.g., virus infections). The COVID pandemic has
shown us the need to consider such studies. Some approaches have already
demonstrated the utility of conceptual model-based approaches for improving
knowledge generation [233], [234].

In this research, we applied ISGE to generate two conceptual views, one for
the human case and another for the citrus case. Future work will be oriented
to validate this method further. To this aim, we will search for additional
domains in which the ISGE method can be used. A new dimension to this
validation is being carried out [235]. In this dimension, we are using ISGE
to connect two different modeling approaches. The first is concept-oriented
(i.e., a top-down approach) and is represented through the CSG. The second
is data-oriented (i.e., a bottom-up approach) and is represented through the
Genomic Conceptual Model (GCM) [236] produced by the GeCo project [237].
The proposed connection of these approaches, by means of ISGE, reported a
number of benefits. First, extensions of the conceptual schema using the input
provided by real data sets are enabled for the top-down approach. Second, data
records can be semantically described by high-level concepts in the bottom-up
approach.

The last contribution of this thesis focused on analysing the use of ontology-
based conceptual schemes for domain representation and the study of its po-
tential benefits compared to the traditional approach. We conducted an on-
tological unpacking of a portion of the CSG. Future work aims to extend this
transformation to the rest of the schema and study its implications in terms of
effectiveness, efficiency, and user satisfaction. Further, we are starting a col-
laboration with researchers from the Politecnico di Milano University to apply
ontological unpacking to their schemes, giving our work a relevant, interna-
tional dimension.
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Genome Information Systems

Regarding the two Genome Information Systems generated during the devel-
opment of this research, there are several aspects that will be improved.

For the Delfos Oracle,we have started an industrial project to transfer our plat-
form to the industry1. After finishing this project, the Delfos Oracle platform
will be in the TRL–7 stage2. More specifically, we aim to improve all of its
four modules in the following areas:

• Hermes: This module will benefit from including additional general-
purpose and disease-specific databases. According to [238], there are
1,645 genomics databases publicly available that could potentially be in-
cluded.

• Ulises: There are several aspects of the rule-based algorithm applied in
Ulises that will be improved. We will include additional rules for consid-
ering functional and population studies when classifying variations. We
will also implement support for text-based search to identify potentially
relevant bibliography.

Another aspect of Ulises that will be extended in the future is the type
of variations it analyses. Currently, only SNP and INDEL variations
are studied. However, we will add support to analyse additional types of
variations in the future. For instance, somatic3 and structural4 variations.

The final dimension of the algorithm we plan to improve is the manage-
ment of non-classified variations. In the future, the standard guidelines
such as the ACMG/AMP guidelines [128] will be implemented to provide
our own classifications.

• Delfos: The information stored in the Delfos module is “static”. A man-
ual update needs to be carried out to consider the changes over time of
the information. The most important future work for this module is to
implement the automatic update of the data over time.

• Sibila: This module will be updated to display all the new information
that will be considered by the three other modules. Also, we aim to

1PDC2021-121243-I00 — Delfos Platform: An Information System for the Management of Ge-
nomic Variations.

2System prototype demonstration in operational environment, according to ISO 16290:2013.
3A variation occurs after conception due to environmental factors or replication errors.
4Variations larger than 1,000 bases. These variations can affect more than one chromosome.
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improve filtering options of variations and implement a 3D visualisation
of protein structure, how metabolic pathways are altered by variations,
and the consequences of structural variations in chromosomes.

Regarding CitrusGenome, we are working with the IVIA to plan future work.
First, we are supervising a master’s thesis for implementing a concurrent data-
loading system for efficiently include new citrus varieties in the system. Second,
we will use the results of this master thesis to load a new set of 70 DNA
sequences from citrus varieties that have been sequencing in the lab of the IVIA.
These varieties will allow for extending the scope of the analyses performed
with the tool. Third, we will start working with data associated with the
genome of rice varieties, leading to the future development of the RiceGenome
web platform.

7.1 Final considerations

This work introduced a species-independent perspective of modelling the genome.
What are the consequences of such a perspective? How could this perspective
determine future work? In addition to the human genome, we also modelled the
genome of citrus. However, citrus is just one of the areas where high-quality
DNA reference sequences have been generated. At the time of writing this
thesis, several projects generated high-quality reference sequences of several
species. For instance:

1. The Genome 10k project [239]: This is a consortium composed of more
than 50 institutions dedicated to sample collection, genome sequenc-
ing, assembly, annotation, alignments, and analyses. As examples, the
Vertebrate Genomes Project5, aims to generate near error-free reference
genome assemblies of all 66,000 extant vertebrate species, while the Earth
Biogenome Project6, aims to sequence, catalog and characterise the genomes
of all of Earth’s eukaryotic biodiversity.

2. The Global Invertebrate Genomics Alliance 2020 (GIGA) [240]: This is
a collaborative network of researchers dedicated to building standardised
best practices for sequencing invertebrates.

5https://genome10k.soe.ucsc.edu/vertebrate-genomes-project/
6https://genome10k.soe.ucsc.edu/earth-bio-genome/
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3. The Darwin Tree of Life [241]: Inspired by the Earth Biogenome Project,
this project is dedicated to sequencing every eukaryotic organism in Great
Britain and Ireland.

Increasing our understanding of biodiversity and responsibly preserving its re-
sources are among the most critical scientific and social challenges humans will
face in the coming years [242]. Achieving such a holistic perspective will have
profound benefits for us and every living being. These benefits can be grouped
in three perspectives, namely, knowledge, conservation, and health.

Knowledge Because of the sequencing and study of other species, we can
tackle fundamental questions regarding comparative biology, evolution,
and genetics. For instance, in investigating chromosomal evolution among
mammals [243] or detecting clade-specific conserved regions [244]. More-
over, there are dozens of topics that can be studied, such as comparative
genomics of specialised traits in each vertebrate lineage, comparative ge-
nomics of convergent traits (e.g., vocal learning, flight, loss of limbs, and
aquatic/terrestrial adaptations), reconstruction of common ancestors, the
genetics of why some lineages are more disease resistant than others, ge-
netic signatures of domestication across vertebrates, brain cell evolution,
consequences of the evolutionary battle between transposons7 and host
factors, and many more8.

Conservation Human activity alters the primary conditions that sustain life
on Earth so significantly that biodiversity is diminished at unprecedented
rates. It is our duty to conserve, protect, and even restore biodiversity;
this can be achieved by increasing our knowledge about the species living
on Earth. The study and sequencing of endangered and non-endangered
species will increase our understanding of ecosystems; it will show how
complex animal life evolved through changes in DNA, and we will be
able to use this knowledge to become better stewards of the planet. The
outcomes of the Genome 10k and GIGA projects will grant access to the
study and conservation of species at an unprecedented scale [239].

Health The study of other species’ genomes has already proved to be a valu-
able activity in terms of health. For instance, the first high-quality refer-
ence sequences of six bat species revealed the selection and loss of genes
related to the immune system. These genes are relevant in studying
emerging infectious diseases such as COVID-19 [245]. Could a better

7A transposon is a DNA sequence that can change its position in the genome. There are trans-
posons that can move by themselves.

8https://vertebrategenomesproject.org/
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(or faster) response be given if such loss of genetic material had been
monitored? Another exciting example is cancer, where recent discoveries
indicate that tree roots penetrate soil using a mechanism similar to the
one metastatic cells use to penetrate adjacent healthy tissues [246]. Such
discoveries revealed that plants could be an excellent model to study how
metastatic cells expand and prevent such events.

In this context, having a species-independent conceptual schema is a highly
desired need, and it will allow for semantic interoperability at the genome
level.
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