Assessment of accuracy and performance of terrestrial laser scanner in monitoring of retaining walls
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ABSTRACT

Retaining walls are a critical infrastructure of transportation networks and the monitoring of their condition is crucial for the efficient and reliable maintenance of the network. The condition of retaining walls is frequently assessed using qualitative criteria and visual inspection, which are susceptible to human-bias and errors. To improve the management of these structures, reducing the probability of failure and the maintenance costs, it is critical to develop more efficient, reliable and quantitative monitoring approaches for these structures. The current study aims to evaluate the performance of Terrestrial Laser Scanner (TLS) in deformation monitoring of retaining walls, based on the analysis of single scans (without registering the point clouds to build 3D models). The evaluation was based on a controlled experiment, where a wooden frame (1.5m x 1m) was used to simulate deformation scenarios for retaining walls, with an amplitude between 2 to 16 mm. A Leica RTC360 scanner was used to scan the wooden frame from distances varying between 10 to 27 m and angles varying between 0° to 20°. Five methods were applied to analyse the laser-scanner data and estimate the displacement: a target-based approach and four cloud-based approaches including the Cloud-to-Cloud (C2C), the Cloud-to-Mesh (C2M), the Multiscale-Model-to-Model-Cloud-Comparison (M3C2), and an alternative cloud-based method where the mean average of the point-cloud was used to estimate the displacement in the axis of the deformation. A Robotic Total Station Leica TS30 was also used to measure the deformation of the wooden frame and provide the ground truth values of the introduced deformation for each scenario. The results showed that the RTC360 had an accuracy of 1.3 mm with a confidence level of 95%.

I. INTRODUCTION

The potential of using the Terrestrial Laser Scanning technology (TLS) in the field of structural health monitoring has been the focus of many researchers (Kim et al., 2019; Athanasopoulos-Zekkos et al., 2020), due to the precise and practical solution that the TLS can provide compared to other instruments, such as inclinometers, strain gages and photogrammetry (Athanasopoulos-Zekkos et al., 2020). In monitoring retaining structures, geometric deformations are the main defects that need to be monitored (Kim et al., 2019; Athanasopoulos-Zekkos et al., 2020). The TLS can also be used for monitoring non-geometric related defects in retaining walls, such as monitoring the change in temperature of concrete surface (Mukupa, 2017), cracks and long-term deterioration (Law et al., 2018), moisture content (Suchocki and Katzer, 2018; Živec et al., 2019) and dynamic deformation of structures (Jatmiko and Psimoulis, 2017).

The accuracy of monitoring the geometric deformations in retaining walls using the TLS has been investigated. Although some studies concluded that TLS could assess the performance of retaining walls in service (Oskouie et al., 2016; Aldosari et al., 2020; Al-Rawabdeh et al., 2020; Jia et al., 2021), in the study of Seo et al. (2019) it is suggested that the TLS cannot provide the level of accuracy that is required to monitor retaining walls within the construction phase, reaching the maximum daily deformation of 4 mm in their case.

The sources of errors in monitoring structures using the TLS can be categorised in three main types: (i) instrumental-related; (ii) errors related to the monitored surface; and (iii) cloud registration errors (Lague et al., 2013). Furthermore, the method that is used to analyse the point clouds does also affect the accuracy of the monitoring results (Lague et al., 2013; Seo et al., 2019). Although the accuracy of this methods was investigated, further work is necessary to better understand and quantify the accuracy of laser-scanning in monitoring retaining walls and how the accuracy is affected by monitoring parameters, such as the scanning distance. In the current study, we evaluate the impact of the scanning distance and the angle of incidence in the accuracy of the deformation estimation.

The main principle of this study is that the estimation of the deformation derives from the comparative analysis between two single scans of two different states of the retaining wall. Apart from the impact of the scanning distance and the angle of incidence, the
performance of different methods of point-cloud analysis are examined for the estimation of the retaining wall deformation. Although, three different types of deformation of retaining wall were examined (lateral displacement, vertical displacement and tilt), only the results of the lateral displacement experiment are presented in this paper.

II. EXPERIMENTAL SETUP

A wooden frame (1.5 m x 1 m) was built to simulate the surface of a retaining wall which would be subjected to different types of deformation (see Figure 1). The horizontal displacement was introduced via a bolt on the back of the wooden frame and the movement was measured using a metallic measure tape attached to the frame arm (see Figure 1c). Five black/white paper targets were glued to five key locations on the wooden frame (the four corners and the centre) and used as reference points to monitor the change in the frame position (see Figure 1a).
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Figure 1. The designed wooden frame: (a) front view; (b) side view; and (c) bolt to adjust the frame position laterally.

A Leica RTC360 laser scanner was used to scan the wooden frame from six different scanning stations: three different scanning distances and two different incidence angles (see Figure 2). The scans were taken from 10 m, 20 m and 27 m scanning distances and with angles of incidence of 0° and 20° (see Table 1). A robotic total station (Leica TS30) was also used to provide the ground truth for the monitoring measurements. The application of RTS measurements in structural monitoring has been successfully assessed in experiments and real structural monitoring applications, proving to be reliable even for mm-level deformation (Psimoulis and Stiros, 2007; 2008). The TS30 was used in a singular location unlike the RTC360 that was used in six scanning stations. Three Leica GZT21 scanning targets were established on three wooden tripods on different locations in the field as shown in Figure 2. The main purpose for these targets was to introduce a common coordinate system for the point clouds. The TS30 was used to survey these targets before and after the experiment to ensure that the entire network (i.e. TS30 and the static targets) remained stationary during the experiment. The TS30 was also used to survey the targets that were glued to the wooden frame (see Figure 1a) to perform the monitoring process. The experiment was conducted outdoor, and the measurements were taken under the same weather condition as the experiment was completed on the same day.
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Table 1. Experiment set-up and the scenarios of deformations that were simulated

<table>
<thead>
<tr>
<th></th>
<th>Distance [m]</th>
<th>Angle of incidence [degrees]</th>
<th>Lateral Disp. [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RTC360</td>
<td>10</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>TS30</td>
<td>20</td>
<td>0</td>
<td>16</td>
</tr>
</tbody>
</table>

The frame was firstly set up on one of the five states (i.e. deformation scenario) presented in Table 1. Then, the glued targets were surveyed using the TS30, by taking measurements in face left and face right. The
RTC360 was set to scan with the highest available resolution (i.e. 3 mm at 10 m) and by using the “double scan” function in order to remove any moveable objects captured during the scans. Each deformation scenario was examined for the three scanning distances and the two angles of incidence. After the completion of one of the deformation scenarios (taking measurements using the TS30 and scanning the frame using the RTC360 from six scanning stations), the wooden frame was set up on the next deformation scenario and the same procedure was applied.

III. DATA REGISTRATION

In any monitoring project, the measurements need to be registered in the same coordinate system. This step is not only essential to perform the monitoring (compare different states of the wooden frame) but also to compare the results that were taken by the RTC360 with those taken by the TS30. This section explains the process of introducing a common coordinate system for all the measurements (TS30 and RTC360). For the RTC360 point-clouds, each single scan was registered individually to that common coordinate system in order to perform the monitoring but not for the sake of building a 3D model of the scanned surface.

A Cartesian coordinate system was established based on the TS30 measurements; by defining the position of TS30 ($X_o = 100$ m, $Y_o = 100$ m and $Z_o = 100$ m) and setting the Y-axis where the TS30 was pointing towards the target “S1” (see Figure 2). Then, a line was fitted in the horizontal plane defined by X- and Y-axes, based on the targets that were glued to the wooden frame, as shown in Figure 3a. The fitted line was used to rotate the X-Y plane to make the X-axis parallel to the frame surface and Y-axis aiming perpendicular towards the frame surface (see Figure 3b). The Z-axis remained vertical pointing upwards. The lateral displacement was then calculated in the Y-axis.

The registration process for the RTC360 scans was executed using the seven-parameter-transformation (Helmert transformation) method (Zavotti and Kalmar, 2016). The seven parameters are: three translations between the two coordinate systems ($t_x, t_y, t_z$), three rotation parameters (around X, Y and Z axes — $\omega, \varphi, \kappa$), and one scale factor $\lambda$. The three static targets (see Figure 2) were used to provide nine equations (three equations for the coordinates of each target). Two additional equations allowed the Least Square’s method to be adjusted to find the statistical solution.

IV. PRINCIPLES OF THE MONITORING METHODS

Two approaches were adopted to estimate the deformation of the wooden frame using the RTC360 point-clouds: (i) target-based; (ii) cloud-based. In the target-based approach, the coordinates of the five targets were used to estimate the deformation of the wooden frame (see Figure 1a). The coordinates of the targets were extracted via an automated feature to identify the centre of the targets using the Leica Cyclone software (Leica Geosystems, 2021). The coordinates of the five targets were calculated for the initial-reference position of the wooden frame without any induced lateral displacement and for each of the scenarios of lateral displacement, as the average of the coordinates of the five points. The lateral displacement was then calculated based on the difference between each scenario and the reference position of the wooden frame. The same approach was adopted to calculate the lateral displacement based on the TS30 measurements, which was used as the true amplitude of lateral displacement.

In the Cloud-based approach, the change was calculated in two sets of clouds; the first is called the reference cloud and the other called the compared cloud. There are three well-known techniques to calculate the distance between the point-clouds: Cloud-to-Cloud (C2C), Cloud-to-Mesh (C2M), and Multiscale-Model-to-Model-Cloud-Comparison (M3C2). These methods were performed using an open-source software; CloudCompare (2021). The C2C method finds for each point in the compared cloud its closest point in the reference cloud. This method was improved by fitting a surface over a group of neighbouring points in the reference cloud with using the K-nearest neighbours’ algorithm (K=6 in this experiment). The surface was fitted using the Least Square’s method. The resulted distances were split in X, Y and Z components and only the component in the Y-axis was used to compute the lateral displacement. The C2M method was executed by creating a surface mesh for the point clouds in “initial” state scans (from six scanning positions). The fitted surface for the reference cloud was “2.5D quadric” and the closest distance for each point in the compared cloud was then calculated. The M3C2 method was performed using the entire reference cloud as core points, a normal scale (diameter) and a projection scale (diameter) of 0.018 m, and with a maximum depth (maximum distance to be calculated) of 0.090 m. The calculation mode was set to be in “Horizontal” and the preferred
orientation was set to be along the "-Y" axis. Additional information on these three methods (C2C, C2M & M3C2) can be found in Lague et al. (2013). Since these methods calculate the distance between the two point-clouds for a large number of points in the point-clouds, the statistical mode of the calculated distances was used as the magnitude of lateral displacement. An additional Cloud-based method for estimating the lateral displacement in the wooden frame was proposed through monitoring the mean of each cloud in the Y-axis. These four cloud-based methods as well as the target-based method were analysed and compared to the ground truth measurements which were taken from the Leica TS30.

V. MONITORING RESULTS

The first step of the analysis was to check whether the static targets, which were used to define the coordinate system remain stable during the measurements. Table 2 presents the difference in coordinates of the static targets that were surveyed before and after conducting the experiment using the TS30. The change in coordinates did not exceed 1 mm for any of the targets and they were distributed in different axes, meaning that the targets were stable during the experiments and susceptible only to random errors.

Table 2. The change in coordinates of the static targets before and after the experiment using the TS30

<table>
<thead>
<tr>
<th>Target ID</th>
<th>Ex [mm]</th>
<th>Ey [mm]</th>
<th>Ez [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S3</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

For the RTC360, the clouds were registered to the local coordinate system that was defined by the TS30 measurements. Initially, each point-cloud of the RTC360 was in an arbitrary coordinate system, which was transformed by using the three static targets, which were also surveyed by the TS30, as reference points. The standard deviations of the seven transformations parameters \( (t_x, t_y, t_z, \omega, \varphi, \kappa, \lambda) \), which derived as the diagonal elements of the variance-covariance matrix, are plotted in Figure 4. The accuracy of the coordinate transformation of the point clouds was evaluated by plotting the errors in defining the coordinates of the static targets (see Figure 5). The value of zero corresponds to the true-reference value, as it was derived from the TS30 measurements. These errors show the accuracy of the RTC360 point-clouds as well as the accuracy of the least square solution (since the Least Square’s method estimates the optimum but not the exact solution). In addition, the errors were influenced by the automatic feature tool to define the centre of the targets in the Leica Cyclone software (Leica Geosystems, 2021). It is noticeable that the error is distributed in the three static targets, as it is expected from the Least Squares adjustments solution. The errors mostly fall in the zone of 0.5 mm. However, this was not the case for some scans, such as the scan of “initial” state that was taken from 20m and angle of incidence of 0°. Theoretically, the error of defining the static targets is not affected by the deformation scenario as the static targets remained stationary. This was observed in Figure 5 where the errors seem to be constant regardless of the deformation scenario.

Figure 4. Box plots for the standard deviations for the transformation parameters to register the RTC360 clouds in the local coordinate system (introduced using the TS30 measurements). The middle line of the box corresponds to the statistical median whereas the box expresses the 25 and 75% thresholds of the distribution. The box is also referred to as the Interquartile range (IQR). The two bars express the minimum and maximum values which have a distance of 1.5*IQR from the first and third quartiles. The external points show the outliers.

Figure 5. Error of the 3D-coordinate of the three static targets from the RTC360 scans, after the coordinate system transformation. The errors are grouped by the scanning distance and angle of incidence. The error is with respect the coordinates estimation using the TS30 measurements. The error of zero magnitude of lateral displacement refers to the “initial” state of deformation.
After registering all the point-clouds, the monitoring of the lateral displacement in the wooden frame was performed. The "initial" state of the wooden frame, as shown in Table 1, was used as the reference state, against which the four other scenarios were compared. The deformations were estimated using the five monitoring methods: (i) target method, (ii) cloud-mean method, (iii) C2C method, (iv) C2M method, and (v) M3C2 method. After obtaining the lateral displacements, the results were compared to the TS30. Figure 6 shows the absolute errors in the estimated lateral displacement for each monitoring method. The results are plotted according to the scanning distance and the angle of incidence. In general, it is observed that the target-method and the cloud-mean method obtained results of similar accuracy and very close to the measurements that were taken by the TS30. Obtaining very similar values and pattern means that these two methods are validated, and are expected to obtain consistence deformation estimation. Regarding the other three cloud comparison techniques (C2C, C2M and M3C2), they resulted in errors of less than 2.5mm and they seemed to be generally less accurate than the target and cloud-mean methods.

Since all the comparisons were made between independent scans, the common pattern of the errors should be the result of a common error between the scans. One potential error could be caused by the coordinate transformation, which however was characterised by error about 0.5mm, as it was indicated in Figure 5. Furthermore, potential errors of TS30 should not have significant impact on the scans through the coordinate system definition, as the TS30 error was limited in less than 1 mm, reflected on static targets coordinates definition. Also, the TS30 measurements, which were made in face-left and face-right had an average misalignment of less than 1 mm, indicating that potential error of TS30 should not affect the displacement estimations in Figure 6. Another parameter which seems to affect the performance of the point-clouds accuracy is the network geometry of the static targets and their relative position with respect to the TLS position. The geometry of the static targets affects the accuracy of the point-clouds as was investigated by Fan et al. (2015). This is supported by the fact that as the scanning distance in Figure 6 decreases, the error patterns of the target and cloud-mean methods for the two incidence angles become closer. That is because the effect of the scanning angle in the geometry of the static targets increases as the distance increases.

To further investigate the accuracy of each monitoring method, the average error of each method was plotted in Figure 7. This average error was calculated based on all the errors from the six different scanning stations (with different scanning distances and incidence angles). The standard deviation of that average error was multiplied by two and was also plotted in Figure 7 to show the 95% confidence level of that error. Hence, the total length of the bar represents the expected error of each monitoring method with a confidence level of 95%. The deformations that were estimated using the cloud-mean method as well as the target method provided the highest accuracies among the other methods. Generally, the accuracy of all the methods were about 2 mm with 95% confidence level. The average of the errors for the mean and target methods were 0.45 mm and 0.48 mm with standard deviations of 0.39 mm and 0.40 mm, respectively. Although the M3C2 had an average error similar to the values estimated by the C2C and C2M, the standard deviation of the errors was the overall lowest (0.37 mm). Therefore, the M3C2 had an overall accuracy of 1.7 mm with 95% confidence level, which is better than those obtained by the C2C and C2M methods (see Figure 7). The C2M method provided the least accurate estimation, and that mainly because it calculates the Euclidean distance to the mesh (i.e. does not calculate the distance along the desired axis, Y-axis, whereas the C2C and M3C2 methods do).
The effect of the scanning distance and angle of incidence was also studied. Figure 8 shows the average errors of each monitoring method for the various examined scanning distance, whereas the errors were grouped by the angle of incidence in Figure 9. It is expected that the error increases as the scanning distance and angle of incidence increase; however, this was not always the case for the mean and target methods. For example, errors in the orthogonal scans in Figure 8 were decreasing as the scanning distance increases. Since this was not consistent among all the results, for example the error at a scanning distance of 27 m in Figure 9 was smaller in the orthogonal scans (for the cloud-mean and target methods) than the obliged scan. Consequently, these errors were mainly affected by the registration accuracy.

Similarly, the average errors were plotted for each monitoring method filtered by the deformation scenario in Figure 10. The C2C and M3C2 methods, which use the raw point clouds to estimate the displacement, seemed to have better accuracies when the introduced displacement was small. The mean and target methods did not have a clear pattern and the errors seemed to be just random errors. It is important to mention that since the deformation results for the mean and targets were almost identical over all the presented figures, these methods are most efficient methods for estimating the lateral displacement in the wooden frame.

VI. CONCLUSION

This paper investigated the effect of the scanning distance and angle of incidence on the accuracy of monitoring lateral displacements in a wooden frame that was designed to simulate the deformations of retaining walls. Various methods were used for estimating the deformation of the wooden frame using single scans (without building a 3D model of the scanned surface). The results showed that the cloud-mean method obtained the best accuracies, and its performance was very similar to the target method. The results showed also that the cloud comparison techniques (C2C, C2M and M3C2) are capable of estimating the lateral displacement in the wooden frame using the statistical mode of the calculated...
distances of the two point-clouds. The results showed also that the accuracy was more affected by the accuracy of the coordinate transformation and the geometry of the static targets. The research findings suggest that the scanning distance and the angle of incidence are not the main sources of error.

The findings of this study have to be seen in light of some limitations. In this study, the reference coordinate system was introduced by using the TS30 measurements whereas if the RTC360 was used in practice, the first scan would be used as the reference coordinate system. This, however, might introduce a large error in the registration process, which was eliminated in this study. In addition, the use of only three static targets leaves no independent checks for the accuracy of the scans. The use of single scans in this study eliminated the error caused by registering point-clouds that are taken for a surface from different scanning positions to build the 3D model. Furthermore, the results showed the performance of the TLS for monitoring only the lateral displacements. Therefore, future research should address the performance of the TLS in monitoring other deformations scenarios for retaining walls. The effect of distance and angle of incidence can be investigated further. Since in practice, it is expected to scan retaining walls from a different location at a time, it is important to investigate the accuracy of the deformation estimations with different scanning set-up. For example, the scan of “initial” state that was taken orthogonally with a scanning distance of 10 m can be used as the reference cloud and be compared to the scan of “lateral displacement (2 mm)” state that was taken with an angle of 20° and a scanning distance of 20 m.
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