Methodology for the Identification of Dust Accumulation Levels in Photovoltaic Panels Based in Heuristic-Statistical Techniques
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Abstract: The use of renewable energies is increasing around the world in order to deal with the environmental and economic problems related with conventional generation. In this sense, photovoltaic generation is one of the most promising technologies because of the high availability of sunlight, the easiness of maintenance, and the reduction in the costs of installation and production. However, photovoltaic panels are elements that must be located outside in order to receive the sun radiation and transform it into electricity. Therefore, they are exposed to the weather conditions and many environmental factors that can negatively affect the output delivered by the system. One of the most common issues related to the outside location is the dust accumulation in the surface of the panels. The dust particles obstruct the passage of the sunlight, reducing the efficiency of the generation process and making the system prone to experimental long-term faults. Thus, it is necessary to develop techniques that allow us to assess the level of dust accumulation in the panel surface in order to schedule a proper maintenance and avoid losses associated with the reduction of the delivered power and unexpected faults. In this work, we propose a methodology that uses a machine learning approach to estimate different levels of dust accumulation in photovoltaic panels. The developed method takes the voltage, current, temperature, and sun radiance as inputs to perform a statistical feature extraction that describes the behavior of the photovoltaic system under different dust conditions. In order to retain only the relevant information, a genetic algorithm works along with the principal component analysis technique to perform an optimal feature selection. Next, the linear discrimination analysis is carried out using the optimized dataset to reduce the problem dimensionality, and a multi-layer perceptron neural network is implemented as a classifier for discriminating among three different conditions: clean surface, slight dust accumulation, and severe dust accumulation. The proposed methodology is implemented using real signals from a photovoltaic installation, proving to be effective not only to determine if a dust accumulation condition is present but also when maintenance actions must be performed. Moreover, the results demonstrate that the accuracy of the proposed method is always above 94%.
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1. Introduction

Electricity plays a major role in modern society since it is required to satisfy most of the needs of industrial and residential facilities. According with the International Energy Agency (IEA), the global electricity consumption has exceeded the 25,000 TWh since 2019 [1]; only in 2020 did this value present a reduction of the 4% associated with the restrictions imposed by the COVID-19 pandemic. However, in 2021, with all the actions taken by the nations around the world pursuing an economic recovery, the energy demands that year experienced an increment five times larger than the reduction reached
during the pandemic [1]. The main problem with these energy needs relies in the fact that the conventional generation processes are still based in the combustion of fossil fuels, resulting in high levels of greenhouse gas emission. In actuality, the energy market is responsible of around the 80% of the global CO₂ emissions [2]. It is well known that the greenhouse effect has caused, among others, an increment in the annual average temperature of the world [3,4]; moreover, the air pollution due to CO₂ has a negative impact on human health, causing respiratory diseases, lung cancer, and depression, among other conditions [5,6]. To deal with all these undesired effects, important actions are being adopted worldwide, such as the Paris Agreement [7] and the Sustainable Development Goals (SDG) [8] established by the United Nations. What is clear is the need of a reduction in the amount of greenhouse gases emissions, and in this sense, the renewable energy sources (RES) become of great importance to reduce the CO₂ emissions associated with energy generation. RES have been experiencing important growth in recent years, and during 2021, 28.3% of the total world electricity consumption came from RES [9]. Among all the RES, solar photovoltaics (PV) is the one with the highest growth in the last two years, reaching a total installed capacity of 942 GW in 2021 [9]. The amount of energy generated using RES is still far from the amount required in order to reach the compromises made in the Paris Agreement and in the SDG; however, this amount is expected to continue growing, and thus the challenges associated with a new electricity generation paradigm must be faced, and the development of new strategies for the condition monitoring, fault detection, and maintenance in RES will become an essential research topic towards a reliable and robust power grid.

Although the RES are useful in the reduction of environmental and human health problems, their use supposes some drawbacks, with the most important being the dependence of weather conditions that makes the generation variable and unstable. To deal with this situation, the use of load-leveling techniques based in energy storage devices is a common and useful solution [10]. Some of the most common energy storage appliances are the compressed-air energy storage [11], the potential hydro storage [12], the use of super capacitors [13], super magnetic storage systems [14], batteries [15], and thermal energy storage systems [16,17]. All these systems consider that there are some periods over the day where the energy production exceeds the energy consumption; thus, the surplus energy can be stored and used later when the energy production is lower than the energy demand. However, to correctly operate, these technologies need to know the behavior of both the energy demand and the energy generation. Moreover, it is important to detect when the variability in the generation process is due to the action of environmental conditions and when it is due to some other external causes. In this sense, the development of methodologies for assessing and detecting abnormal operating conditions in RES is an important issue to be addressed.

Additionally, the PV panels need to be located outdoors, with the dust particles suspended in the environment tending to accumulate in the surface of the PV panel, creating a layer that reduces the amount of sunlight that reaches the cells and diminishes the efficiency of the production process [18]. The deposition of dust and sand on PV panels always appears in outdoors conditions and it can be different from one system to another, depending on factors such as surface area of the panel, tilt angle, and wind speed [19]. It is important to detect and correct this condition in a timely manner since it can cause a reduction of the 15% per month in the amount of energy delivered by a PV system [20]. Several studies have been developed for determining how the dust accumulation affects the generation process in PV systems [21–23]. These works conduct a series of experiments wherein different concentrations of dust are placed on the surface of a PV panel with the only purpose of evaluating the reduction of the output power delivered by the PV system. On their part, the authors in [24] demonstrated that the dust accumulation directly affects the efficiency achieved by a PV panel. Moreover, they trained an artificial neural network (ANN) to predict the level of affection in the PV panel efficiency in terms of the size of the dust particles. Similar studies are presented in [25,26], wherein the authors agree with the
fact that the type and characteristics of the dust particles (such as size and composition) affect the process of generation in PV systems, and they conclude that a reduction up to 57% in the efficiency of the PV panels can be caused by the effect of the dust accumulation. All these works state the importance of developing methods and strategies that allow for the determination of the moment when the PV panel must be cleaned to avoid losses and to prevent faults related to the poor efficiency developed by the panels. Therefore, some other works go beyond and try to propose a mathematical model for predicting how the delivered power behaves under different dust levels. For instance, in [27], the authors performed an analysis considering six different types of dust, and they placed different concentrations of them on the surface of a PV panel in order to measure the effect of these pollutants in the system output power. The authors concluded that the smallest particles are more harmful for the generation process, and, as expected, an increase in the amount of dust results in higher output power losses. Additionally, they provided six experimental models (one per dust type) that can predict the losses that appear in the system at a certain irradiance and dust concentration. However, to use this model, it is necessary to have a priori knowledge of the type of dust that is covering the panel, and the models do not consider the possibility of a combination of different types of pollutants that is the most common case in real scenarios. A similar study is presented in [28], wherein different concentrations of dust were placed in the surface of a PV panel, and a model for assessing the efficiency of the panel was developed. Here, it was concluded that dust accumulation causes an increment in the temperature of the surface of the PV panel, as well as a reduction of the short circuit current and open circuit voltage. Moreover, it is mentioned that the most detrimental effects appeared at early stages of the dust deposition. All the aforementioned works provide a good explanation of the effects of dust accumulation in the PV generation process, and they allow for modelling of the behavior of the panel under different levels of dust deposited on the panel surface. Additionally, the works that deal with the identification of different dust accumulation levels mention that it is not sufficient to perform the analysis considering only the electrical variables, due to the dependence of the environmental conditions, and that it is necessary to include at least the sun irradiance and the environmental temperature to ensure an accurate estimation. Notwithstanding, these works do not provide a tool for automatically detecting the moment where the dust accumulation is critical and needs to be attended to. This situation is left to the consideration of the user.

In order to offer an alternative that automatically detects when dust levels on the PV panel are high enough to require a maintenance action, some works propose considering the dust accumulation a faulty condition of the PV system. Here, the use of statistical analysis and linear regression models [29,30], image processing techniques [31,32], and artificial intelligence approaches such as ANN [33] and fuzzy logic [34] are common solutions. All these works perform a characterization of different types of faults in PV panels, with dust accumulation being one of them. Every methodology performs a classification of the fault, considering as inputs the electric variables of the system (voltage and current) and some environmental parameters such as sun irradiance and environmental temperature. Although these methodologies are good for identifying when the fault condition appears in the system, they do not allow us to obtain information regarding the amount of dust that has been deposited on the panel surface. To overcome this situation, machine learning approaches have turned out to be effective. For instance, in [35], a methodology is introduced that uses a deep residual neural network (DRNN) along with image processing techniques including nonlinear interpolation, equivalent segmentation, and clustering for detecting specific regions in the PV panel where the dust is being accumulated. Additionally, a model is proposed that allows for the determination of the concentration and distribution of the dust on the PV panel. Another useful solution is presented in [36], where the use of regression models and decision trees for the quantification of dust levels in a PV panel is proposed. There, the authors develop a model that allows for the estimation of a quantity between the 0 g/m² and the 0.9 g/m² of dust accumulation. These last two works are able to
classify and quantify different levels of dust in the surface of a PV panel; however, they do not provide information regarding when maintenance actions must be performed.

At this point, it must be said that for all the aforementioned techniques to be able to work, they require of a series of parameters that characterize every one of the operating conditions that they address. The selection of the best parameters is not a trivial task; therefore, the use of optimization approaches for parameter selection has gained attention. In this regard, the use of bio-inspired and heuristic techniques has been widely explored in order to solve optimization problems. Genetic algorithms (GA) are a very popular solution for optimization problems [37]—they are inspired in the natural selection process explained by Darwin and they use binary chains to represent various potential solutions. The set of potential solutions is called the population, and using the selection, crossover, and mutation operators, the population evolves to its optimal state, that is, the solution. A variant of the GA is the technique known as differential evolution (DE) [38]—this technique also considers the existence of a population that has to evolve to an optimal state, with the encoding and the combination mechanisms being the main differences between GA and DE. Other optimization techniques try to replicate the behavior of certain natural species—for instance, Harris hawks optimization (HHO), which emulates a hawk hunting a rabbit [39]; particle swarm optimization (PSO), which copies the social interaction of certain individuals within a group such as flocks of birds and schools of fish [40]; and the bat algorithm, which mimics the echolocation used by bats to identify the position of nearby objects [41], among others. All these techniques use a group of potential solutions and confine them within a search space; then, using a model that replicates the natural behavior they try to imitate, they generate new potential solutions that are better than the previous ones until the best solution is found at the end of the algorithm. Although all the optimization techniques reported thus far are efficient and reliable, it has been reported that GA is the simplest solution that delivers rapid and accurate results [37], and that is the reason why it was selected to be implemented here.

In this work, we propose the use of a machine learning approach for the identification and classification of dust accumulation in the surface of a PV generation system. The proposed approach uses a statistical feature extraction for the tracking of the different system conditions combined with the linear discriminant analysis (LDA) for the reduction of the dimensionality of the problem and to perform a clustering that allows for the determination of the dust accumulation level on the PV system. The system considers two types of inputs: the electrical (DC voltage and DC current) and the environmental (the amount of solar radiation that reaches the panel and the environmental temperature). In order to increase the reliability of the method, an optimized feature selection based on a genetic algorithm (GA) and principal component analysis (PCA) was implemented for retaining only the features that provide relevant information and discarding the rest. The methodology proposed here considers three dust accumulation levels: clean panel (CLN), moderate accumulation level (MAL), and high accumulation level (HAL). When the MAL condition is detected, the methodology delivers a message indicating that a maintenance action will be required soon, and when the HAL condition is reached, a message is generated indicating that the maintenance action must be performed immediately. The proposed methodology is tested in a low-power isolated PV system, and the results prove that the methodology delivers an accuracy that is always higher than 94%; therefore, it is an effective tool for tasks of maintenance and prevention of losses in PV generation systems. The main contribution of this work consists of the development of a tool for preventive maintenance in PV systems that allows not only for the determination of whether a dust accumulation condition is present but also when cleaning actions must be performed. This way, it is not necessary to see the panels to evaluate if maintenance is required. Moreover, a visual inspection may lead to subjective conclusions, and to perform or not perform the maintenance actions is a decision left for the operator. With the proposed methodology, the results are objective because they are based in the measurement of physical variables, and the operator does not require being an expert in order to decide the action that must be taken because the proposed methodology delivers as an output what must be done.
2. Theoretical Background

This section introduces the concepts required for the implementation of the proposed methodology.

2.1. Statistical Features

A proper feature selection is critical for the correct operation of any classification strategy. Using only a few features may not provide sufficient information and, consequently, the task cannot be correctly performed. On the other hand, a very high number of features will provide redundant information that may result in a confusion of the algorithm, leading to erroneous results in the classification task. Therefore, it is important to find a balance and to use only the information that results in being relevant for the solution of the problem. Moreover, it is important to mention that in order to accomplish accurate and reliable results in a classification task, the selected features must perform a detailed track of the behavior of the system under the different conditions to be evaluated. In this sense, statistical features have proven to be effective for the detection of trends and for the extraction of information that is merged in signals, even in the presence of noise. They can deliver precise and truthful information in a simple way that results in being relevant for the identification of different operation modes in mechanical and electric systems [42,43]. This feature extraction task can be performed in different domains (time, frequency, time–frequency, etc.); however, the intention of this work was to maintain the implementation as simple as possible in order to be computationally efficient and easy to implement on any digital system. In this sense, for this work, the statistical feature extraction was carried out only in the time domain using the 15 features summarized in Table 1.

Table 1. Time domain statistical features.

<table>
<thead>
<tr>
<th>Index</th>
<th>Feature</th>
<th>Equation</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Mean</td>
<td>$\bar{x} = \frac{1}{n} \sum_{k=1}^{n}</td>
<td>x_k</td>
</tr>
<tr>
<td>II</td>
<td>Maximum value</td>
<td>$\hat{x} = \max(x)$</td>
<td>(2)</td>
</tr>
<tr>
<td>III</td>
<td>RMS</td>
<td>$RMS = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (x_k)^2}$</td>
<td>(3)</td>
</tr>
<tr>
<td>IV</td>
<td>Square root mean (SRM)</td>
<td>$SRM = \left(\frac{1}{n} \sum_{k=1}^{n} \sqrt{</td>
<td>x_k</td>
</tr>
<tr>
<td>V</td>
<td>Standard deviation</td>
<td>$\sigma = \sqrt{\frac{1}{n} \sum_{k=1}^{n} (x_k - \bar{x})^2}$</td>
<td>(5)</td>
</tr>
<tr>
<td>VI</td>
<td>Variance</td>
<td>$\sigma^2 = \frac{1}{n} \sum_{k=1}^{n} (x_k - \bar{x})^2$</td>
<td>(6)</td>
</tr>
<tr>
<td>VII</td>
<td>RMS shape factor</td>
<td>$SF_{RMS} = \frac{RMS}{\frac{1}{n} \sum_{k=1}^{n}</td>
<td>x_k</td>
</tr>
<tr>
<td>VIII</td>
<td>SRM shape factor</td>
<td>$SF_{SRM} = \frac{SRM}{\frac{1}{n} \sum_{k=1}^{n}</td>
<td>x_k</td>
</tr>
<tr>
<td>IX</td>
<td>Crest factor</td>
<td>$CF = \frac{\bar{x}}{RMS}$</td>
<td>(9)</td>
</tr>
<tr>
<td>X</td>
<td>Latitude factor</td>
<td>$LF = \frac{RMS}{\bar{x}}$</td>
<td>(10)</td>
</tr>
<tr>
<td>XI</td>
<td>Impulse factor</td>
<td>$IF = \frac{\frac{1}{n} \sum_{k=1}^{n}</td>
<td>x_k</td>
</tr>
<tr>
<td>XII</td>
<td>Skewness</td>
<td>$S_k = \frac{\frac{1}{n} \sum_{k=1}^{n} (x_k - \bar{x})^3}{\sigma^3}$</td>
<td>(12)</td>
</tr>
</tbody>
</table>
The parameters in Table 1 are described as follows: \( x \) is the signal under test; \( n \) represents the number of samples considered for the calculation of the feature; \( x_k \) is the \( k \)-th sample of the signal under analysis with \( k = 1, 2, 3, \ldots, n \); and \( E[\ ] \) represents the expected value or expectation operator.

### 2.2. Principal Component Analysis (PCA)

PCA is an unsupervised technique whose purpose is reducing the dimensionality of a complex dataset. To accomplish this task, PCA re-defines the original dataset to extract the relevant information, eliminating or at least reducing the redundancy and minimizing the noise. This technique groups the data in a matrix \( X \) of dimension \( m \times n \), where \( m \) represents the different features extracted for a single sample of the dataset and \( n \) addresses each sample of the dataset. Then, the covariance of the data is calculated using (16):

\[
S_x = XX^T
\]  

where \( S_x \) is the covariance matrix. The matrix \( S_x \) is used to obtain the eigenvalues and eigenvectors to choose the eigenvector with the highest eigenvalues. This way, an orthogonal representation of the original data is obtained, preserving the information of the data dispersion but with a smaller dimensionality. These characteristics make PCA an adequate tool for the proper selection of the relevant features for describing the behavior of a particular system. It must be mentioned that PCA does not maintain the information regarding the existence of different classes; therefore, this technique is usually complemented with another one when a classification task must be performed.

### 2.3. Linear Discriminant Analysis (LDA)

LDA is a supervised classification method for qualitative variables in which two or more groups are known a priori and new observations are classified into one of them on the basis of their characteristics. As with PCA, the LDA technique allows for the performance of a reduction of the dimensionality of any dataset with the difference that LDA is capable of retaining the information that allows for discrimination among different classes. The main purpose of the LDA consists of maximizing the linear separation among all the classes addressed in a particular problem. This technique considers an original data matrix \( X \) with \( d \times n \) dimensions, as shown in (17)

\[
X = [x_1,x_2,\ldots,x_n] \in R^{d \times n}
\]

where \( x_i \in R^d \). The intention of the technique is to reduce the high dimensionality using a transformation matrix \( W \in R^{d \times m} \) that will map the elements of the original data in a reduced dimension dataset expressed as shown in (18):

\[
Y = [y_1,y_2,\ldots,y_n] \in R^{m \times n}
\]

where it is intended that \( m \ll d \). Thus, the objective function of the LDA technique is presented in (19):

\[
\min_{W^T S_w W} \quad I \ Tr(W^T S_S W)
\]

where \( I \) is the identity matrix, \( Tr(\cdot) \) is the trace of the matrix, \( S_S \) is the total covariance matrix that considers the total number of classes, and \( S_w \) is the autocovariance matrix calculated separately for each class. \( S_S \) and \( S_w \) are calculated using Equations (20) and (21), respectively:

<table>
<thead>
<tr>
<th>Table 1</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>XIII</td>
<td>Kurtosis</td>
<td>( k = \frac{E[(x_k - \bar{x})^4]}{\sigma^4} )</td>
<td>(13)</td>
</tr>
<tr>
<td>XIV</td>
<td>Fifth moment</td>
<td>( 5thM = \frac{E[(x_k - \bar{x})^5]}{\sigma^5} )</td>
<td>(14)</td>
</tr>
<tr>
<td>XV</td>
<td>Sixth moment</td>
<td>( 6thM = \frac{E[(x_k - \bar{x})^6]}{\sigma^6} )</td>
<td>(15)</td>
</tr>
</tbody>
</table>
where $n_i$ is the $n$-th sample of the $i$-th class, $x^i_j$ is the $j$-th sample within the $i$-th class, $\bar{x}^i$ is the mean of the $i$-th class, and $\bar{x}$ is the mean of all the data.

2.4. Genetic Algorithms

A GA is a heuristic technique inspired by the mechanics of natural selection looking to evolve an initial population towards to better regions of the search space. Figure 1 shows a flow chart with the process followed for the implementation of a GA.

Figure 1. Flow chart for the implementation of a GA.

As can be seen in Figure 1, a GA is implemented considering the following steps:

Step 1: The algorithm always requires of an initial population. Such a population is randomly generated in order to ensure that the individuals are spread within the entire search space.

Step 2: After generating a population, a fitness assessment is performed to determine if any individual of the population are prone to be the solution of the optimization problem. This assessment is carried out by means of a fitness function $f_c$ that defines a fitness value for each individual in the population.

Step 3: The fitness value found in step 2 is used to perform a hierarchical selection where the individuals are sorted in descending order, so the first element in the resultant array is the individual that shows the best performance in the iteration.

Step 4: Once the hierarchical selection is performed, it must be evaluated as to whether a stop condition is reached. The main stop condition for a GA is met when the algorithm finds a set of parameters that minimize or maximize a fitness function. Otherwise, a maximum number of iterations must be defined, and the GA will continue iterating until the maximum number of iterations is reached. If one of the stop conditions is met, the GA finishes and delivers the best fitted individual of the population as result. The population needs to evolve in order to obtain better potential solutions. In this case the GA goes to step 5.

Step 5: The evolution of the population is carried out through the application of two genetic operations: the crossover and the mutation. Crossover operation is performed to combine the information of two elements within the search space in order to obtain a new
value that presents a better fitness value. Since the existence of local minima or maxima is a possibility, the algorithm sometimes may present a stagnation in these values. To avoid this situation and reach the global minimum or maximum, the mutation operation introduces an aleatory variation in the data according to a probability value. Once the new population has been generated, the algorithm continues in step 2, and the process is repeated until one of the stop conditions is achieved. Here, it must be mentioned that the objective of optimization is different from one problem to another. In this work, GA is used with the purpose of finding the set of statistical features that maximizes the data variance when the PCA technique is applied. Therefore, the GA generates different combinations of statistical features and evaluates each one to determine how they affect the variance of the data. Then, the GA continues working until the combination that delivers the maximum data variance in the PCA is found, or until a maximum number of iterations is reached and the solution for the optimization problem is the best set of statistical features.

3. Methodology

The proposed method for the classification of dust accumulation in PV systems was carried out, considering different stages. Figure 2 shows a step-by-step diagram of the process. As can be seen, a total of 5 stages were required to identify the level of dust deposited in the surface of the panel: generation of the dataset, statistical feature extraction, optimized feature selection, dimensionality reduction, and estimation of the dust level.

Figure 2. Step-by-step diagram of the proposed methodology.

3.1. Data Acquisition

To perform the task of identifying the dust accumulation levels, the proposed methodology requires a set of inputs that must be collected. This particular work considers the acquisition and use of for different physical variables: the electrical variables (DC voltage and DC current) and the environmental variables (sun radiance and environmental temperature). All of these variables are essential to obtain accurate and reliable results. In this
regard, the most important variables turned out to be the electrical signals delivered by
the PV panel because it has been demonstrated in the revised literature that a dust layer
in the surface of the PV panel directly affects the amount of generated power. Notwith-
standing, using only electrical variables may not be sufficient for properly dealing with
the dust accumulation problem. It is important to mention that dust deposition in the sur-
face of the PV panel causes the same effect as the presence of clouds. Thus, in order to
avoid false predictions associated with cloudy days, the sunlight that reaches the PV panel
is also acquired and considered in the next stages of the process. Furthermore, it is known
that temperature is another environmental factor that affects the amount of power that
can be generated by a PV system, thus providing more robustness to the classification
process, and therefore the environmental temperature is also considered in this study.

3.2. Statistical Feature Extraction

Before performing the feature extraction, all the signals acquired in the previous stage
are pre-processed with an amplitude normalization. This task is carried out using (22):

\[ N_{\text{sig}} = \frac{x - \bar{x}}{\sigma} \]  \hspace{1cm} (22)

where \( N_{\text{sig}} \) is the normalized signal.

As previously mentioned, the statistical features are responsible for detecting specific
trends that allow for the distinguishing from one operating condition to another. There-
fore, a set of features is obtained by processing each one of the signals acquired in the
previous stage and that have been already normalized. At this stage, the 15 statistical fea-
tures shown in Table 1 are separately computed for the DC voltage, the DC current, the
sun radiance, and the environmental temperature. As result, a feature set of dimensionality
\( d = 60 \) is obtained. This is a considerable number of features, and there is no guaran-
tee that all of them provide relevant information of the dust level on the surface of the PV
panel. Hence, the whole set of features is taken to the next stage in order to select only
those features that are important for describing each operating condition.

3.3. Optimized Feature Selection

The proper selection of the features that describe the behavior of the system is essen-
tial in order to obtain accurate and reliable results. Then, this stage plays a major role
towards obtaining a correct classification of the dust accumulation levels. To be able to
determine whether a feature is important or not, a combined GA-PCA methodology is
implemented. The GA is in charge of selecting different feature combinations that will be
sent to the PCA in order to evaluate which set of features is the one that maximizes the
data dispersion. Figure 3 depicts the block diagram of the process that is implemented for
the optimized feature selection through the GA-PCA methodology.
First, an initial population must be generated. At the setting up of the initial population, a total of 20 individuals are created, and it is considered that every individual is composed of a total of 60 chromosomes, wherein each chromosome corresponds to every one of the statistical features calculated in the previous stage. Thus, the initial population forms a $20 \times 60$ matrix, where each row is an individual and each row contains a different statistical feature: 15 features per each one of the four input variables. Every individual of the population is represented as $P_{i,j}$, where $i = 1, 2, 3, \ldots, 20$ is the number of the individual, and $j = 1, 2, 3, \ldots, 60$ states the statistical feature. A chromosome can take only the value of 1 or 0, with 1 representing the fact that the corresponding feature must be taken into account in the next stage and 0 representing the fact that the feature is not used in the following stage. The first generation is randomly generated with the only restriction that at least one chromosome must have the value of 1.

Next, every one of the individuals in the population must be evaluated to determine if it provides a solution to the optimization problem. In this work, this fitness assessment was performed using the PCA technique. This technique has the purpose of reducing the dimensionality of the dataset, preserving the data dispersion as much as possible; therefore, the GA is searching the feature combination that maximizes the cumulative data variance delivered by the PCA and it can be described by (23):

$$f_c = \max (\sigma)$$  \hspace{1cm} (23)  

where $f_c$ is the objective function or fitness function. To obtain the data variance, here, the value delivered by the two and the three first principal components is considered.

Continuing with the process, a hierarchical selection is performed. At this step, the values of the data variance achieved by each individual are sorted in descending order, and thus the first element of the array represents the best individual of the generation.

Once the population has been sorted, it must be verified if one of the stop conditions is reached. In this particular case, there are possibilities that will lead the GA to its end. The first one is achieved if the optimization problem is solved, i.e., if the GA finds the combination of features that delivers the highest maximization of the data variance. If this condition is not reached, there is another criterion that can finalize the GA, that is, reaching a maximum number of iterations. If any of these conditions are met, the GA delivers the best individual of the population as the optimized feature set.
If none of the stop criteria are met, a new population is created using the genetic operations of crossover and mutation. This work used the common single-point crossover operator and the roulette wheel selection for generating the new population. For this purpose, it is necessary to take two individuals in the population. Since the population has been previously ordered following an elitist selection, the most suitable individual is always selected as one of the two required in the crossover. The rest of the individuals in the population are then taken one by one to be combined with the best individual of the population. Once the two individuals are selected, they are cut at a randomly selected location called the pivot point. The genetic information to the left of these two individuals is swapped between them in order to obtain two new individuals known as children. Since each combination leads to two different children, the crossover of the original 20 individuals results in a new 40-individual population. This point is where the roulette wheel selection acts. This selection method uses (24) in order to work:

$$Fit_q = \frac{f_q(p_q)}{\sum_{i=1}^{N} f_c(p_i)}$$  (24)

where $Fit_q$ is fitness value for the $q$-th individual and $N = 1, 2, 3, ..., 40$. After applying (24), the individuals are sorted from the highest to the lowest, and only the first 20 are selected to be part of the new population.

Additionally, and to prevent stagnation at a local maximum, the mutation operation is applied, considering a probability of mutation of 30%. The mutation operator is only applied if the probability of mutation is achieved; in this case, a single chromosome of the individual is randomly selected and its value is changed: a 1 is changed by a 0, and vice versa. Each one of the individuals of the new population is addressed as $N_{q,r}$, where $q$ and $r$ continue having the same meaning described for the initial population. When the new population has been created, the process must be repeated from fitness assessment until one of the stop conditions is reached.

3.4. Dimensionality Reduction

At the end of the optimized feature selection stage, only the statistical features that are relevant for the description of each system condition remain, with the redundant information being previously discarded, reducing the dimensionality of the problem. Notwithstanding, the problem dimensionality still may be relatively high, making it necessary to perform an additional reduction prior to the classification of the dust levels. This task is conducted by the LDA technique. LDA is selected because, in addition to performing the dimensionality reduction, it allows for the maximization of the separation among classes, a situation that allows for the classification stage to be implemented in a simple and effective way. Moreover, LDA delivers a 2D projection with a combination of different weights of the optimized feature set. This 2D projection can be used to obtain a visual representation of the location of every considered condition in order to evaluate whether the separation among classes was effective. Such a 2D representation is possible because, at the end, only two features are selected by the LDA technique. It must be said that in this work, the final dimensionality of the set is selected as being two, and that is why the LDA delivers only two features that represent the coefficients of the linear transformations that are achieved when the LDA is applied. These two features will be the input data for the last stage that is the classifier for the estimation of the dust level.

3.5. Estimation of the Dust Level

All the previous stages are implemented with the purpose of facilitating the estimation of the dust level that is accumulated in the surface of a PV panel. To perform this last task, a classifier that uses a simple perceptron ANN composed of three layers is implemented. A backpropagation strategy is implemented for the training process and the sigmoid function is used as activation function for each neuron. Since the LDA technique
delivers two features in the previous stage, the input layer of the classifier contains only two neurons. In the hidden layer, a total of 10 neurons are considered, whereas for the output layer, a neuron for each one of the operating conditions is designed in order to be evaluated that in this work turned out to be three in number: a clean panel (CLN), a moderate accumulation level (MAL), and a high accumulation level (HAL).

4. Experimental Setup

4.1. Photovoltaic System

All the experimentation was performed in a low power isolated PV system. The PV system under test was composed of three PV panels of 150 Wp connected in parallel to accomplish a total power of 450 Wp. The complete information of the PV panels is summarized in Table 2.

Table 2. Specifications of the PV panels under test.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer</td>
<td>Kyocera</td>
</tr>
<tr>
<td>Material</td>
<td>Polycrystalline silicon</td>
</tr>
<tr>
<td>Maximum output power</td>
<td>150 Wp</td>
</tr>
<tr>
<td>Maximum power point voltage</td>
<td>17.6 V</td>
</tr>
<tr>
<td>Maximum power point current</td>
<td>7.39 A</td>
</tr>
<tr>
<td>Short circuit current</td>
<td>8.02 A</td>
</tr>
<tr>
<td>Open circuit voltage</td>
<td>21.9 V</td>
</tr>
</tbody>
</table>

Figure 4 shows the PV system where the experimentation was held. The PV panels were south-facing, and they presented a tilt angle of $\beta = 23^\circ$. Every panel was connected to a battery charge regulator that adjusted the voltage of the system at a value of 12 V. The charge regulators were connected to a battery bank of 200 Ah, and the batteries were connected to a 1500 W pure sine wave inverter. Three incandescent lamp bulbs of 100 W each were used as load. It was observed that one of the PV panels was removed to illustrate the location of the data acquisition system (DAS). A detailed explanation of the DAS and its main characteristics is presented in Section 4.2. The voltage and current sensors were located in the same box that enclosed the DAS, whereas the temperature and sun radiation sensors were placed in the top-left corner of the supporting structure, and they can be seen in Figure 4. To perform the voltage measurement, a resistive voltage divider with a 3/20 gain factor was implemented, and in the case of the current measurement, the ACS712 sensor was used. The environmental variables were measured using an LM35 sensor for the environmental temperature and an ultraviolet UVM-30A sensor for the case of the sun radiation. The technical specifications of the sensors used for the experimentation are summarized in Table 3.
4.2. Data Acquisition System

As it has been previously stated, all the physical variables involved in the experimentation must be collected and stored in order to be processed. Therefore, a microcontroller-based DAS was developed for this purpose. In terms of the DAS, Figure 5 presents a general diagram of the elements that compounded this system. A Raspberry Pi pico microcontroller (mCU) was designated as the central processing unit. This mCU was selected because it includes a 48 MHz quartz oscillator and a 5-channel 12-bit analog to digital converter (ADC). The mCU acquires the signals from the four sensors at a sampling frequency of 100 Hz. This frequency was selected in order to avoid having a huge amount of data, and it was sufficient since all the electrical variables were measured only in the DC side of the system, with the environmental variables not showing any rapid fluctuation. All the data were collected in an 8 Gb micro-SD memory. The data were extracted from the memory latter to be processed in a personal computer (PC) outline.

Table 3. Technical specifications of the sensors for the experimentation.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACS712</td>
<td>Operating range ±30 A</td>
</tr>
<tr>
<td></td>
<td>Sensitivity 66 mV/A</td>
</tr>
<tr>
<td></td>
<td>Total output error 1.5%</td>
</tr>
<tr>
<td>LM35</td>
<td>Operating range 0 to 100 °C</td>
</tr>
<tr>
<td></td>
<td>Sensitivity 10 mV/°C</td>
</tr>
<tr>
<td></td>
<td>Accuracy ±0.4 °C</td>
</tr>
<tr>
<td>UVM-30A</td>
<td>Operating range 200-370 nm</td>
</tr>
<tr>
<td></td>
<td>Sensitivity 100 mV/UV index</td>
</tr>
<tr>
<td></td>
<td>Accuracy ±1 UV index</td>
</tr>
</tbody>
</table>
4.3. Dust Accumulation Severities

The different operating conditions required for the experimentation must be carefully generated in order to guarantee the validity of the results. First of all, it must be mentioned that this work aimed to assess the behavior of the PV system considering the real conditions from its location. Therefore, the dust particles were directly taken from the soil where the system was located. In this sense, the soil of the region was a mixture of phaeozems and vertosols with high concentrations of clay and silt [44]. These types of soils were characterized for being conforming for large particles for which size can vary between 410 and 2400 nm [45]. Notwithstanding, the proposed methodology is able to work in any PV system, regardless of the soil composition. For assessing the CLN condition, the PV panels were cleaned using a damp cloth. To generate the different dust accumulation levels, first a sample of dust from the soil in the vicinity of the PV was taken and weighted using a digital scale (see Figure 6a). The scale was calibrated to measure 0g, wherein the yellow container shown in Figure 6a was on it. Then, the dust was deposited on the surface of the PV panel, as depicted in Figure 6b. Finally, the dust was uniformly spread all over the surface area of the panel (see Figure 6c).
To generate the MAL condition in the PV panels, 4 g of dust was spread on the 1 m² surface of the PV panel, whereas the HAL condition was reached with a layer 8g/m². These values were selected because the authors in [36] established that the worst efficiency in the PV panels occurs when the dust layer is 10 g/m²; therefore, we proposed the cleaning of the panel before reaching this value in order to avoid severe damages or losses in the system. The experiments were carried out for 10 days from 11:00 to 15:00 h. The tests were conducted in lapses of 10 min, followed by 1 min of inactivity. A total of 240 tests were carried out (80 for each one of the studied conditions). Every 10 min test was divided into 208 windows, and the statistical feature estimation was performed for each one of these windows.

5. Results and Discussion

The proposed methodology was implemented in order to perform the detection of the different dust accumulation levels in the PV system. The process starts with the selection of the features that provide relevant information for the description of each condition using the GA-PCA methodology. Table 4 summarizes the statistical features that were encountered as being relevant by the GA-PCA method. Each statistical feature was represented by a number that coincides with its index introduced in Table 1. It was observed that the most important features were kurtosis and crest factor because they were considered in the for signals under test. The less relevant features turned out to be the mean, the variance, and the SRM shape factor since they were considered in only one of the signals under analysis. Thus, from Table 4, it can be inferred that from the 60 original features, only 37 were considered to be relevant for the description of the dust accumulation levels in the PV panels. These 37 features were those that maximized the variance of the dataset under analysis, and they were taken to be used with the LDA technique in order to perform the dimensionality reduction.

Table 4. Resulting set of optimized features per variable.

<table>
<thead>
<tr>
<th>Signal under Test</th>
<th>Relevant Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC voltage</td>
<td>[II, IV, V, VII, IX, X, XII, XIII, XIV, XV]</td>
</tr>
<tr>
<td>DC current</td>
<td>[I, II, V, VII, IX, X, XI, XII, XIII]</td>
</tr>
<tr>
<td>Sun radiation</td>
<td>[II, III, IV, V, VI, IX, XI, XII, XIII]</td>
</tr>
<tr>
<td>Temperature</td>
<td>[III, IV, VII, VIII, IX, XI, XIII, XIV, XV]</td>
</tr>
</tbody>
</table>

Figure 7a depicts the 2D projection achieved by the LDA technique when the reduction of the dimensionality was performed using the optimized feature set. It was easy to identify the existence of three different clusters at first sight (one for each one of the studied conditions). A slight overlap was present between the clean panel condition (CLN) and the moderate dust accumulation level (MAL). On the other hand, the high dust accumulation level was completely separated from the two other conditions. This was an advantage since it meant that it would be easier for the classifier to correctly identify and categorize the dust accumulation levels. Hence, the two features delivered by the LDA with the optimized feature set were used as inputs of the ANN-based classifier. Table 5 shows the confusion matrix for the classification of the dust levels using the whole methodology proposed in this work. It was observed that the classifier produced a few mistakes in distinguishing between the clean panel condition and the moderate dust accumulation. This was a more or less expected situation based on the clustering shown in Figure 7a, where an overlap between the data of these two conditions was observed. This overlap was caused because the MAL condition was not harmful enough to represent significant power losses in the PV system. However, only 96.5% of the CLN cases were correctly classified, whereas the remaining 3.5% was misclassified as the MAL condition. In terms of the MAL condition, only 94.1% of the tests were properly identified, and the missing 5.9% was erroneously identified as the CLN condition. It is worth noticing that the errors in the classification occurred between two classes that did not require fast attention so it will not represent any risk for the system users. Finally, it must be noticed that for the HAL
condition, 100% of the tests were correctly classified. This was an important advantage because the worst condition, the one that needs to be attended to immediately, is always correctly identified, allowing actions to be taken at the correct moment in order to avoid damages and severe power losses in the PV system. To show the importance of performing an optimized feature selection, Figure 7b shows the 2D projection obtained by the LDA technique when the complete set of 60 statistical features was used. It can be appreciated that there were three different groups in the representation; however, all of them appeared overlapped among each other over the same straight line. The overlap among the different operating conditions was the result of the redundant information because there were features that present the similar behaviors for all the conditions, making it hard to distinguish which one is occurring. From Figure 7b, it can be inferred that the high overlap among the different conditions would result in misclassifications that would compromise the accuracy of the results.

![LDA projection](image)

Figure 7. LDA projection obtained (a) using the optimized feature set and (b) using the complete feature set.

Table 5. Confusion matrix for the estimation of dust level using the optimized feature set.

<table>
<thead>
<tr>
<th>Assigned Class</th>
<th>True Class</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLN</td>
<td>MAL</td>
<td>HAL</td>
</tr>
<tr>
<td>CLN</td>
<td>96.5%</td>
<td>3.5%</td>
<td>0%</td>
</tr>
<tr>
<td>MAL</td>
<td>5.9%</td>
<td>94.1%</td>
<td>0%</td>
</tr>
<tr>
<td>HAL</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Finally, the proposed methodology tries to avoid ambiguity in the decision of performing cleaning tasks or not. Therefore, it delivers a message to the operators depending on the condition that is detected in the PV system. When the CLN condition is detected, the message delivered indicates that there is no need to perform any action at the moment (see Figure 8a). When the described method finds a MAL condition, the message that is received by the operator is that maintenance will be required soon (see Figure 8b)—this way it is possible to schedule the maintenance task when it is more convenient for the users. If a HAL condition is detected, it is informed that the maintenance task should be performed immediately in order to avoid severe losses or damages in the PV system (see Figure 8c). Thus, the proposed methodology is helpful in the planning of maintenance tasks since it avoids the need of performing a visual evaluation of the systems and notes that cleaning actions are only required when the dust accumulation is high enough to cause significant power losses that compromise the integrity of the system.
Figure 8. Message delivered by the system for (a) the CLN condition, (b) the MAL condition, and (c) the HAL condition.

6. Conclusions

Renewable energies shed a light towards meeting the energy needs of humanity with a reduction of the CO₂ and other greenhouse gas emissions. Solar photovoltaics is the renewable energy with the largest amount of growth in the last few years. However, this type of generation is weather dependent and, as PV panels are located outside, they are prone to being affected by the environmental conditions. Dust accumulation is a real problem in PV systems that may lead to severe power losses and to unchain more severe faults due to the increasing of the temperature in the surface of the PV panel. The development of methodologies for the timely detection of different dust accumulation levels results in a significance in terms of providing robustness and reliability to the PV generation systems. This work proposes a methodology that combines statistical analysis and heuristic algorithms for the identification of different dust levels in PV panels. It is demonstrated that the selection of the features to be used is not a trivial task, since a bad feature selection may highly reduce the accuracy of the classification method. The here-implemented GA-PCA methodology for the optimal feature selection has been proven to be effective for eliminating the redundant information of the dataset under test. Moreover, the combination of the optimized feature selection with a dimensionality reduction technique such as LDA facilitates the classification of the different dust levels, even when a simple ANN-based classifier is used. The proposed method aims to be a helpful tool in the development of strategies for the condition monitoring and maintenance of PV systems. It is worth noticing that the proposed methodology is able to correctly classify 100% of the cases of HAL. This is an advantage because it is the most critical condition and the one that requires immediate attention. The proposed method misclassifies some of the cases, but these cases always fall in the CLN and MAL conditions; therefore, they are not serious mistakes since both actions imply that the system can continue operating without problems. Furthermore, the percentage of error in these two conditions is very low since the highest rate of error is 5.9%. Finally, in future research, it is expected that more severities will be added into the dust accumulation levels and also that the use of additional environmental parameters such as wind speed and relative humidity that are also related with the dust accumulation problem will be considered. Moreover, the proposed methodology is expected to work along with a modeling technique that allows for the obtaining of a mathematical expression that could deliver quantitative information instead of only qualitative data, becoming the proposed methodology more useful in the task of grid control and maintenance.
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