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“If you set your goals ridiculously high and it’s a failure, you will fail above everyone else’s success.”

James Cameron
Abstract

We live in a society where digitalisation is present in our everyday life. We wake up with the alarm of our mobile phone, book our meetings in our digital calendar, save all our media in the cloud storage, and spend time in social networks almost daily. Every one of these tasks is run over a software system that ensures its correct functionality. This massive digitalisation has made software development to shoot up in the last years. During the lifetime of software systems, the maintenance process entails a waste of billions of dollars every year. The cause of this waste is the occurrence of bugs or errors undetected during the software production, which result in a malfunction of the system. For this reason, error detection and localisation techniques, such as testing, verification, or debugging, are a key factor to ensure software quality.

Although many different techniques are used for the debugging, testing, and verification of software systems, this thesis focus on only some of them. In particular, this thesis presents improvements in the program slicing technique (debugging field), a new approach for regression testing (testing field), and a new implementation of the design-by-contract verification model for the Erlang programming language (verification field).

The improvements proposed for the program slicing technique include several enhancements applicable to different scenarios: (i) improvements in the representation and slicing of object-oriented programs, (ii) enhancements in the representation and slicing of (possibly recursive) complex data structures (objects, arrays, lists, tuples, records, etc.), (iii) a new graph model based on a fine-grained representation of programs that augments the expressivity of the graph and provides more accurate slicing results, and (iv) a new technique to compute minimal slices for a program given a set of specific program inputs.

On the other side, the new approach for regression testing is called point of interest testing, and it introduces the possibility of automatically comparing the behaviour of any arbitrary point in the code given two versions of the same software system.

Finally, the thesis presents a new implementation of the design-by-contract verification model for the Erlang programming language, where new types of contracts are explained in detail for both the sequential and concurrent parts of Erlang.

All the analyses presented here have been formally defined and their correctness have been proved, ensuring that the results will have the reliability degree needed for real-life systems. Another contribution of this thesis is the implementation of two program slicers for two different programming languages (Java and Erlang), a tool to perform point of interest testing for the Erlang programming language, and a system to run design-by-contract verification in Erlang. It is worth mentioning that all the tools implemented in this thesis are open source and publicly available, so they can be used or extended by any interested researcher.
Resumen

Vivimos en una sociedad donde la digitalización está presente en nuestro día a día. Nos despertamos con la alarma de nuestro teléfono móvil, apuntamos nuestras reuniones en nuestro calendario digital, guardamos nuestros archivos en el almacenamiento en la nube, y entramos a las redes sociales prácticamente a diario. Cada una de estas acciones se ejecuta sobre un sistema software que asegura su correcto funcionamiento. Esta digitalización masiva ha hecho que el desarrollo de software se dispare en los últimos años. Durante el ciclo de vida de un sistema software, la etapa de mantenimiento supone un gasto de billones de dólares anuales. La razón detrás de este gasto es la aparición de bugs o errores que no fueron detectados durante la fase de producción del software, y que se traducen en un mal funcionamiento del sistema. Por este motivo, las técnicas de detección y localización de errores como el testeo, la verificación o la depuración son un factor clave para asegurar la calidad del software.

Aunque son muchas las técnicas que se utilizan para la depuración, testeo y verificación de sistemas software, esta tesis se centra solo en algunas de ellas. En concreto, esta tesis presenta mejoras en la técnica de fragmentación de programas (depuración), una nueva metodología para hacer testeo de regresión (testeo) y una nueva implementación del modelo de verificación de diseño-por-contrato para el lenguaje de programación Erlang (verificación).

Las mejoras propuestas para la técnica de fragmentación de programas incluyen diversas propuestas aplicables a diferentes escenarios: (i) mejoras en la representación y fragmentación de programas orientados a objetos, (ii) mejoras en la representación y fragmentación de estructuras de datos complejas (objetos, vectores, listas, tuplas, registros, etc.), (iii) un nuevo modelo de grafo basado en una representación más detallada de programas, aumentando la expresividad del grafo y generando fragmentos de código más precisos como resultado, y (iv) una nueva técnica para calcular fragmentos mínimos de un programa dado un conjunto específico de posibles valores de entrada.

Por otro lado, la nueva metodología para hacer testeo de regresión se denomina testeo de punto de interés, e introduce la posibilidad de comparar automáticamente el comportamiento de un punto cualquiera del código dadas dos versiones del mismo sistema software.

Por último, la tesis contiene la nueva implementación del modelo de verificación de programas diseño-por-contrato para el lenguaje de programación Erlang, donde se explican en detalle los nuevos tipos de contratos diseñados para las partes secuencial y concurrente de Erlang.

Todos los análisis presentados en esta tesis han sido formalmente definidos y su corrección ha sido probada, asegurando de esta manera que los resultados tendrán el grado de fiabilidad necesario para ser aplicados a sistemas reales.

Otra contribución de esta tesis es la implementación de dos herramientas de fragmentación de programas para dos lenguajes de programación diferentes (Java y Erlang), una herramienta para realizar testeo de punto de interés para el lenguaje de programación Erlang y un sistema para ejecutar verificación de diseño-por-contrato en Erlang. Es de destacar que todas las herramientas implementadas a lo largo del desarrollo de esta tesis son herramientas de código
abierto y públicamente accesibles, de manera que pueden ser usadas o extendidas por cualquier investigador interesado en este área.
Resum

Vivim en una societat on la digitalització està present al nostre dia a dia. Ens alcem amb l’alarma del nostre telèfon mòbil, apuntem les nostres reunions al nostre calendari digital, guardem els nostres arxius al emmagatzematge al núvol, i entrem a les xarxes socials pràcticament a diari. Cadascuna d’aquestes accions s’executa sobre un sistema programari que assegura el seu correcte funcionament. Aquesta digitalització massiva ha fet que el desenvolupament de programari es dispare en els últims anys. Durant el cicle de vida de un sistema programari, l’etapa de manteniment suposa una despesa de bilions de dòlars anuals. La raó darrere d’aquesta despesa és l’aparició de bugs o errors que no van ser detectats durant la fase de producció del programari, i que es traduïxen en un mal funcionament del sistema. Per este motiu, les tècniques de detecció i localització d’errors com el testeig, la verificació o la depuració són un factor clau per a assegurar la qualitat del programari.

Encara que són moltes les tècniques utilitzades per a la depuració, testeig i verificació de sistemes programari, esta tesi es centra només en algunes d’elles. En concret, esta tesi presenta millores en la tècnica de fragmentació de programes (depuració), una nova metodologia per a fer testeig de regressió (testeig) i una nova implementació del model de verificació de disseny-per-contracte per al llenguatge de programació Erlang (verificació).

Les millores proposades per a la tècnica de fragmentació de programes inclouen diverses propostes aplicables a diferents escenaris: (i) millores en la representació i fragmentació de programes orientats a objectes, (ii) millores en la representació i fragmentació d’estructures de dades complexes (objectes, vectors, llistes, tuples, registres, etc.), (iii) un nou model de graf basat en una representació més detallada de programes, augmentant l’expressivitat del graf i generant fragments de codi més precisos com a resultat, i (iv) una nova tècnica per a calcular fragments mínims d’un programa donat un conjunt específic de possibles valors d’entrada.

D’altra banda, la nova metodologia per a fer testeig de regressió es denomina testeig de punt d’interés, i introduïx la possibilitat de comparar automàticament el comportament d’un punt qualsevol del codi donades dos versions del mateix sistema programari.

Finalment, la tesi conté la nova implementació del model de verificació de programes disseny-per-contracte per al llenguatge de programació Erlang, on s’expliquen en detall els nous tipus de contractes dissenyats per a les parts seqüencial i concurrent d’Erlang.

Totes les analísis presentades en aquesta tesi han sigut formalment definides i la seua correcció ha sigut provada, assegurant d’aquesta manera que els resultats tindran el grau de fiabilitat necessari per a ser aplicats a sistemes reals.

Una altra contribució d’aquesta tesi és la implementació de dos ferramentes de fragmentació de programes per a dos llenguatges de programació diferents (Java i Erlang), una ferramenta per a realitzar testeig the punt d’interés per al llenguatge de programació Erlang i un sistema per a executar verificació de disseny-per-contracte a Erlang. Cal destacar que totes les ferramentes implementades al llarg del desenvolupament d’aquesta tesi són ferramentes de codi
obert i públicament accessibles, de manera que poden ser usades o esteses per qualsevol investigador interessat en el tema.
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Part I

Introduction
Chapter 1

Preamble

1.1 Motivation

At the present time, the world around us is increasingly becoming a technological environment in order to make our lives more comfortable where most devices work thanks to some kind of software system. This is one of the reasons behind the continuous increasing of the production of software, whose market has significantly raised for the last years. Each time a new technological idea comes out of the blue, a journey to develop a software product to cover the expectations begins. When a software project starts, all eyes are usually focused on the specifications and design of the system requirements to transfer the human knowledge to the upcoming system, together with the decision of many other critical factors for software production like estimation of developing times, distinction of critical parts, or selection of the most appropriate developing technologies, among many others.

At the beginning of the software development cycle, the maintenance phase is commonly seen as a far away issue or a non-prior task. Unfortunately, this mindset could not be more wrong. The study published in [102] shows that the Cost of Poor Software Quality (CPSQ) in the USA in 2020 resulted in a cost of $2.08 trillion. Particularly, $520 billions were dedicated to software maintenance of legacy systems (i.e., outdated computing software that is still in use). Other studies also state that software maintenance takes approximately between 60-80% of the system and programming resources [73]. This fact is completely captured by the words of the computer science engineer Dan Salomon:

“Sometimes it pays to stay in bed on Monday, rather than spending the rest of the week debugging Monday’s code.”

These words clearly show how a fragment of code written as part of a system in a couple of hours can result in long testing and debugging sessions in order to properly integrate it to a complex system. The reason of the incredible cost of software maintenance is that programmers, regardless their level of programming skill, most probably will introduce bugs in their programs, usually hidden under complex combination of events that imply different interactions between components that rarely occur in practice. Programmers cannot consider all possible interactions in the programs they write, and those that are unconsidered usually produce a malfunction of some parts of the software system. Furthermore, even if the programmer was able to appropriately account for all program
interactions, it does not prevent a misbehaviour to appear in the future due to the evolution of the system requirements.

Software maintenance is one of the main phases of the spiral software life cycle introduced in [22], represented in Figure 1.1. As the figure shows, the continuous evolution of software implies new analysis and development phases that lead to a new maintenance phase. Although Figure 1.1 shows development and maintenance as two differentiated phases, they are strictly linked in practice and sometimes it is difficult to trace where the line between these two phases is. In fact, the initial testing stages are considered inside software development, while program debugging sessions taken after unveiling any system malfunction are usually considered maintenance. Maintenance includes a set of verification and evaluation processes code must pass, together with the process of code refactoring and, in this phase, code is tested, verified, and then debugged if any error is detected.

The maintenance phase implies different testing methods [141]: unit testing to test software components, functional testing to test system requirements, security testing to test data protection, stress testing to test the system performance and support in an extreme level of load, and regression testing to test if the integration of new components has introduced any misbehaviour over the already integrated components. Apart from testing, other software verification processes are also used during maintenance to evaluate the reliability of systems like model checking [40, 161] or abstract interpretation [44, 140]. On the other hand, when bugs are detected by testing or verification methods, debugging sessions are run in programming environments with different debugging tools, like trace debuggers to stop the program and analyse the state in user-selected points, letting to execute the program step by step and helping the programmer to trace the source of the error. Some other debugging techniques like abstract debugging [23], or algorithmic debugging [178] can also be used to trace the error, or even static analysis techniques that analyse the dependencies between program statements like program slicing [204] can be handy to remove from the equation parts of the code that surely are not implicated in the error.
1.2. Analysis Techniques

Maintenance is one of the most important phases of the software lifecycle that includes all kinds of analyses and verifications over the developed system. In general, maintenance is considered as an activity that extends the lifetime of a system and grants user needs. Software maintenance has been researched for more than 40 years, continuously enriching the topic with new classifications and typologies of maintenance types. The first and the most influential typology of maintenance types was proposed by Swanson in [189], and classifies software maintenance activities into three different types:

- **corrective maintenance**, performed as a consequence of fault location,
- **adaptative maintenance**, done as a result of changes in the system requirements, and
- **perfective maintenance**, carried out in order to enhance maintainability, improve performance, or remove inefficiencies.

Swanson’s typology was later used and interpreted by many researchers. For instance, Chapin et al. [31] proposed a refined classification with twelve types of software maintenance activities suggesting that different software organisations can use different types of software maintenance. The standard ISO 14764:2006 [90] divided maintenance in four categories: corrective, adaptative, perfective, and preventive. Despite the classification we study, corrective maintenance is commonly the one that attracts the most attention, since it intends to fix discovered problems and brings software to an operational state for end users, acquiring a high priority over other types of work [11].

Along this thesis, we resolve problems of some analysis techniques used in two of the aforementioned maintenance types: **program slicing**, linked to corrective maintenance, and **regression testing** and **design-by-contract verification**, both linked to corrective and perfective maintenance.

1.2 Analysis Techniques

Debugging and testing are considered two of the main pillars of software maintenance. These two processes are linked into an iterative model where new developed code is first tested by a set of testing methods (unit testing, functional testing, performance testing...), and then debugged if any misbehaviour is detected. Afterwards, once debugging locates and corrects any error, the software is re-tested, repeating this cycle until no more errors are found. For this reason, testing and debugging techniques are of great importance in the software evolution process.

Although the techniques used as part of the debugging and testing processes are diverse, in this thesis we particularly focus on three of them: program slicing (used in the debugging phase to ease the location of program errors), regression testing (part of the software integration process of the testing phase), and design-by-contract verification (used during the development phase to verify the correct working of new added software and detect unsupported system executions).
Program Slicing

Program slicing [179, 195] is a technique for program analysis and transformation that answers the following question: “What program statements potentially affect the value of a variable \( v \) at a program point \( p \)?”. The set of statements given as the answer to this question is called the program slice, while the point of interest itself (\( \langle p, v \rangle \)) is known as the slicing criterion [147]. In order to obtain the program slice, the program is decomposed by analysing data and control flow between the parts of the program. The technique was initially proposed by Mark Weiser [204] in the context of program debugging of imperative programs. Weiser’s initial proposal was to isolate the program statements that may contain a bug to ease the bug location. Since its definition, program slicing has been proved useful in many disciplines such as software maintenance [74], debugging [49], code obfuscation [131], or program specialisation [145], among others.

Let us illustrate the technique by using an example extracted from [195].

**Example 1.1.** Figure 1.2a shows a simple program that reads a positive integer number \( n \) and then computes the sum and the product of the first \( n \) natural numbers. Figure 1.2b shows the slice with respect to the slicing criterion \( \langle 11, \text{prod} \rangle \) (in underlined blue). As shown in the figure, the slice (in black) only contains the statements that actively contribute to the computation of variable \( \text{prod} \), ignoring all the statements implied in the computation of the variable \( \text{sum} \) (in grey). This notation to represent slices (underlined blue to represent the slicing criterion, black to represent slice, and grey to represent the removed code) will be used along the whole thesis.

```plaintext
1  read(n);
2  i = 1;
3  sum = 0;
4  prod = 1;
5  while (i <= n) {
6      sum = sum + i;
7      prod = prod * i;
8      i = i + 1;
9  }
10  write(sum);
11  write(prod);

(a) An example program
```

```plaintext
read(n);
read(n);
i = 1;
sum = 0;
prod = 1;
while (i <= n) {
    sum = sum + i;
    prod = prod * i;
    i = i + 1;
}
write(sum);
write(prod);
```

(b) A slice for the program w.r.t. \( \langle 11, \text{prod} \rangle \)

![Figure 1.2: Example of program slicing](image)

Since program slicing was defined, two different kinds of approaches have been used to compute program slices. The first one was proposed by Weiser in its seminal paper, and it is an approach based on data-flow equations. In this approach, slices are obtained by computing consecutive sets of relevant variables for each node of the Control Flow Graph (CFG) [5]. The process initially includes directly relevant statements for each node in the CFG using
flow dependencies and the indirectly relevant dependencies (variables of control predicates, e.g., variables at `if` and `while` conditions). The process starts from the slicing criterion and repeats until it reaches a fix point (the last iteration does not add any relevant statement to the slice). On the other hand, the most used slicing method is to compute program slices via a graph reachability problem, a method proposed by Ottenstein and Ottenstein in [147]. In this approach, the program is transformed into a set of Program Dependence Graphs (PDGs) [56], one graph per program routine (i.e., function, procedure, method...). A PDG is a directed graph where nodes represent program statements and edges represent different kinds of dependences between them. After constructing the PDG, the program slice is computed by traversing all possible edges on the graph starting from the node that represents the slicing criterion.

Weiser’s proposal was the seed of a large amount of different approaches to compute program slices. Slicing techniques can be classified according to many different indicators ([179]) but, in general, they can be grouped according to two main dimensions: the existence of input information, and the direction of the slice.

- **Input information.** According to this dimension, a slicing technique is considered as static or dynamic. In static slicing the slice is computed without having any information about the input of the program, thus, considering every possible program execution. On the other hand, in dynamic slicing it is computed with respect to the execution trace given by a particular input.

- **Direction.** According to this dimension, a slicing technique is considered as backward or forward. In backward slicing the slice contains all those statements that influence the values computed at the slicing criterion. On the contrary, in forward slicing the slice contains all those statements which may be influenced by the value of the slicing criterion.

Figure 1.3 graphically shows the possibility of combining these two slicing dimensions, classifying the slicing techniques in four different groups. The original program slicing method described by Weiser was static-backward so it would be contained in the bottom left corner of the figure. Along this thesis, we describe...
various slicing approaches related to several programming paradigms and that solve different slicing problems. All the program slicing techniques proposed in this thesis are designed for static-backward slicing.

Regression Testing

Regression testing [162, 185, 210] is a validation technique performed when changes are made to an existing program. According to IEEE, regression testing is “Selective retesting of a system or component to verify that modifications have not caused unintended effects and that the system or components still complies with its specified requirements” [86]. The purpose of regression testing is to check whether the changes performed to some part of the code have not introduced any misbehaviour to the program, and the new code interacts properly with the previously existing code. The common practices of reusing parts of a software project and the use of iterative development strategies increase the need for effective mechanisms for regression testing. Studies indicate that more than 50% of the software maintenance cost is related to testing, being 80% of the testing cost invested in regression testing [38].

Regression testing is performed between two different versions of the code in order to verify that code changes do not interfere with the previous code. Common methods of applying regression testing include the rerun of previously evaluated tests and checking that the behaviour of the program is preserved and no previously solved errors re-emerge. If regression testing exposes any problem, the code must be inspected to check whether the problems are non-detected scenarios of the previous version of the code or they appear due to the changes introduced into the program. Regression testing is a key factor in the software life cycle and is required when:

- The program requirements change and the code is modified accordingly,
- New functionalities are added to the program,
- A bug already existing in a program version is located and fixed, or
- Program changes are introduced in order to improve the performance of some algorithms.

Regression testing requires the existence of a set of tests that run a large amount of program execution paths, testing most of the possible scenarios and detecting misbehaviours in any of them. The generation and maintenance of these test cases is frequently a complex task because many factors need to be considered:

- *Test case selection*. It is hard to assess the impact of changes on existing code making a good selection.
- *Test case design*. When and who should take responsibility of building the regression tests? Some approaches make programmers responsible for writing these tests while developing software.
1.2. Analysis Techniques

- **Automatisation of regression testing.** While the application of automating regression testing incurs into problems like the prioritisation of some test cases over others or the automatic generation of new test cases when changes in the program specification are detected, the use of manual testing is time and resource consuming. Therefore, it is difficult to find a balance between both approaches.

- **Test results.** How test results are presented and analysed is a key factor. In many cases test reports are inconsistent and often there is no time to do a deep analysis of the results.

- **Test suite maintenance.** Much of the regression testing is redundant with respect to test coverage. In most cases, there is a lack of good tools for documenting traceability between test cases and requirements.

- **Test frequency.** The lapse of time between regression testing sessions is also difficult to establish. It is commonly good to have a process with a flexible scope for weekly regression tests, although in some cases the size of the regression suite may be a considerably time-consuming task.

Studies show that there is a lack of time and resources for regression testing in practice [50], and a general good practice is to plan for as much test time as development time even when the project is delayed. Some industrial surveys of the application of regression testing have been undertaken [30, 173, 174], concluding that test automation is a key improvement issue [174] and test case selection for continuous regression testing is a hard task. In these surveys, no systematic approach for test case selection was used by the companies but they commonly rely on the developers expertise and judgment instead [173].

**Design-by-contract software verification**

During the software development process, a set of debugging and testing tools are usually used to find errors before the final software deployment. However, there are still some errors that can escape from the analysis of these tools. These uncontrolled errors can appear even when the program is being used by the final user. In most cases, these errors have their source in a knowledge that programmers had when they were writing the code, e.g., that the result of a function must be greater than the first parameter. Unfortunately, programming languages rarely provide a method to input this information.

Design-by-contract (DBC) is a software correctness methodology that makes the use of this information possible. DBC follows the principle that interfaces which communicate different modules in a software system should follow a set of precise specifications, as it happens in contracts between humans or companies. The contracts must cover mutual obligations (preconditions), benefits (postconditions), and consistency constraints (invariants). Together, these properties are known as assertions, and they are directly supported in some design and programming languages. One of the principles of DBC is that any software element that has a fundamental constraint should state it explicitly, as part of a mechanism present in the language. Additionally, assertions are a key component of
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the software documentation, so their specification entails the presence of this information into the documentation automatically generated from the code.

subsubsection Programming languages used

The techniques proposed in this thesis are heterogeneous and sometimes they are only applicable to a specific programming paradigm. For this reason, our proposals use different programming languages according to the problem they are trying to solve. The two programming paradigms we deal with are the object-oriented paradigm and the functional paradigm, represented by the Java and Erlang programming languages, respectively. We briefly describe the main features of both languages hereunder:

- **Java** [12] is a high-level, general-purpose, concurrent, class-based, object-oriented programming language. Java is intended to let the WORA (Write Once, Run Anywhere) philosophy, meaning that compiled Java code can run in any platform that gives support to Java without recompiling it. Java programs are compiled to an intermediate program representation called Java bytecode, that can be run on any Java virtual machine regardless of the underlying computer architecture. The Java language is strongly typed, thus, its specification clearly differentiates between compile-time errors and runtime errors. At runtime, Java provides dynamic capabilities (such as reflection and runtime code modification) that are typically not available in traditional compiled languages. As of 2021 [148], Java was one of the most popular programming languages selected by developers (34.51% of developers write Java code in their programs), particularly for client-server web applications.

- **Erlang** [201] is a concurrent, functional programming language based on the actor model [79]. This language has many distinguishing features like concurrency via asynchronous message passing or hot code swapping, which make it especially appropriate to build massively scalable soft real-time systems with requirements on high availability. The sequential subset of Erlang is a functional language, with strict evaluation, single assignment, and dynamic typing. The term Erlang is used interchangeably with Erlang/OTP, or Open Telecom Platform (OTP), which consists of the Erlang runtime system, several ready-to-use components mainly written in Erlang, and a set of design principles for Erlang programs.

1.3 Contributions and Main Goals

The main goal of this thesis is to improve specific techniques that are used in the maintenance process of the software development cycle. The techniques described in this thesis are used during the development and bug detection/location phases. These techniques are diverse, some working at a static level when running a refactoring over the code or debugging a program after the detection of a bug, and others at a dynamic level to detect the existence of program errors or incorrect program states. The static analysis techniques are mainly focused on the area of program slicing, dealing with some slicing limitations,
while the dynamic analysis techniques are focused on software testing and verification, concretely in the areas of regression testing and design-by-contract runtime verification.

**Program slicing**

Most program slicing techniques have the PDG in their basis, but the original definition of the PDG is not able to handle all the features that most modern programming languages offer. Therefore, numerous extensions and enhancements of the PDG have been proposed to represent different programming features such as arbitrary control-flow \[65, 109\], exception handling \[6, 64, 93\], interprocedural behaviour \[17, 41\], or concurrency \[36, 104\] among others. In the program slicing area, new proposals are frequently presented as an evolution of a previously existing program representation that lacks the expressiveness needed to manage a particular program feature. Very often, the program representation used as a basis is the PDG; and it is augmented (and commonly renamed) to provide a new representation that deals with the new program feature. Consequently, when further research over the same topic is done, the base representation used changes from the PDG to the last existing representation. Then, when researchers detect unexpected scenarios that cannot be solved by the representation, a new one is proposed, causing the last representation to evolve. In this thesis we deal with different program slicing scenarios, alternatively using the PDG or a PDG-derived program representation as the base of our proposals. The choice of the representation used in each case is conscientiously done by selecting the most suitable representation for the approach we propose in each case. The program slicing scenarios we deal with along this thesis are the following:

- **Program slicing of object-oriented programs.** We augment the expressivity of a previous graph representation used to deal with object-oriented programs, the JSysDG \([202]\). In this research, we replace the current definition of flow dependence with three more accurate definitions: the standard definition of flow dependence for primitive variables and another pair of new definitions for object variables that we call *object-flow dependence* and *object-reference dependence*. The inclusion of the dependences derived from these definitions allows any object variable of the program to be selected as the slicing criterion, including in the slice the necessary statements to compute its whole value (the value of its memory reference and the value of all its data members) and to obtain complete slices.

- **Fine-grained program slicing.** The main objective of this research is to formally define a new graph representation with a greater granularity level than the PDG, the *expression dependence graph* (EDG). The granularity solves in a natural way some representation problems of the PDG, like the split of the PDG representation introduced for *for* loops, or the representation of multiple variable definitions in the same statement. The main contribution is the formal definition of the EDG, and the proof that
it is a generalisation of the PDG. This definition includes several new ideas that gave rise to different contributions:

- The identification and formal definition of a new intra-statement dependence called value-dependence.
- The formal definition of declaration dependence, which accounts for the declaration-definition relationship, besides the definition-use relationship (flow dependence).
- The introduction of a new expression-result structure to represent expressions. It allows us to distinguish between an expression and its result (e.g., as the slicing criterion).

- **Program slicing of composite data structures.** We design a new proposal to deal with the representation and slicing of composite data structures. The method is applicable to any composite data structure. In this proposal (i) we expand the PDG representation for those statements that represent data structures, (ii) we label the PDG edges with structural information about the data structures, and, finally, (iii) the labels are used at slicing time to limit the slicing traversal, generating more accurate program slices.

- **Testing of program slicers.** Since the computation of a minimal slice is undecidable, we introduce a methodology to compute quasi-minimal slices, which are minimal slices w.r.t. a finite set of inputs. These programs and their quasi-minimal slices are used afterwards to measure the quality of a program slicer by executing it against them and comparing the produced output and the previously computed slice. The process to obtain quasi-minimal slices makes use of the observation-based slicing technique (further explained later in Section 2.4). The main contributions of this part are:

  - A method to compute quasi-minimal slices.
  - An adaptation of observation-based slicing (ORBS) to work with abstract syntax trees (ASTs). This maximises precision, allowing us to slice at the level of literals.
  - A generalisation of ORBS. The algorithm of ORBS is not well defined for all cases. This problem was identified and solved in our approach.
  - A suite of benchmarks with challenging program slicing problems together with their quasi-minimal slices. The suite includes a tool that can be used to evaluate a program slicer against the suite.

Finally, we have implemented different slicing tools that incorporate the four described proposals, which are also contributions for the slicing community. These implementations are done for different programming languages and more information about the tools and how to use them can be found in Chapter 10.
Testing and verification

In the area of testing and verification, our contributions are mainly focused on two main topics:

- **Point-of-interest testing.** We introduce the ability to specify points of interest (POI) in the context of testing to compare the behaviour of different program versions. POI testing generates a set of possible calls to a given function and it compares that the POIs of the different code versions generate the same sequences of values for each execution.

  The main contributions of this part are:
  
  - A methodology to compare the sequence of values generated for two arbitrary points in two different program versions.
  - A technique to automatically generate a set of input values for a particular program function that maximises branch coverage.
  - A set of program transformation rules that modify an Erlang program to extract the value of an arbitrary point of the program as a side-effect of the execution.
  - A tool called SecEr that implements the POI testing approach for Erlang.

- **Design-by-contract verification in Erlang.** We implement the first library that implements design-by-contract approaches in Erlang, the EDBC (Erlang Design-By-Contract) library. The library includes two different kinds of contracts: a set of contracts directed to every Erlang program (pre-condition contracts, post-condition contracts...), and another set of contracts specifically designed for concurrent programming (contracts associated to some Erlang behaviours, like the gen_server behaviour).

1.4 Structure of this thesis

This PhD thesis is divided into four main parts: Introduction, Program Slicing, Testing & Verification, Developed Tools, and Conclusions and Future Research.

1. The Introduction part only contains Chapter 1. It explains the main motivation of this thesis and provides an introductory description of the analysis techniques discussed during the thesis. Specifically in the sections dedicated to program slicing, regression testing, and design-by-contract verification. Finally, the chapter classifies and describes the main contributions done for each one of the previously mentioned areas, and describes the structure of the thesis.

2. The Program Slicing part is divided into five different chapters:

   - Chapter 2 introduces the basics of program slicing. This chapter describes how the System Dependence Graph (SDG) is built from the source code and how the standard program slicing algorithm
obtains the slice by traversing it. Additionally, the chapter describes some key concepts of program slicing of object-oriented programs and alternative slicing techniques.

- Our new proposal for slicing object-oriented programs is explained in Chapter 3, where we point out some lacks of the current object-oriented program representation, the Java System Dependence Graph (J SysDG) when it is used to represent the dependences of object variables. In this chapter, we make an alternative and complementary proposal to accurately represent the dependences of object variables in object-oriented programs with its corresponding implementation and experimental evaluation. Most of the content of this chapter has been extracted from the article in [66], where some extra examples and extensions have been added.

- Chapter 4 presents two new program representation models for field-sensitive slicing, the Constrained-Edge Program Dependence Graph (CE-PDG) for intraprocedural slicing, and the Constrained-Edge System Dependence Graph (CE-SDG) for interprocedural slicing. The chapter details how to compute the CE-PDG from the PDG, how to join CE-PDGs to build the CE-SDG, and how to adapt the slicing algorithm to slice both graphs. Part of the content introduced in the chapter (the CE-PDG part) has been extracted from [61] while the CE-SDG part is original from this thesis.

- In Chapter 5, we propose a new fine-grained graph representation for programs, the Expression Dependence Graph (EDG), built from the AST of the program, where each literal of the source code is represented as a node of the graph. This chapter further elaborates the idea proposed in [63], introducing a set of situations where the SDG generates inaccurate slice, accurately slicing them with the use of the EDG.

- Finally, Chapter 6 proposes a method to compare program slicers with a benchmark suite based on quasi-minimal slices. The chapter presents the notion of quasi-minimal slice and it describes a methodology to compute them and to use them to compare the performance of different program slicers. Most of the content of this chapter has been extracted from [152].

3. The Testing and Verification part is divided into three different chapters:

- Since the programming language analysed by the following chapters is Erlang, Chapter 7 shows the utility of different analysis tools for Erlang used in the following chapters in Section 7.1. Additionally, an overall description of the design-by-contract methodology is also provided by Section 7.2.

- Chapter 8 describes a methodology to generate and execute a set of test cases to perform regression of an arbitrary program point in Erlang programs called Point Of Interest (POI) testing. The chapter
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describes the internals of POI testing, illustrating the required program transformations to extract traces and runtime information, its applicability in programs with concurrency, and the implementation and evaluation of a tool to run POI testing in Erlang. The content of this chapter summarises the research line of POI testing, published in [87, 89, 153].

- Chapter 9 presents the implemented approach to apply design-by-contract verification in Erlang programs. In this chapter we describe each implemented contract and its associated syntax providing examples of how to use both sequential and concurrent available contracts in practice. Most of the material of this chapter has been extracted from [60], where some extra content about implementation details has been also included.

4. The Developed Tools part, composed by Chapter 10, details the functionality of all the implemented tools mentioned along this thesis. Each section of this chapter describes some features of each tool: installation requirements, installation process/commands, possible configurations, command line tool execution, and report analysis. Additionally, each tool section also includes some use cases with screenshots to guide the user in her first steps.

5. With respect to the Conclusions and future work part, it develops the conclusions of the thesis in Chapter 11 and the open lines of research that can be further explored in Chapter 12.
Part II

Program Slicing
Chapter 2

Preliminary Definitions and Notation

This chapter introduces the reader to the world of program slicing. Along the chapter we show the basics of program slicing, together with the graph representations and slicing variations used in different programming languages and paradigms. We show how the graph representation of the program is built, together with the evolution of this representation to deal with some program features like polymorphism and field representation in object-oriented programs, access to complex data structures such as lists or tuples in functional languages, and even some language-independent program slicing techniques that generate program slices by running the program with a set of test cases. We start with the formal definition of program slice, used as the base of all our research work.

Definition 2.1 (Program Slice [18]). For statement $s$ and variable $v$, the slice of program $P$ with respect to the slicing criterion $⟨s,v⟩$ includes only those statements of $P$ needed to capture the behavior of $v$ at $s$.

An intuitive definition for “capture the behavior” is given in the definition of executable slice.

Definition 2.2 (Executable Program Slice [18]). For statement $s$ and variable $v$, the slice $S$ of program $P$ with respect to the slicing criterion $⟨s,v⟩$ is any executable program with the following properties:

1. $S$ can be obtained by deleting zero or more statements from $P$.

2. If $P$ halts on input $I$, then the value of $v$ at statement $s$ each time $s$ is executed in $P$ is the same in $P$ and $S$. If $P$ fails to terminate normally, $s$ may be executed more times in $S$ than in $P$, but $P$ and $S$ compute the same values each time $s$ is executed in $P$.

As indicated in Definition 2.2, a code is an executable program slice if the sequence of values generated in the slicing criterion when executing the original program is a prefix of the sequence of values generated when executing the slice. When the sequence of values generated by the code computed by a program slicer does not fulfil the prefix property, it is not considered a slice, and is commonly denoted as “incomplete slice” (see Example 2.1). Thus, the terms program slice and complete program slice are indeed synonyms.
**Definition 2.3** (Sequence of values). Let $P$ be a program, $C$ an slicing criterion of $P$, and $I$ a possible input for $P$. $\text{seq}(P,C,I)$ represents the sequence of values the slicing criterion $C$ is evaluated to during the execution of $P$ with $I$.

It is important to remark that we use the standard definition of slice, which excludes non-terminating and non-deterministic programs. Another important property is that we want our slices to be executable, so that the execution of the slice for any given input must evaluate the slicing criterion as many times (or more) as the original code, and the sequence of values the slicing criterion is evaluated to when executing the original code must be equal to (or a prefix of) the sequence obtained at the slice. Formally,

**Definition 2.4** (Static executable program slice (based on [18] and [20])). A static executable program slice $S$ of program $P$ with respect to a slicing criterion $C$ is any executable program with the following properties:

1. $S$ can be obtained by deleting code from $P$ (denoted $S \subseteq P$).

2. For all input $I$, $\text{seq}(P,C,I)$ is a prefix of $\text{seq}(S,C,I)$.

As stated in Definition 2.2, a slice can be obtained by deleting zero statements from a program, so there must be an indicator to measure the quality of a program slice which must evaluate if a computed slice is valuable for its purpose or not. There is one indicator used along the literature that measure the quality of a computed program slice: A program slice is considered to be correct when all the statements included on it are strictly necessary to recreate the behaviour of the slicing criterion. Since a program slice is computed by deleting zero or more statements from a program, a program can contain many different slices for the same slicing criterion. From here on, given a program $P$ and a slicing criterion $C$ for $P$, we use the domain $\text{Slices}_C^P$ to denote the finite set containing all possible slices of $P$ with respect to $C$.

**Definition 2.5** (Minimal slice). A minimal slice of program $P$ with respect to a slicing criterion $C$ is any $S \in \text{Slices}_C^P$ such that $\nexists S' \in \text{Slices}_C^P \land S' \subset S$.

This definition states that a minimal slice is always a correct slice because none of its statements can be removed maintaining the original program behaviour for the slicing criterion $C$ (see Example 2.1). Therefore, the terms minimal slice and correct slice can be used interchangeably. Note that a minimal slice, according to this definition, is not necessarily unique and is not necessarily a slice with the smallest number of statements (see, e.g., [48]).

**Example 2.1** (Incomplete and minimal slices). Consider the program in Figure 2.1a which prints the odd numbers from 5 to 0 and computes their summation. Consider also two different slices computed w.r.t. $\langle 6,n \rangle$, with their associated execution traces for the slicing criterion. The slice in Figure 2.1b removes from the program the statement 8, necessary to replicate the same values for variable $n$, generating a slice that violates the prefix property mentioned in Definition 2.2, and required to be a slice. We say that the slice in Figure 2.1b is an “incomplete slice”. On the other hand, the slice in Figure 2.1c contains
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```c
int i = 0;
int n = 5;
int s = 0;
while(i < 5){
    if (odd(n))
        write(n);
    s += n;
    n--;
    i++;
}
write(s);

SEQ: 5, 3, 1
SEQ: 5, 5, 5, 5
SEQ: 5, 3, 1
```

(A) Original program (b) Incomplete slice (c) Minimal/Correct slice

Figure 2.1: Example of incomplete and minimal slices w.r.t. \( (6,n) \)

all the statements required to compute, for variable \( n \), the same values that the original program. Furthermore, if any of the statements in the slice was removed, the new computed sequence of values would differ from the original and the code would no longer be a slice. We say that the slice in Figure 2.1c is a minimal (or correct) slice.

The computation of program slices is not a trivial process. Along the literature, two main approaches are proposed to compute program slices: the approach based on data flow equations, and the one based on graph reachability problems [195]. In the data flow equations approach, the slice is computed in an iterative process, by computing sets of relevant variables in the CFG. These sets are classified into directly relevant variables (variables defined in a CFG node and later referenced in another CFG node) and indirectly relevant variables (those variables used in predicates that may affect the execution of a CFG node). When a CFG node is included in the slice, its variable sets are computed, including the CFG nodes that contain these variables in the slice. The process repeats until a fixpoint is reached, obtaining the desired program slice. On the other hand, graph reachability approaches represent the whole program as a graph, which includes a set of dependences between program statements computed from the CFG. Then, an algorithm traverses the graph starting from the slicing criterion, including in the slice all the graph reachable nodes. All the contributions of this thesis have been done using the graph reachability program slicing approach, including enhancements to the graph representation of programs and adapting slicing algorithms to work with them. The rest of the chapter describes how the SDG is built from the source code and how the standard program slicing algorithm obtains the slice by traversing it in Sections 2.1 and 2.2. Then, Section 2.3 shows how the SDG is improved to the JSysDG to represent object-oriented programs and Section 2.4 describes another language-independent slicing method, observation-based slicing, later used in one of the proposed techniques.
2.1 Program Slicing with System Dependence Graphs

Since it was defined in 1988 by Horwitz et al. [83], the System Dependence Graph (SDG) is at the basis of most program slicing techniques. The SDG is defined from the CFG. We explain it through its incremental evolution:

\[ CFG \rightarrow PDG \rightarrow SDG \]

**CFG.** The starting graph to build a SDG is the CFG [5]. The CFG is a graph that represents all possible execution paths of a routine (function/procedure/method...). In the CFG each statement is represented with a node, and two nodes are connected if there exists a possible control flow between these statements. Additionally, two nodes, Enter and Exit, are added as the initial and final nodes of the method execution respectively. Formally,

**Definition 2.6** (Control Flow Graph (based on [5])). Given a method \( M \), which contains a set of statements \( R \), the control flow graph of \( M \) is a directed graph \( G = (N, E) \), where \( N = R \cup \{\text{Enter}, \text{Exit}\} \) and \( E \) is a set of edges of the form \( e = (n, m) | n, m \in N \) where the statement represented by \( m \) may be executed immediately after the statement represented by \( n \).

Each CFG node includes information about the variables defined and used in the statement it represents. This information is stored in two different sets associated to each CFG node: the DEF set (for defined variables) and the USE set (for used variables).

**PDG.** The first program representation used to define program dependences for program slicing was the Program Dependence Graph (PDG), defined by Ferrante et al. in [56]. The PDG defines each program method as an individual graph, where nodes represent statements, and edges connect statements with dependence arcs. These dependences are the control dependence and the flow dependence, and they are defined hereunder.

**Definition 2.7** (Control dependence). Let \( G \) be a CFG. Let \( n \) and \( m \) be nodes in \( G \). A node \( n \) is post-dominated by a node \( m \) in \( G \) if every directed path from \( n \) to the Exit node passes through \( m \). Node \( m \) is control dependent on node \( n \) if and only if \( m \) post-dominates one but not all of \( n \)'s CFG successors.

**Definition 2.8** (Flow Dependence). A node \( m \) is flow dependent on a preceding node \( n \) if:

(i) \( n \) defines a variable \( v \),

(ii) \( m \) uses \( v \), and

(iii) there exists a control-flow path from \( n \) to \( m \) where \( v \) is not defined.

The PDG of a procedure is a graph \( G = (N, E) \) where \( N \) is the set of nodes of the CFG without the Exit node, and \( E \) is a set of edges that represent control and flow dependences. Formally,
Definition 2.9 (Program dependence graph). Given a method \( M \) and its associated CFG \( G = (N, E) \), the PDG of \( M \) is a directed graph \( G' = (N', E') \), where \( N' = N \setminus \{ \text{Exit} \} \) and \( E' = E_c \cup E_f \), being \( E_c \) and \( E_f \) the set of edges computed by definitions 2.7 and 2.8 over \( G \), respectively.

SDG. A program usually contains a set of procedures connected by procedure calls. For this reason, in order to connect all the procedures of a program in a single graph, the SDG was defined [85]. A SDG is compositionally constructed by connecting the PDGs of program procedures to model parameter passing between procedure calls and procedure definitions. The SDG represents each parameter of a procedure with a formal-in node, and a formal-out node for each entry parameter that may be modified inside the procedure. Analogously, each procedure call is augmented with an actual-in node for each argument of the call, and an actual-out node for each argument that may be modified inside the procedure. The SDG connects procedure calls with procedure definitions representing parameter passing by means of parameter edges: parameter-in edges connect actual-in with formal-in nodes and parameter-out edges connect formal-out with actual-out nodes. Additionally, a call edge is generated to connect the call node to the \textit{Enter} procedure node. Finally, a new kind of edge called summary edge is added to the SDG to describe the relationship between defined and used arguments in method calls. A summary edge connects an actual-in node and an actual-out node if the value related to the actual-in node is used to calculate the value defined in the actual-out node. All this representation can be seen in the example shown in Figure 2.2, where parameter-in and parameter-out edges are called input and output edges respectively, name that we will use from here on.

Definition 2.10 (System dependence graph). Given a program \( P \), composed of a set of methods \( M = \{m_0, \ldots, m_n\} \) and their associated PDGs—each method \( m_i \) has a PDG \( i = \langle N_i, E^i_c, E^i_d \rangle \). The SDG of \( P \) is a graph \( G = \langle N, E_c, E_d, E_{\text{call}}, E_{\text{in}}, E_{\text{out}}, E_{\text{sum}} \rangle \) where:

1. \( N = \bigcup_{i=0}^{n} N^i \) (from now on, we will consider \( n, m \in N \))
2. \( E_c = \bigcup_{i=0}^{n} E^i_c \)
3. \( E_d = \bigcup_{i=0}^{n} E^i_d \)
4. \( (n, m) \in E_{\text{call}} \) if and only if \( n \) is a statement that contains a call and \( m \) is an “Enter” node of the method called by \( n \). \( (n, m) \) is a call edge.
5. \( (n, m) \in E_{\text{in}} \) if and only if \( n \) is an actual-in node of a call node \( c \), \( m \) is a formal-in node of an “Enter” node \( e \), and \( (c, e) \in E_{\text{call}} \). \( (n, m) \) is a parameter-in edge.
6. \( (n, m) \in E_{\text{out}} \) if and only if \( n \) is a formal-out node of an “Enter” node \( e \), \( m \) is an actual-out node of a call node \( c \), and \( (c, e) \in E_{\text{call}} \). \( (n, m) \) is a parameter-out edge.
7. \((n,m) \in E_{\text{sum}}\) if and only if \(n, m\) are actual-in and actual-out nodes of a call node \(c\), respectively, \(n', m'\) are formal-in and formal-out nodes of a “Enter” node \(e\), respectively, \((c,e) \in E_{\text{call}}\), and there is a path from \(n'\) to \(m'\). \((n,m)\) is a summary edge.

2.2 Program Slicing Algorithm

The program slicing algorithm to compute program slices by traversing the SDG proposed by Horwitz et al. in [85] is illustrated in Algorithm 2.1. In Algorithm 2.1, the computation of the slice in the SDG (function \textsc{MarkNodesOfSlice}) is divided into two phases (lines 2 and 3). Both phases traverse all the control and flow edges backwards to reach all possible nodes based on these dependences, but each phase ignores a specific kind of edges (parameter \texttt{EdgeTypes} in function \textsc{MarkReachingNodes}) with a particular purpose:

- **Phase 1** identifies nodes that can reach the slicing criterion, and are either in the same method as the slicing criterion itself (\(M\)), or in a method that directly or transitively calls \(M\). Since output edges are not traversed (call in line 2), phase 1 does not include in the slice the methods called by \(M\).

- **Phase 2** locates nodes that can reach the slicing criterion from methods called by \(M\) or from methods called by methods that transitively call \(M\). Since call and input edges are not traversed in this phase (call in line 3), phase 2 only includes in the slice the slicing criterion context that calls this methods, ignoring all possible calls along the program. This fact makes the algorithm proposed by Horwitz et al. to be aware of the calling contexts, also known as being context-sensitive.
The graph traversal process is performed with function \textit{MarkReachingNodes}. This function receives a graph $G$, a set of nodes $N$ that must be in the slice, and the set of edge types ignored during the traversal \textit{EdgeTypes}. The function uses an auxiliary work list (\textit{WorkList}) to store the nodes in $N$ (line 6). For each node, the function extracts all its incoming edges and traverses those which type is not in \textit{EdgeTypes} (lines 8-11). If the edge can be traversed, its source node is included to the slice and also to the work list, to be later processed (lines 12-14). This process repeats until no more nodes are added to the work list.

\begin{algorithm}
\caption{Program Slicing Algorithm defined by Horwitz et al. in \cite{85}}
\begin{algorithmic}[1]
\STATE {\textbf{Input:}} The SDG $G$ and the slicing criterion node $n_{sc}$.
\STATE {\textbf{Output:}} The set of nodes that compose the slice $S$.
\STATE {\textbf{Initialization:}} $S_0 = \{n_{sc}\}$.
\STATE \algorithmicfunction{MarkNodesOfSlice}{$G, n_{sc}$}
\STATE \hspace{1em} // Phase 1: Ignore Output edges
\STATE \hspace{1em} $S_1 \leftarrow \text{MarkReachingNodes}(G, S_0, \{\text{Output}\})$
\STATE \hspace{1em} // Phase 2: Ignore Call and Input edges
\STATE \hspace{1em} $S \leftarrow \text{MarkReachingNodes}(G, S_1, \{\text{Call, Input}\})$
\STATE \algorithmicreturn{} $S$
\STATE \algorithmicfunction{MarkReachingNodes}{$G, N, \text{EdgeTypes}$}
\STATE \hspace{1em} WorkList $\leftarrow N$
\STATE \hspace{1em} \algorithmicwhile{} WorkList $\neq \emptyset$
\STATE \hspace{2em} select some $n \in$ WorkList
\STATE \hspace{2em} WorkList $\leftarrow$ WorkList \smallsetminus \{n\}
\STATE \hspace{2em} \algorithmicfor{} all $edge \in \text{getIncomingEdges}(n)$
\STATE \hspace{3em} \algorithmicif{} $edgeType \notin \text{EdgeTypes}$ then
\STATE \hspace{4em} $m \leftarrow \text{getSourceNode}(edge)$
\STATE \hspace{4em} $N \leftarrow N \cup m$
\STATE \hspace{3em} WorkList $\leftarrow$ WorkList $\cup m$
\STATE \hspace{2em} \algorithmicreturn{} $N$
\end{algorithmic}
\end{algorithm}

Figure 2.2 shows a program, its associated SDG, and the interprocedural slicing (marked with grey nodes) for the slicing criterion $\langle 6, i \rangle$ (marked in underlined bold inside a bold node). The graph traversal performed by the slicing algorithm in each phase would be the following:

\textbf{Phase 1}:

\begin{equation*}
i = \text{increment}(i) \begin{cases} \begin{array}{c}
\text{summary} \leftarrow \text{control} \\
\text{control} \leftarrow \text{while (} i < 11 \text{)} \end{array} \end{cases} \begin{cases} \begin{array}{c}
\text{CALL increment} \\
\text{ENTER main} \\
i = 1 \end{array} \end{cases}
\end{equation*}
Phase 2:

\[ i = \text{increment}(i) \quad \text{return add}(x,1) \]

where arrows represent the graph edges, which connect program statements; and their labels represent the type of the edge. Note that we use braces with a collection of edges when more than one edge can be traversed, thus, creating parallel paths. In Phase 1, output edges are ignored and, thus, only some nodes inside the main function are included in the slice. In Phase 2, the traversal reaches the increment and add functions (traversing the output edges). Moreover, since in Phase 2 call and input edges are ignored, the traversal never reaches the call to function add performed inside the main function.

2.3 Program Slicing of Object-Oriented Programs

Many approaches have been proposed to enhance the SDG and make it suitable to represent object-oriented (OO) programs (most of these approaches are explained in the survey [136]). To deal with OO programs, the SDG needs to provide an accurate representation for their main features: polymorphism, dynamic binding, and inheritance.

One of the latest and more accurate representation for Java OO programs, is the one proposed by Walkinshaw et al. [202], the Java System Dependence Graph (JSysDG). The JSysDG is made by a composition of different graphs for methods, classes, interfaces, and packages, obtaining a more accurate program representation. The JSysDG allows the representation of abstract classes which are not necessarily interfaces, and it distinguishes data members (the fields of an object) in objects passed as parameters in method calls. Nowadays, the JSysDG is arguably the best representation for Java OO programs and we use it as a reference point in this thesis.

In order to clarify the differences between the SDG and the JSysDG, we explain the JSysDG enhancements introduced to correctly represent some OO features such as inheritance, dynamic binding, and polymorphism. We explain it through its incremental evolution:

\[
SDG \rightarrow ClDG \rightarrow JSysDG
\]

ClDG. With the SDG as its base, the Class Dependence Graph (CIDG) [112] augments the SDG representation to consider OO programs. The CIDG presents a representation for polymorphism, dynamic binding, and inheritance in the C++ programming language. Unfortunately, the representation is not accurate enough and presents some limitations. For example, it is not possible to differentiate data members of different objects in method calls. Liang and Harrold
improved this representation allowing them to distinguish data members in parameter objects and upgrading the accuracy of graph-based operations as a result. As some features differ among OO languages, the CIDG is not able to represent some features of the Java programming language. Hence, other approaches focused on Java have been proposed. The approach proposed by Kovács et al. in [101] or the one proposed by Zhao in [215] enable the representation of Java particular features such as interfaces, packages, and single inheritance. All these CIDG approaches define a class entry node for each class, connected to the procedure Enter nodes of all its procedures by class membership edges, and to all its data members by data membership edges. Additionally, inheritance is represented with a class dependence edge from the base class to the derived classes.

Definition 2.11 (Class dependence graph). Given a program $P$, composed by a set of classes $Cl = \{cl_0, ..., cl_n\}$ that contain a set of methods and a list of data members $DM_{cl}$, and the SDG associated to $P$, $G = \langle N, E \rangle$; the ClDG of $P$ is a graph $G' = \langle N', E, E_{cm}, E_{dm}, E_{cd} \rangle$ where:

1. $N' = N \cup Cl \cup \bigcup_{i=0}^{n} DM_{cl_i}$
2. $(n, m) \in E_{cm}$ if and only if $n \in Cl$ and $m$ is an “Enter” node of a method defined inside class $n$. $(n, m)$ is a class membership edge.
3. $(n, m) \in E_{dm}$ if and only if $n \in Cl$ and $m \in DM_n$. $(n, m)$ is a data membership edge.
4. $(n, m) \in E_{cd}$ if and only if $n, m \in Cl$ and $m$ is a derived class of $n$. $(n, m)$ is a class dependence edge.

JSysDG. Taking profit of some features during the evolution of the CIDG, Walkinshaw et al. [202] proposed the JSysDG. This graph augments the CIDG with a process to represent polymorphic calls and dynamic binding in Java OO programs. There are two particular scenarios that are worth mentioning in the JSysDG representation.

1. A polymorphic object is the caller of a method, and the called method needs to be selected at runtime. An example of this scenario can be seen in the code of Figure 2.3a, which represents a Java program with two classes, $A$ and $B$, with an inheritance relationship and a class $Main$ with a main method that creates an object of either $A$ or $B$ dynamic type depending on a random generated number. In line 19, the method that would be executed in the call $a.f()$ can only be determined at runtime, thus, the static representation of the program needs to define both possibilities. In this scenario, the JSysDG represents the caller (object variable $a$) and its defined and used data members in a tree representation for all the possible dynamic types and connects each type with its corresponding method definition. An example of this representation is shown in Figure 2.3b.
class A{
    public int x, y;
    public A (int a, int b) { x = a; y = b; }
    public int getX() { return x; }
    public int getY() { return y; }
    public void f() { x = x + 1; }
}

class B extends A{
    public B (int a, int b){ super(a,b); }
    public void f() { x = x + 2; }
}

class Main{
    public static void main(String[] args){
        A a;
        if (Math.random() > 0.5)
            a = new A(1);
        else
            a = new B(2);
        a.f();
        g(a);
    }
}

2. A method call contains a polymorphic object as a call parameter.
This scenario happens in line 20 of Figure 2.3a. The call to method g receives a polymorphic object (variable a) as a parameter. In this scenario the JSysDG representation follows the proposal introduced by Liang and Harrold in [118], where the object parameter has a tree representation for each class, unfolding all its data members in both method call and definition. An example of this representation for the call g(a) can be seen in Figure 2.4. In the proposed representation, only data members of the tree representation are linked, in order to accurately select a data member if it is used by method g.

Apart from the augmented ClDG, the JSysDG also uses two other graphs to account for interfaces and packages. The first graph is the Interface Dependence Graph (InDG), which represents each interface of the program with an interface entry node. This node is connected to every abstract method defined inside the interface. Each abstract method contains in turn a set of parameter nodes, which represent its input parameters. Then, every abstract method and its parameters are connected with an implement abstract method edge to every instance of the method. Finally, if a class implements an interface, an implements interface edge from the interface node to the class node is added to the graph.

The second graph is the Package Dependence Graph (PaDG). In this graph, a package entry node is defined for each package of the program. This node is connected to every class and interface inside the package with a package member
2.4 Language-Independent Program Slicing: Observation-Based Slicing

Although all the approaches explained until now were based on program dependence graphs, there are other slicing approaches that do not consider program dependences or program representations to compute slices. This is the case of observation-based slicing (ORBS) [20]. ORBS is a technique that iteratively removes lines from a program, and checks whether the observable behaviour of the slicing criterion is the desired one. This is checked for a particular set of test cases. If the observable behaviour is the expected one, then the line is effectively removed. Then, the system can try again with a different line until no more lines can be removed. When the system has finished with one line at a time, it can repeat the process removing two lines at each iteration, and so on. Since the removal of lines is based on the behaviour of the program execution, this strategy requires a good defined set of test cases that covers all possible executions to be effective.

In this section we formalise some key definitions that must be used when dealing with program slicing using ORBS. Since ORBS makes use of program execution to compute the slice it can be considered as a dynamic technique. In this case, the concept of slicing criterion must be augmented to the concept of dynamic slicing criterion.

Definition 2.12 (Dynamic slicing criterion). Let $P$ be a program. A dynamic slicing criterion of $P$ is a tuple $(C, I)$ such that $C$ is a slicing criterion and $I$ is an input for $P$.

A dynamic slicing criterion also includes extra information: the input of the program. In the slice, the behaviour of the slicing criterion when executing the
program with this input information must remain. To consider if the behaviour is preserved or not, the process must monitor the sequence of values (Definition 2.3) computed for the slicing criterion during the program execution. The dynamic requirements of ORBS and the definition of the dynamic slicing criteria make the slices computed by ORBS to be dynamic executable program slices.

**Definition 2.13** (Dynamic executable program slice). A dynamic executable program slice $S$ of a program $P$ on a dynamic slicing criterion $(C, I)$ is any executable program that fulfils the two properties of Definition 2.2 for $P$ with respect to $C$ and for a set of possible inputs $I$:

1. $S$ can be obtained by deleting zero or more statements from $P$.
2. If $P$ halts on input $I$, then the value computed for $C$ each time it is executed in $P$ is the same in $P$ and $S$. If $P$ fails to terminate normally\(^1\), $C$ may be executed more times in $S$ than in $P$, but $P$ and $S$ compute the same values each time $C$ is executed in $P$.

These terms and definitions are valuable to understand ORBS and its dynamic context, and will be used in future chapters.

\(^1\)We consider that a program does not terminate normally when an uncontrolled exception is raised during runtime and the program’s execution is abruptly interrupted.
Chapter 3

Flow Dependence for Java Object-Oriented Programs

The JSysDG (Chapter 2, Section 2.3) is an accurate representation that provides precise slices and allows for differentiating whether data members of different objects are required or not in a slice. In this chapter, we show that, despite being one of the most accurate approaches for OO programs, some scenarios exist where the produced slices are not complete (Section 3.1). Therefore, it is not a problem related to precision (the slices contain more code than they need), but a problem related to completeness (the slices contain less code than they need), which means that some code that can affect the slicing criterion is not included in the slice. In particular, when an object variable is selected as the slicing criterion, under certain circumstances, only some of its required data members (not all of them) are included as part of the slice. The cause of this lack of completeness is the current definition of flow dependence. The classic flow dependence definition was thought for variables that are atomically defined or used in a program statement, but has never been reconsidered to deal with object variables, which can be partially defined or used (by defining or using only one of its data members) in a statement. This representation error was inherited by later program representations derived from the JSysDG, such as the Sub-Statement Level Dependence Graph (SSLDG)[128].

This chapter presents an approach to solve the expressiveness limitation by extending the JSysDG. We augment the JSysDG by replacing the current definition of flow dependence with two more accurate definitions: a definition of flow dependence for primitive type variables, and the creation of two new definitions related to flow dependence for object variables: object-flow dependence and object-reference dependence (Section 3.2). Finally, we show the implementation and experimental evaluation of our proposal in a program slicer called JavaSlicer (Sections 3.3 and 3.4).

3.1 Limitations of the JSysDG

According to the definition of program slice (see Definition 2.1), there is nothing that prevents an object type variable to be considered as the slicing criterion. Moreover, if we select an object variable as the slicing criterion, one could expect for the slice to include all the statements that might affect the value of any of its data members. Nevertheless, as we have seen in Figure 2.3b, when an object
variable is the caller of a method call, only the used and defined data members of the object have a representation in the unfolding tree as argument-in and argument-out nodes respectively. Additionally, we have seen that all the flow dependences between object definitions and uses in method calls are propagated through their data members, never connecting the node that represents the object variable itself.

When we put all this knowledge together, we can easily find a specific scenario where the slice obtained by the JSysDG is not complete when selecting some object variables as the slicing criterion.

**Example 3.1.** Consider the code snippet in Figure 3.1a. This code contains a program with two classes: class `A` and class `Main`. Additionally, class `Main` contains a method `main` that instantiates object variable `a1` of type `A`. The scenario where the JSysDG is incomplete is given at the `main` method of Figure 3.1a, concretely in lines 11 and 13. Line 11 creates the object variable `a1` of type `A` instantiating its data members `x` and `y` with a call to `A`’s constructor. Then, line 13 modifies only the value of its data member `x`. At this point, after the method call `a1.setX()`, the whole definition of the object is divided into two different statements, but there is no flow dependence between them, because method call `a1.setX()` does not require any data member of object variable `a1` to define data member `x`. The described situation is represented in Figure 3.1b.

```java
1 class A {
  2   public int x,y;
  3   public A (int a, int b) {
  4     x = a;
  5     y = b;
  6   }
  7   public void setX(int a) { x = a; }
  8 }

9 class Main {
10   public static void main(String[] args) {
11     A a1 = new A(1,2);
12     a1.y = a1.y + 5;
13     a1.setX(3);
14     A a2 = a1;
15   }
16 }
```

Figure 3.1: Java program, JSysDG of lines 11 and 13, and slice w.r.t. ⟨13, a1⟩

Figure 3.1b represents with grey nodes the slice produced by the JSysDG with respect to ⟨13, a1⟩. This slicing criterion is marked in the JSysDG with bold nodes. Note that, when the slicing criterion is an object variable, then all the data members are marked as the slicing criterion as well. Thus, the slicing criterion is formed from the control dependence subtree of node `a1`. The translation of the slice calculated over the JSysDG to code results in the code shown
3.2. A novel definition of flow dependence

Contrarily to the expected slice, which is the one in Figure 3.2b, the slicing traversal of the JSysDG ends without reaching the declaration of \(a_1\), the constructor call \(A(1,2)\), and data member \(y\) in class \(A\). This counterexample reinforces the claim that flow dependences of object variables need to be better defined to correctly use them as slicing criteria.

```java
class A {
    public int x,y;
    public A (int a, int b) {
        x = a;
        y = b;
    }
    public void setX(int a) { x = a; }
}
class Main {
    public static void main(String[] args) {
        A a1 = new A(1,2);
        a1.y = a1.y + 5;
        a1.setX(3);
        A a2 = a1;
    }
}
```

Figure 3.2: JSysDG slice and expected slice of the code in Figure 3.1a w.r.t. \([13, a_1]\)

3.2 A novel definition of flow dependence

A more accurate description for definition and use sets of object variables is necessary in order to extend the notion of flow dependence (see Definition 2.8) for objects due to the different natures of primitives and object variables.

In Java, program variables can be of two different types. On the one hand, we have primitive type variables, which are atomic (e.g., int \(i = 42\)). These variables are always defined and used atomically, i.e., every time a primitive variable is defined in the program, the new value of the variable replaces the previous one, and the previous value cannot be further accessed. On the other hand, there are object type variables, which are compositionally formed by a collection of data members. Each data member, in turn, can be a primitive type variable, or another object type variable. Unlike primitive variables, object variables are not completely replaced every time they are defined. Since they are formed from a collection of data members, a statement may modify just some of them. As a result, the definition of all the data members of an object variable may be split into different statements. Hence, object variables can be defined in two different ways:

**Definition 3.1** (Total definition). An object variable \(v\) that points to a memory location \(m_1\) is totally defined in a program statement \(s\) if the execution of \(s\) makes \(v\) to point to \(m_2\), and \(m_1 \neq m_2\) (\(v\) points to a different object).

Total definitions appear in two different scenarios:
1. **An assignment of an object variable with a constructor call.** This happens, e.g., in `A a1 = new A(1,2)` (see line 11 of Figure 3.1a), where `a1` is totally defined. Constructor methods always define\textsuperscript{1} all the data members of the variable and never use them. Hence, the `DEF` set (see `DEF` and `USE` sets of the CFG in Section 2.1) for this statement (\(DEF(#11)\)) includes the object variable itself and all its data members. The order in which all these definitions occur is crucial for the definition of flow dependence. For this reason, we transform the `DEF` set into an ordered sequence called `DEF_os` where all data members are defined first, and the object variable is defined at the end, e.g., the ordered sequence of definitions in the mentioned statement is \(DEF_os(#11) = [a1.x, a1.y, a1]\). In this scenario, \(USE(#11) = \emptyset\) since no variable is used.

2. **An alias assignment between two object variables that point to different objects.** This happens, e.g., in `A a2 = a1` (see line 14 of Figure 3.1a), where `a2` is totally defined\textsuperscript{2}. As in the previous scenario, the `DEF` set is transformed into an ordered sequence where data members are defined first, and the object variable is defined at the end. In contrast, \(USE(#14)\) remains as a set of uses, and contains the object variable of the right-hand side of the assignment ({\(a1\)}).

**Definition 3.2** (Partial definition). An object variable \(v\) is partially defined in a program statement \(s\) if \(v\) points to the same object \(o\) before and after the execution of \(s\), and \(s\) defines at least one data member of \(o\).

Partial definitions occur when a statement modifies at least one data member of an object variable, but not the object it points to. Partial definitions appear in two different scenarios:

3. **A method call that defines a data member of the caller.** This happens, e.g., in `a1.setX(3)` (see line 13 of Figure 3.1a). Method calls may partially define object variables through method calls by defining some or all its the data members. In this scenario, the `DEF` set is also transformed to an ordered sequence which, as it happened in total definitions, includes all the data members defined inside the method followed by the object variable itself. On the other hand, the `USE` set includes all the data members used inside the method together with the caller object itself, whose reference is needed to make the call.

4. **An assignment of an object variable’s data member.** This happens, e.g., in `a1.y = a1.y + 5` (see line 12 of Figure 3.1a). This scenario behaves in a similar way that the previous one. The `DEF` set is also transformed into an ordered sequence that contains an element for defined data members (`a1.y` in this case) followed by the object variable itself (`a1`). The `USE` set contains the data members (`a1.y`) and the object variables used (`a1`).

\textsuperscript{1}This definition can be explicit or implicit, because Java initializes all data members by default.

\textsuperscript{2}This type of total definitions include also assignments with the form `A a = f();` where an object variable is defined through the return of a method call.
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Example 3.2. Table 3.1 provides an example of DEF and USE sets for the main method of the program in Figure 3.1a. In this table there are examples of the described scenarios. Definitions and uses appear in the order described in the previous scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Statement</th>
<th>DEF_{os}</th>
<th>USE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A a1 = new A(1,2);</td>
<td>[a1.x, a1.y, a1]</td>
<td>∅</td>
</tr>
<tr>
<td>4</td>
<td>a1.y = a1.y + 5;</td>
<td>[a1.y, a1]</td>
<td>{a1.y, a1}</td>
</tr>
<tr>
<td>3</td>
<td>a1.setX(3);</td>
<td>[a1.x, a1]</td>
<td>{a1}</td>
</tr>
<tr>
<td>2</td>
<td>A a2 = a1;</td>
<td>[a2.x, a2.y, a2]</td>
<td>{a1}</td>
</tr>
</tbody>
</table>

Table 3.1: The ordered sequence DEF_{os} and the USE set of some of the statements in the main method of Figure 3.1a.

This new method to annotate definitions and uses of object variables in program statements is of fundamental importance for the redefinition of flow dependence. Moreover, it comes with an important advantage over the previous formulation: It allows us to differentiate the specific moment in which a data member and an object is defined or used and, thus, it allows us to slice a program with respect to a specific instant in the computation (for instance, we can slice a.setX(3) with respect to the value of a ‘before’ or ‘after’ the method invocation). To incorporate this feature to the JSysDG, we have enhanced the graph representation for object variables at the scope of a method call. On the one hand, we provide an object tree for the scope to represent its value before the call (scope_in). The root of this tree represents the use of the object variable, and the tree contains the data members used inside the function call. On the other hand, if the object is modified during the method invocation, we provide another object tree that represents its value after the call (scope_out). The root of this second tree represents the definition of the object variable after the execution of the method and it contains the data members defined inside the call. For instance, considering the method call a.setX(3), the resulting JSysDG would be the one shown in Figure 3.3.

New representation for explicit data member accesses

Direct definitions or uses of public data members outside their defining classes is an uncommon programming practice and is usually considered unsafe. Until now, most program representations approaches (including the JSysDG) do not provide any specific representation for this programming mechanism. Instead, it has traditionally been a common practice to replace direct accesses to public data members by the corresponding set and get method calls in a pre-processing step before building the graph [118]. In this case our approach is in line with the one proposed in SSLDG: the unfolding of the objects being directly defined/used in the corresponding statements. In our case, a tree representation is given for each defined/used object and data member in the statement making the direct access, in the same way it is done when they are defined/used through method calls. Additionally, when the definition of a data member depends on a data
Example 3.3. Consider the data member assignment in line 12 of Figure 3.1a. In the assignment, data member \( y \) of object variable \( a1 \) is both used and defined. The representation of this assignment is shown in Figure 3.4. Since the same object is both used and defined, we represent the node with two different object trees: one corresponding to the value of the data member \( y \) of the right-hand side of the assignment (\( a1_{\text{in}} \)), and another one corresponding to the value of the data member \( y \) of the left-hand side of the assignment (\( a1_{\text{out}} \)). Finally, since the previous value of \( a1.y \) is used to compute the new value of \( a1.y \), a flow edge is added to represent this dependence.

Figure 3.3: Input and output scopes in a method call

Figure 3.4: Representation for explicit data members accesses
### 3.2. A novel definition of flow dependence

**Flow dependences for object variables**

In Java, as it happens in most programming languages, a variable cannot be used without being previously defined. The definition of a primitive variable is always total, but the definition of an object variable can be partial. This poses new difficulties in the computation of the usual flow dependence. In fact, the standard definition (see Definition 2.8) is insufficient. Let us illustrate the problem with a simple example.

**Example 3.4.** Consider the code in Figure 3.5a, where primitive variable \( x \) is defined twice and then used. According to Definition 2.8, \( x \) in line 4 depends on \( x \) in line 3, but \( x \) in line 4 does not depend on \( x \) in line 2.

```
1 (....)
2 int x = 5; // def x
3 x = 1; // def x
4 y = x; // use x
5
(a) Def-use with primitive variables.
```

```
1 (....)
2 A a = new A(); // def a
3 a.setX(1); // def a
4 a.y = 2; // def a
5 b = a; // use a

(b) Def-use with object variables.
```

**Figure 3.5:** Flow dependence in presence of primitive and object variables

If we consider, however, the code in Figure 3.5b, we have an analogous situation: \( a \) is defined twice and then used. Therefore, according to the standard definition of flow dependence, \( a \) in line 5 flow depends on \( a \) in line 4 (which is correct), but \( a \) in line 5 does not depend on \( a \) in line 3 (which is clearly wrong).

The rationale why Definition 2.8 does not work with object variables is because they can be partially defined, while primitive variables are always totally defined. This is also the problem of the JSysDG: it uses the standard definition of flow dependence (Definition 2.8) with object variables. The solution is to extend the definition of flow dependence to account for objects. Interestingly, this extension allows for novel situations. For instance, in Figure 3.5b, \( a \) in line 5 depends on \( a \) in line 3 (even though it is redefined in line 4), but also, a (partial) definition can depend on another definition. In particular, \( a \) in line 4, which is a (partial) definition, depends on \( a \) in line 3, which is another definition.

With all these ideas, we identify (and formally define) two new dependences that complement the classical flow dependence with a specific treatment for object variables (it does not apply to primitive variables, which continue using the classic flow dependence definition (Definition 2.8)). We call these new dependences **object-flow dependence** and **object-reference dependence**. The former can be formally defined with an extended CFG.

**Definition 3.3** (Extended Control-Flow Graph). Given a CFG \( G = (N, A) \), its extended version \( eCFG \) is a graph \( G' \) with the same nodes and edges as \( G \) with one exception: every node \( n \in N \) that defines an object variable and contains \( m > 1 \) variable definitions (\( \text{DEF}_{os}(n) = [v_1, v_2 \ldots v_m] \)) is replaced by a sequence of nodes \( (n_1, \ldots, n_m) \), connected by edges) where each variable definition is represented by one single node.
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The eCFG is useful to explicitly represent the order in which a sequence of operations happen inside a single statement. These operations cannot be distinguished in a CFG because all of them are represented with one single node, while they can be distinguished in the eCFG because they are represented by a sequence of nodes.

**Example 3.5.** Consider the assignment \( A \ a_1 = \text{new} \ A(1,2) \) in line 11 of Figure 4.1. This assignment contains a total definition of variable \( a_1 \) and its CFG node together with its sequence of definitions and uses are shown in Figure 3.6a. Note that the sequence of definitions appear in the order described by scenario 1 for total definitions. Since the node contains three different definitions, the node must be split into different nodes in the corresponding eCFG. Figure 3.6b shows how the initial CFG node is split into three different nodes (one per variable definition) which are sequentially connected to form the corresponding eCFG representation.

We can now formally define object-flow dependence.

**Definition 3.4 (Object-Flow Dependence).** Let \( m \) and \( n \) be nodes in an eCFG. \( n \) is object-flow dependent on \( m \) if:

1. \( n \) defines an object \( o \),
2. \( m \) uses the object \( o \), and
3. there exists a control-flow path from \( n \) to \( m \) where object \( o \) is not redefined.

or

1. \( n \) defines a data member \( x \) of an object \( o \),
2. \( m \) defines object \( o \),
3. \( m \) defines object \( o \), and
4. there exists a control-flow path from \( n \) to \( m \) where data member \( x \) of \( o \) is not redefined.

\(^3\)I.e., in the eCFG, \( \text{DEF}_{os}(m) = [v] \), where \( v \) is an object variable that points to object \( o \).
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The first set of conditions corresponds to the classic definition of flow dependence, the use-definition dependence, which also applies to object variables, even if the definition is partial. The second one considers a definition-definition dependence, produced by partial definitions. This flow dependence considers the case when the slicing criterion is an object variable, and it depends on all the complementary partial definitions that, together, produce the complete value of that variable.

Object-flow dependence represents all situations in which the values of the data members of an object are propagated. In particular, it is able to identify multiple partial definitions of an object and properly connect all of them to produce the whole value of an object. But object-flow dependence does not consider the object reference of objects. Unlike primitive variables, object variables have a pointer to a memory position where a specific object is stored. This pointer is updated every time a total definition of an object variable is executed (see Definition 3.1). Example 3.6 shows a scenario where object-flow dependence is insufficient to include the reference of an object in a slice.

Example 3.6. Consider the code in Figure 3.7, where an object \( c_1 \) of class \( C \) (which has one single data member \( x \)) is totally defined in line 2. Then, line 3 redefines data member \( x \) (even though its unique data member is redefined, the object reference remains unchanged). Finally, line 4 contains a use of variable \( c_1 \). All object-flow dependences in this code are represented in the graph of the figure labelled with \#1 and \#2. These object-flow dependences are the ones generated by the first (#1) and second (#2) sets of conditions in Definition 3.4, respectively.

With these dependences, the slice computed for \( \langle 4, c_1 \rangle \) is shown with grey nodes. Clearly, this slice is incomplete, because line 2 should be included in the slice. The problem is that there is a missing dependence between \( c_1\_out \) in line 3 and \( c_1 \) in line 2. The missing part is the object reference of \( c_1 \), which is defined in line 2. The rationale is the following: even though all data members of \( c_1\_out \) are defined in line 3, the object reference of \( c_1\_out \) is not. Therefore, \( c_1\_out \) in line 3 must depend on the code that defines its object reference (line 2).

To account for these missing dependences, we define a new type of dependence called object-reference dependence that complements object-flow dependence. It connects objects with their object reference. Formally,

Definition 3.5 (Object-Reference Dependence). Let \( G \) be a CFG. Let \( m \) and \( n \) be nodes in \( G \). \( n \) is object-reference dependent on \( m \) if \( m \) totally defines an object \( o \), \( n \) partially defines object \( o \), and there exists a control-flow path from \( m \) to \( n \) where object \( o \) is not totally redefined.

Object-flow and object-reference dependences are the key elements to solve the incompleteness problem of the JSysDG. The completeness of both dependences with respect to any combination of DEF/USE statements is an important result that we formulate and prove hereunder.

Before proving the completeness of object-flow dependences, in order to ease the proof by reducing the number of possible scenarios, we enunciate and prove the following lemma:
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```java
1 (...
2 C c1 = new C(0);
3 c1.setX(1);
4 C c2 = c1;
```

Figure 3.7: Code with data member redefinition (left) and its JSysDG with object-flow (right)

**Lemma 3.1.** Let \( s \) be a statement in a program \( P \). Let \( v \) be an object variable totally defined at \( s \) that points to object \( o \). The value of \( v \) at \( s \) is not object-flow dependent on any previous statement \( s' \).

**Proof.** According to Definition 3.1 (see also the scenarios 1 and 2 of Section 3.2), a statement \( s \) that totally defines an object variable also defines all its data members. In Definition 3.4, a statement \( s \) can be object-flow dependent on another statement \( s' \) iff: (i) \( s \) uses an object \( o \), or (ii) \( s \) defines an object \( o \) and there is a data member \( x \) of \( o \) not defined between \( s' \) and \( s \). Since \( s \) is a definition of \( o \) and also defines all \( o \)'s data members, neither (i) nor (ii) are fulfilled and, thus, \( s \) cannot be object-flow dependent on any previous statement. \( \square \)

Now, we can formally enunciate and prove the theorem.

**Theorem 3.1** (Object-Flow Completeness). Let \( s_1; s_2; \ldots s_n \) be a sequence of statements. Let \( x \) be an object variable or a data member of an object variable defined at \( s_1 \). If the value of an object \( o \) at \( s_n \) data depends on the execution of \( s_1 \), then there is a transitive object-flow dependence between \( s_1 \) and \( s_n \).

**Proof.** First of all, according to Lemma 3.1, when \( s_n \) is a total definition the theorem is trivially proved because \( s_n \) defines the value of \( o \) and its data members and no object-flow path can end at \( s_n \). With respect to the rest of possibilities, we divide the proof in three different scenarios:

1. \( o \) is defined at \( s_1 \) and not redefined in \( s_2 \ldots s_{n-1} \).
   (a) If \( s_n \) uses object \( o \) and \( x = o \), i.e., object variable \( x \) points to object \( o \), the claim follows trivially by case #1 of Definition 3.4.
   (b) If \( s_n \) partially defines object \( o \) and \( x \) is a data member of \( o \) not defined at \( s_n \) the claim follows trivially by case #2 of Definition 3.4.
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(c) If \( s_n \) uses object \( o \) and \( x \) is a data member of \( o \), then \( s_1 \) also defines \( o \) according to scenario 3 associated to partial definitions in Section 3.2. Thus, the claim follows by the object-flow path formed by cases 1a and 1b.

(d) If \( s_n \) partially defines object \( o \) and \( x = o \) there exists an object-flow path from \( s_1 \) to \( s_n \) iff \( s_1 \) also defines a data member of \( o \) not defined in \( s_n \), which makes this case equivalent to case 1b.

2. \( o \) is not defined at \( s_1 \).

If \( s_1 \) defines \( x \) where \( x \neq o \) or \( x \) is a data member of a different object \( p \), object-flow dependence cannot be applied, because in both cases #1 and #2 of Definition 3.4 it is mandatory for both statements to operate over the same object. Hence, there cannot be an object-flow path between \( s_1 \) and \( s_n \).

3. \( x \) is redefined in \( s_2 \ldots s_{n-1} \).

In this case, we can assume that \( x = o \) or \( x \) is a data member of object \( o \) because in any other case we will find ourselves in case 2. We can prove the claim for \( n = 3 \) \((s_1; s_2; s_3)\) because it does not matter the number of transitive dependences. The proof is the same for each transitive step. We can analyse all cases separately. We use the following notation: \( s_i(A,B) \) with \( A = D \) to denote that \( x \) is defined at \( s_i \) and with \( A = U \) to denote that \( x \) is used at \( s_i \); and with \( B = O \) to denote that \( x \) is an object variable that points to object \( o \) at \( s_i \) and with \( B = DM \) to denote that \( x \) is a data member of object \( o \) at \( s_i \). Since \( s_1 \) and \( s_2 \) perform the same definition over \( x \) they must share the same notation in all cases. This fact leaves 8 possible scenarios:

(a) \( s_1(D, O); s_2(D, O); s_3(D, O) \);
(b) \( s_1(D, DM); s_2(D, DM); s_3(D, O) \);

Scenarios 3a and 3b are trivially proved because \( s_3 \) is a total definition of object \( o \) and total definitions does not depend on any previous statement according to Lemma 3.1. Hence, \( s_3 \) cannot be object-flow dependent on a previous statement \( s_1 \).

(c) \( s_1(D, O); s_2(D, O); s_3(U, O) \);
(d) \( s_1(D, O); s_2(D, O); s_3(D, DM) \);

In scenario 3c, \( s_3 \) is trivially object-flow dependent on \( s_2 \) (case #1 of Definition 3.4) while in scenario 3d \( s_3 \) is object-flow dependent on \( s_2 \) if \( s_2 \) defines a data member of \( o \) different from the one defined at \( s_3 \) (case #2 of Definition 3.4). In both scenarios there is not direct object-flow dependence between \( s_1 \) and \( s_3 \) because the redefinition of \( x \) in \( s_2 \) prevents it. Additionally, there cannot be a transitive dependence either because \( s_2 \) cannot be object-flow dependent on \( s_1 \) due to Lemma 3.1.

(e) \( s_1(D, DM); s_2(D, DM); s_3(U, O) \);
(f) \( s_1(D, DM) ; s_2(D, DM) ; s_3(D, DM) ; \)

To proof scenarios 3e and 3f it is important to remember that when a statement \( s_i \) defines a data member of an object \( o \), it also defines \( o \) (see scenario 3 associated to partial definitions in Section 3.2). In scenario 3e, \( s_3 \) is object-flow dependent on \( s_2 \) because it is the last existent definition of object \( o \) (case #1 of Definition 3.4). In scenario 3f, \( s_3 \) is object-flow dependent on \( s_2 \) if \( s_2 \) defines a data member of \( o \) different from the one defined at \( s_3 \) (case #2 of Definition 3.4). In scenarios 3e and 3f, due to the existence of \( s_2 \), \( s_3 \) cannot be directly dependent on \( s_1 \) according to Definition 3.4. In turn, in both scenarios \( s_2 \) is object-flow dependent on any previous statement that defines a different data member of \( o \) (case #2 of Definition 3.4). Since \( s_1 \) and \( s_2 \) define the same data member \( x \) \( s_2 \) is not object-flow dependent on \( s_1 \) and there is no transitive object-flow path between \( s_1 \) and \( s_3 \).

\( \text{(g)} \ s_1(D, O) ; s_2(D, O) ; s_3(U, DM) ; \)
\( \text{(h)} \ s_1(D, DM) ; s_2(D, DM) ; s_3(U, DM) ; \)

Considering scenarios 3g and 3h, note that the theorem considers “the value of an object \( o \)” at \( s_3 \). In these two cases, \( s_3 \) uses a data member of an object \( o \). If the data member of \( o \) is itself an object, these scenarios would be equivalent to scenarios 3c and 3e respectively. Finally, if the data member \( o \) is a primitive, this case would be out of the scope of the proof. In this case, there would not be a path to the last definition of this data member formed by object-flow edges, but for flow edges.

\[
\blacksquare
\]

On the other hand, we enunciate and prove Lemma 3.2, which will be used to ease the proof the completeness of object-reference dependences by reducing the number of possible scenarios.

**Lemma 3.2.** Let \( s \) be a statement in a program \( P \). Let \( v \) be an object variable totally defined at \( s \) that points to object \( o \). The reference of \( v \) at \( s \) is not object-reference dependent on any previous statement \( s' \).

**Proof.** According to Definition 3.5, a statement \( s \) is object-reference dependent on another statement \( s' \) if \( s \) partially defines an object variable \( v \). Since \( s \) totally defines \( v \), \( s \) also defines \( v \)’s reference (see Definition 3.1) and the condition is not fulfilled. Thus, \( s \) cannot be the target of any object-reference dependence. \( \blacksquare \)

After proving Lemma 3.2, we can now formally define and prove the completeness of object-reference dependences.

**Theorem 3.2 (Object-Reference Completeness).** Let \( s_1 ; s_2 ; \ldots ; s_n ; \) be a sequence of statements. Let \( x \) be an object variable totally defined at \( s_1 \). If the reference of an object variable \( v \) at \( s_n \) depends on the total definition of \( s_1 \), then there is a path formed by object-flow and/or object-reference edge between \( s_1 \) and \( s_n \).
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Proof. First of all, according to Lemmas 3.1 and 3.2, when \( s_n \) is a total definition the theorem is trivially proved because \( s_n \) cannot be the target of any object-flow or object-reference dependence. With respect to the rest of possibilities, we divide the proof into three different scenarios:

1. \( x \) is defined at \( s_1 \) and not redefined in \( s_2 \ldots s_{n-1} \).
   
   (a) If \( s_n \) uses object variable \( v \) and \( x = v \) the claim follows trivially by the object-flow edge generated by case #1 of Definition 3.4.
   
   (b) If \( s_n \) partially defines object variable \( v \) and \( x = v \) the claim follows trivially by Definition 3.5.

2. \( v \) is not defined at \( s_1 \).
   
   If \( s_1 \) defines \( x \) where \( x \neq v \), object-flow and object-reference dependences cannot be applied, because in both Definitions 3.4 and 3.5 it is mandatory for both statements to operate over the same object. Hence, there cannot be a path formed by object-flow and/or object-reference edges between \( s_1 \) and \( s_n \).

3. \( x \) is redefined in \( s_2 \ldots s_{n-1} \).
   
   In this case, we can assume that \( x = v \) because in any other case we will find ourselves in case 2. We can prove the claim for \( n = 3 \) (\( s_1; s_2; s_3; \)) because it does not matter the number of transitive dependences. The proof is the same for each transitive step. We can analyse all cases separately.

   We use the following notation: \( s_i(A) \) with \( A = D_T \) to denote that \( x \) is totally defined at \( s_i \), with \( A = D_P \) to denote that \( x \) is partially defined at \( s_i \), with \( A = U \) to denote that \( x \) is used at \( s_i \), and with \( A = * \) to denote that \( A \) can be either \( D_T \), \( D_P \) or \( U \). There are several possible scenarios:

   (a) \( s_1(*) ; s_2(*) ; s_3(D_T) \);

   Scenario 3a represents the set of cases where \( s_3 \) totally defines variable \( v \). These scenarios are trivially proved by Lemma 3.2, since \( s_3 \) cannot be object-referent dependent on any previous statement.

   (b) \( s_1(D_P) ; s_2(*) ; s_3(*) \);

   Scenario 3b illustrate the set of cases where \( s_1 \) partially defines \( x \). Note that this scenario is not contemplated by the theorem because “\( x \) is totally defined at \( s_1 \)” is a condition described in the theorem that this scenario does not contemplate.

   (c) \( s_1(D_T) ; s_2(D_T) ; s_3(U) \);
   
   (d) \( s_1(D_T) ; s_2(D_T) ; s_3(D_P) \);

   In scenarios 3c and 3d, \( s_3 \) is trivially object-flow dependent on \( s_2 \) by cases #1 and #2 of Definition 3.4, respectively. In both scenarios there is neither direct object-flow, nor object-reference dependence between \( s_1 \).
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and $s_3$ because the total definition of $x$ in $s_2$ prevents it. Additionally, there cannot be a transitive dependence because $s_2$ cannot be object-flow nor object-reference dependent on $s_1$ due to Lemmas 3.1 and 3.2.

(e) $s_1(D_T); s_2(D_P); s_3(U);$

In scenario 3e, $s_3$ is trivially object-flow dependent on $s_2$ according to case #1 of Definition 3.4. Additionally, since $s_2$ partially defines an object variable that is totally defined in $s_1$, $s_2$ is object-reference dependent on $s_1$ according to Definition 3.5. Therefore, in this scenario, there is a transitive path formed by object-flow and object-reference edges that connect the use of an object variable to its last total definition in $s_1$.

(f) $s_1(D_T); s_2(D_P); s_3(D_P);$

Finally, in scenario 3f, $s_3$ may be object-flow dependent on $s_2$ according to case #2 of Definition 3.4 if they define different data members of the same object. Either way, both $s_3$ and $s_2$ are always object-reference dependent on $s_1$ for being partial definitions of an object variable totally defined at $s_1$. Consequently, there is at least one path from the last total definition in $s_1$ to the later partial definition in $s_3$ formed by an object-reference edge.

The final JSysDG that includes our new dependences is shown in the following example. With object-reference dependence it solves the problem explained in Example 3.6.

Example 3.7. Consider again the code in Figure 3.1a. Figure 3.8 shows its associated JSysDG. The upper part of the figure corresponds to the representation of class Main, where we can see how object dependences are also defined over the tree structure of method calls. Although object dependences add edges between object variables, the original definition of flow dependence is still applied to primitive variables. This happens in the call \texttt{a1.f(10)}, where data member \texttt{y} of the constructor call is linked to the argument-in node \texttt{y_in}. We can see that the object-reference edge is needed to connect the object variable \texttt{a1} after the call \texttt{a1.setX(3)} with the construction of this object in \texttt{call new A(1,2)}. This JSysDG extended with object dependences can properly slice the graph from any slicing criterion. For instance, the slice computed for the slicing criterion $\langle 13, a \rangle$ in Figure 3.1a would be the expected slice, i.e., the code in black in Figure 3.2b.

Slicing the graph with Object-Flow Dependence

The JSysDG slicing algorithm is the standard one proposed by Horwitz et al. [85]. It computes slices in two phases: (i) traverse the graph backwards from the slicing criterion collecting all nodes reached using any edge except output edges, (ii) traverse the graph backwards from any node in the slice collecting all nodes
reached using any edge except call and input edges. The overall process has a linear time complexity. This algorithm can be used with our graph, producing the same precision as with the JSysDG. However, this algorithm does not take advantage of the new object-flow dependences, producing a loss of precision. The standard algorithm would include in the slice all the data members of an object variable even if we are only interested in one of them. For instance, in Figure 3.8, if we consider the node $y$ inside the method call new $A(1,2)$, the algorithm would unnecessarily include in the slice data member $x$ and its value 1 (due to edge $a_1 \leftarrow x$).

The problem can be solved by limiting the traversal of the object-flow edges in certain cases. When the traversal reaches a node $n$, an incoming object-flow edge can only be traversed if one of the following three conditions is true:

1. $n$ has been reached via an object-flow edge
2. $n$ is the slicing criterion
3. $n$ is a predicate

Condition 1 ensures that the traversal of object-flow edges is still transitive. Conditions 2 and 3 provide a starting point to traverse object-flow edges. When the slicing criterion is an object variable (Condition 2), we need to traverse all object-flow edges to include in the slice the value of all its data members. On the other hand, in Condition 3, when the traversal reaches a predicate (e.g., the
condition of an if or a while statement) we need to follow object-flow edges to include the data members used by its condition in order to keep the slice complete. The restriction imposed to the traversal of object-flow edges increases the precision of the algorithm in the presence of object variables, while keeping its linear time complexity. Algorithm 3.1 includes all these conditions in the original slicing algorithm proposed in [85], making it suitable to traverse the JSysDG after adding object-flow dependences.

Algorithm 3.1 Slicing Algorithm for the JSysDG with Object-Flow Dependence

Input: A JSysDG $G$ and the slicing criterion node $n_{sc}$.

Output: The set of nodes that compose the slice $S$ of $G$ w.r.t. $n_{sc}$.

Initialization: $S_0 \leftarrow \{\langle n_{sc}, \text{none} \rangle\}$.

1: function $\text{MARKNODESOFSLICE}(G, n_{sc})$
2: $S_1 \leftarrow \text{MARKREACHINGNODES}(G, S_0, n_{sc}, \{\text{Output}\})$ \hspace{1cm} \text{$\triangleright$ Phase 1}
3: $S_2 \leftarrow \text{MARKREACHINGNODES}(G, S_1, n_{sc}, \{\text{Call, Input}\})$ \hspace{1cm} \text{$\triangleright$ Phase 2}
4: $S \leftarrow \{n \mid \langle n, \text{edgeType} \rangle \in S_2\}$
5: return $S$

6: function $\text{MARKREACHINGNODES}(G, N, n_{sc}, \text{EdgeTypes})$
7: WorkList $\leftarrow N$
8: while WorkList $\neq \emptyset$ do
9: select some $\langle n, \text{lastEdgeType} \rangle \in \text{WorkList}$ \hspace{1cm} \text{$\triangleright$ Change (A)}
10: WorkList $\leftarrow \text{WorkList} \setminus \langle n, \text{lastEdgeType} \rangle$
11: for all edge $\in \text{GETINCOMINGEDGES}(n)$ do
12: if $\text{edgeType} \in \text{EdgeTypes}$ then
13: continue
14: $m \leftarrow \text{GETSOURCE}(\text{edge})$
15: if $\text{edgeType} = \text{ObjectFlow}$ then
16: if $\text{lastEdgeType} \neq \text{ObjectFlow}$ and $n \neq n_{sc}$ and $\neg \text{isPredicate}(m)$ then
17: continue
18: $N \leftarrow N \cup \langle m, \text{edgeType} \rangle$
19: WorkList $\leftarrow \text{WorkList} \cup \langle m, \text{edgeType} \rangle$
20: return $N$

Algorithm 3.1 illustrates the slicing process by including a couple of relevant changes to Horwitz’s algorithm. The first one (A) is that the slicing criterion $n_{sc}$ is now used as a parameter of function $\text{MARKREACHINGNODES}$, since this function needs to identify in Line 16 whether the current node is the slicing criterion (to check Condition 2). Additionally, (B) the WorkList in function $\text{MARKREACHINGNODES}$ contains now tuples of two elements (see Line 9) instead of a single element, storing also the information about the type of the last traversed edge (to check Condition 1). The three aforementioned conditions are checked in lines 15-17. If any of them holds then the current node is not included in the slice.
3.3 Implementation

Example 3.8 shows how the application of Algorithm 3.1 solves the incompleteness problem of the JSysDG presented in Section 3.1.

Example 3.8. The graph in Figure 3.8 represents the JSysDG of the code in Figure 3.1a augmented with object-flow and object-reference dependences. It shows the slice computed with respect to the object variable $a_1$ in line 13 after the method call $a_1.setX$ (the slicing criterion node is marked with a bold line in the graph). To clearly show the two traversal phases of the algorithm, the slice is divided into two sets of nodes. The nodes marked in light grey are added to the slice during Phase 1. On the other hand, the dark grey nodes are the nodes added to the slice during Phase 2. The slice code is exactly the expected slice shown in Figure 3.2b. It is worth mentioning that the change proposed to Horwitz et al.’s algorithm has a direct impact on the slice’s precision.

Note that the traversal algorithm improves its accuracy by preventing the $x$ data member of object variable $a_1$ in method call $\textit{new A}(1,2)$ to be included in the slice. This happens because $x$ can only be reached from $a_1$ (through an object-flow edge) and this edge can only be traversed from another object-flow edge, according to Condition 1 of the slicing algorithm. Even though $a_1$ can be reached from two object-flow edges, none of them belong to the slice, thus $x$ is never included in the slice.

3.3 Implementation

The proposals described in this chapter have been implemented in a program slicer called JavaSlicer. JavaSlicer is a program slicer for Java implemented in Java that uses the JSysDG as the base graph. Additionally, the slicer includes the representation of object-oriented programs described in Chapter 3, which implies the representation of object-flow and object-reference dependences. The slicer allows us to select object variables in an OO program as the slicing criterion, obtaining an accurate slice as a result, which includes the value of all the object data members and also the reference of the object variable itself. The JavaSlicer project is composed of 2 different main modules: sdg-cli and sdg-core. The sdg-cli module contains the presentation layer of the tool and is responsible of the reception and management of the input arguments given by the user, as well as providing the user with the resulting slice. On the other hand, sdg-core represents the logical layer, dealing with the whole graph representation and generating the resulting slice. The project is divided in 101 Java classes, distributed into 21 different packages, which include more than 7600 lines of code. The source code is publicly available at https://github.com/mistupv/JavaSlicer and a limited online version to test the tool can be found at https://mist.dsic.upv.es/JavaSlicer/demo.

Figure 3.9 illustrates an overall idea about the communication between the modules and classes in JavaSlicer. The figure shows the most relevant classes of both slicer modules and how they communicate in order to compute a slice from a Java program. In the figure, we differentiate two main modules in the implementation (represented with rounded squares): the module that implements the presentation layer of the slicer (sdg-cli) and the module that specifies the
logical layer of the slicer (sdg-core). Additionally, in Figure 3.9, solid squares represent Java classes inside these modules, solid arrows represent calls between classes (sometimes between different modules), and dashed arrows represent the input/output resources of the slicer. Finally, dashed squares represent external Java modules called during the slicing process.

The implementation contains more than 100 classes but, to keep the representation readable and simple, Figure 3.9 only shows the communication between the 12 most relevant classes to make an overall description of the whole process. Each one of the represented classes and their main functionality is the following:

- **Slicer.** This class orchestrates the whole slicing process. It receives the input given by the user, configures and runs JavaParser to extract the AST of the input Java project, build its JSysDG, runs the slicing algorithm over the generated graph with the selected slicing criterion, and finally transforms the obtained slice back to code. In this class, the resources generated by each subprocess are given to the next one in order to compute the final slice.

- **ASTUtils.** This class contains a collection of functions that make the communication between the rest of classes and JavaParser easier. These functions extract a set of features and relationships that are contained inside the JavaParser complex structure.

- **JSysDG.** This class manages the construction process of the JSysDG. The class receives the JavaParser information of all classes and processes all their elements. It is worth to mention that, although different graphs are built during the process, the nodes that represent each statement of the code are shared by them, i.e., the nodes that represent program statement are only generated once. The construction of the JSysDG is performed in 6 steps:
1. The class graph of the whole project is computed.
2. The CFGs of every method in the code are built.
3. The call graph is computed.
4. Each PDG is computed by using their previously generated CFG. These computation includes all the new proposed dependences: object-flow and object-reference.
5. Interprocedural edges are generated by connecting method calls to all their potentially called (polymorphism) method declarations.
6. Summary edges are computed for the result and every redefined argument inside a method declaration.

- **ClassGraph.** The **ClassGraph** class builds and represents the class graph of the project. Each class node inside this graph contains a set of children nodes that represent data members or method declarations inside the class. Additionally, the class graph represents the pair of classes related by any type of inheritance relationship.

- **JSysCFG.** This class traverses the whole structure of the AST provided by JavaParser for all methods. It builds a CFG for every program method, which contains a CFG node per statement. Additionally, it adds the definition and use sets of variables in each node and creates control flow edges between the generated statements, representing all the possible execution paths.

- **CallGraph.** This class builds and represents the call graph of the analysed Java project. In this graph, each node representing a method call is linked with a call edge to all the potentially called definitions. Polymorphism is a key factor in this graph. All the possible dynamic types of the scope of each method call need to be computed to perform a complete static representation of the program. This dynamic type computation is performed by the **DynamicTypeResolver** class.

- **DynamicTypeResolver.** This class extracts, by traversing the class graph, the set of possible dynamic types of an object variable in a particular program statement.

- **JSysPDG.** This class builds the PDG of each method declaration by using its associated CFG. To this aim, it applies the corresponding algorithms to compute the control, flow, object-flow, and object-reference dependences. Additionally, this class also analyses method calls to extract the associated definitions and uses contained in each method declaration. Finally, this class unfolds those objects in scopes and arguments into their corresponding tree representations, leaving the PDG ready for interprocedural connection.

- **JSysDGCallConnector.** This class uses the call graph to interprocedurally connect all the arguments in method calls with their corresponding parameters in method declarations. This connection is also extended to
those nodes that represent objects, connecting the corresponding trees in both method calls and method declarations.

- **SummaryEdgeAnalyzer.** The *SummaryEdgeAnalyzer* class applies Algorithm 3.1 intraprocedurally in every method, computing the formal-in dependences for each formal-out of the method, and generating the so-called summary edges.

- **JsysDGSlicingAlgorithm.** This class implements Algorithm 3.1 and runs it for a given slicing criterion, obtaining as a result the set of JSysDG nodes that conform the program slice.

- **Slice.** This class contains the set of nodes that represent the slice, and is the class responsible for transforming these set of nodes into the corresponding Java code by successive calls to the functions in JavaParser libraries.

These 12 classes are just the top of the iceberg, where the main processes to compute the program slice are performed. The other 89 classes of the project are used to fulfil necessary implementation processes like: the process to extract argument-in-parameter-in assignments into new nodes when building PDGs, all the classes used to generate the inner structure of the graph with all the different types of nodes and edges, or all the classes used to visit the whole JavaParser structure needed to build the CFG. The project source code together with a set of example programs can be found in the public git repository of the JavaSlicer tool:

https://github.com/mistupv/JavaSlicer

### 3.4 Experimental Results

In this section we compare our implementation, which include object-flow and object-reference dependences, with the original JSysDG. We have compared both graph implementations by measuring the graph generation time, the slicing time, and the size of the slice, comparing the results obtained by both slicer executions.

All the algorithms and ideas described in this paper have been implemented in a prototype slicer for Java programs called *JavaSlicer*, and has been released as libre software\(^4\).

To compare the performance difference between the JSysDG and JavaSlicer, we used the publicly available Java library *re2j*, a library developed by Google to work with regular expressions in Java. In particular, we used the most recent release of this library (version 1.6\(^5\)). *re2j* is a project with 8100 lines of code, distributed in 19 different Java files. In order to evaluate the techniques proposed throughout this work, we used both the JSysDG and JavaSlicer to build and slice the whole *re2j* library. Then, to make the comparison meaningful, we

\(^4\)Available at https://github.com/mistupv/JavaSlicer

\(^5\)Available at https://github.com/google/re2j/releases/tag/re2j-1.6
selected as slicing criteria all the object variables (root node of the object tree representations) that are directly connected to a return statement\textsuperscript{6}. The result of this selection is a total of 443 different slicing criteria located over the 19 Java files.

All experiments were done on an Intel Core i5-7600 processor with 16 GB RAM (DDR4 at 2400MT/s) under a Linux OS with kernel version 5.18.1. The experiment was run with the OpenJDK Java Virtual Machine (version 11.0.15+10). During the execution of the experiment, all processes and services except for the program slicer and the shell it was launched from were completely stopped to prevent interferences in the CPU performance.

The methodology used to measure the performance of both slicers was the following: each time measurement (the graph generation or a specific slice) was repeated 101 times, and the first iteration was always discarded (to avoid influence of dynamically loading libraries to physical memory, data persisting in the disk cache, etc.). Finally, we computed the average with error margins (with 99% confidence) with the remaining 100 values.

The results of the experiments performed are summarised in Table 3.2\textsuperscript{7}. In it, the slicing criteria are grouped according to the size of the JSysDG slice (in nodes). This is due to the strong influence the size of the slice has on the time required to compute it and on the relative sizes of slices produced by both graphs. The columns of Table 3.2 are described as follows:

- **Size Range**: the sizes of the JSysDG slices (in nodes) that are contained in each row.

- **SCs**: the number of slicing criteria contained in a particular range.

- **Slice Time (A/B)**: the average time required to slice the corresponding JSysDG (A) and JavaSlicer (B).

- **Slower**: how much slower is JavaSlicer in comparison to the JSysDG. It is computed as \((Time_B - Time_A)/Time_A\).

\textsuperscript{6}Note that, to compare the performance of both models, selecting an object variable during the slicing traversal is preferable. Any slicing criterion that does not include object variables would produce two identical slices from both graphs, as the two representations are identical except for object-flow and object-reference.

\textsuperscript{7}The full dataset produced by the slicer execution is publicly available at https://mist.dsic.upv.es/git/program-slicing/SDG/~/snippets/9.
• **Size (A/B):** the average number of nodes in the JSysDG (A) and JavaSlicer (B) slices.

• **Improv. (improvement):** the average increase in size of the JavaSlicer slice compared to the JSysDG slice. It is computed as $(\text{Size}_B - \text{Size}_A)/\text{Size}_A$.

To interpret the results, we first need to focus on the usage of the SDG. Typically, a graph will be built once and sliced multiple times, and thus its creation can be (and often is) much more costly than its traversal. Regarding complexity, creation is polynomial and traversal is linear. Our results are as expected: creating the graph is between one and four orders of magnitude more time-consuming (depending on the final slice’s size). Regarding the graph creation, we can observe a 23% increase between the JSysDG and JavaSlicer, which is attributable to the great number of object trees that are featured on the graph. The graph itself consists of 42000 nodes, most of which represent objects, their polymorphism or their members. Thus, computing object-flow and object-reference edges represents a noticeable increase in time consumption.

If we turn our attention to the slicing portion of the results, we can see that the slices can be classified into two distinct groups. The first group consists of slices whose size is below 100 in the JSysDG tend to “blow up”, as the addition of object-flow and object-reference adds a significant number of nodes to the slice (relative to the size of the original slice). Thus, the relative columns of the first row of results show a slicer that includes almost 700% more nodes and takes about 50 times longer. Due to the small size of the resulting slices and the short time it takes the JSysDG to compute them (0.08ms), a 50x increase only manages to bring the average up to 0.9ms, which is negligible in most applications of program slicing. This first group can be considered an outlier, and it affects the averages of the table as a whole. The second group is represented by the rest of the table (slices with sizes above 100 nodes), where the results show that slices increase a 26.69% in average, with the cost being a 80% time increase. Throughout the table, time has increased linearly with slice size, as can be seen in Figure 3.10. Whether the cost is worth the improvement in completeness is up to the application of slicing. For example, in compiler
optimisation, completeness is an important requirement for slicers; while for dependency highlighting or light debugging, a faster but incomplete slice may be more appropriate. Another important remark is that the slices produced by JavaSlicer are always larger or equal to those generated by the JSysDG, because the only difference between them is the addition of new dependences in the JavaSlicer.

3.5 Related Work

In 1996, Larsen and Harrold [112] proposed the first graph representation able to slice OO programs, the Class Dependence Graph (ClDG). Their approach was the first to provide a way to represent inheritance, polymorphism, and dynamic binding. The ClDG connected all the methods and data members of a class in a single graph. Their proposal was later improved by other approaches like those of Tonella et al. [196], or Liang and Harrold [118]. Although all these proposals focused on OO programs, none of them noticed the difference between total and partial definitions in object variables and their impact in flow/data dependence.

When we review the literature looking for specific slicing approaches for Java, we find interesting related papers. For instance, Hammer and Snelting [75] defined a new object unfolding process for method calls in presence of recursive data types, improving the results of the \( k \)-limiting approach proposed in [118]. They defined an algorithm to completely unfold object variables without unfolding the same object twice in the same object tree and without loosing dependences based on point-to information. Kashima et al. [96] compared four different backward slicing techniques for Java: static execute before (SBE), based in the CFG; context-insensitive slicing (CIS), ignoring the call context; hybrid model (HYB), where the slice is defined as the intersection of SBE and CIS; and improved slicing (IMP), based on the Hammer and Snelting’s work [75]. They compared their precision, scalability, and tradeoffs, determining IMP as the more accurate but not applicable to large programs.

Other techniques focused on the representation of polymorphic objects in Java. This is the case of the JSysDG [202] and the SSLDG [128], mentioned at the beginning of this paper. Both graphs include a multiple-layer representation that contemplates Java programs at different levels: package level, class level, method level, and statement level. At statement level, both graphs use the unfolding of object variables in method calls using a tree-like representation for data members proposed in [118]. There are three main differences between these two graphs: the first one is that the SSLDG includes a sub-statement layer where object variables outside method calls are further split into their data members, making the representation of direct accesses to object fields explicit in the graph; the second one is that the SSLDG proposal enhances the information of the slicing criterion when slicing polymorphic objects, using a triplet as slicing criterion where the new element indicates the dynamic type of the object being sliced to further reduce the computed slice; and the third difference is the modification of the slicing algorithm to adapt its graph for forward slicing.
Other works dealt with object-oriented programs in other programming languages like C++ or Python. In [150], Paniet al. present an algorithm for finding dynamic slices for object oriented programs in presence of function overloading on C++; and in [91], Jain and Poonia proposed a mixed static and dynamic slicing for C++ OO programs, where they generate dynamic slices in a faster and more accurate way by using object-oriented information in C++. These works are centred on dynamic slicing, and they are not focused in the representation of object variables, but in taking advantage of the information given by the compiler to compute the slice. On the other hand, a program slicing approach for Python is presented by Xu et al. in [209]. This work defines the Python System Dependence Graph (PySDG), used to slice Python First-Class objects. The PySDG takes all the first-class objects including functions, methods, classes and modules into consideration, to construct the dependencies between the definition and use statements of these first-class objects. In this model, the authors also introduce a new kind of dependence (Entity Dependence), which describes the dependency relationship between the statement which defines the entity object and the statement which calls the entity object.

There are also some other works mainly focused on modelling data dependences for slicing in object-oriented programs. Chen and Xu [36] augmented the PDG of each method with tags, used to distinguish the different definitions and dependences inside a statement. The authors defined five different sets: \( \text{Def}(s) \), \( \text{Ref}(s) \), \( \text{Def}(s, x) \), \( \text{Dep}_D(s, x) \), and \( \text{Dep}_R(s, x) \). These sets were used to annotate data dependence edges with the program variables involved in each data dependence. Despite the perspective is interesting, its purpose is different to ours. It gives extra information to data dependences by annotating them, limiting the graph traversal at slicing level when reaching a node looking for just a particular variable. Contrarily, our approach focuses on establishing a dependence between an object variable and the value of all its corresponding data members in any program point. The work by Orso et al. [146] exhaustively analyses data dependence in the presence of pointers. They considered two different aspects: the classification of definitions and uses, and the classification of different kinds of paths in the CFG. In their work, they differentiate 24 kinds of data dependence and allowed the possibility of slicing with respect to only some of them including the considered dependences as part of the slicing criterion. Unfortunately, their data dependence is more suitable for point-to analysis than for the OO paradigm, as it is based on point-to relationships.

Our approach may seem similar to object slicing, introduced by Liang and Harrold [118], or class slicing, defined by Chen and Xu in [37], but there are some differences between their approaches and ours. In object slicing, the slicing criterion is defined with a tuple \( \langle v, p, o \rangle \) where \( v \) is a variable in a program statement \( p \), and \( o \) is an object variable of the program. Object slicing determines which statements of \( o \)'s class affect the slicing criterion through object variable \( o \). First, a standard slice is computed for the criterion \( \langle v, p \rangle \). Then, considering the computed slice, a new process isolates all method calls with \( o \) as the caller object. Afterwards, method definitions corresponding to \( o \)'s detected method calls are identified. Finally, \( o \)'s slice is computed by extracting from the initial slice all the statements corresponding to those method definitions. Note
that, in object slicing, the slicing criterion is not the object variable itself, but a mechanism to reduce the statements included in the original slice. Our objective is different: we are interested in considering the object variable $o$ as the slicing criterion, extracting from the whole program (not only from $o$’s class) the code that affects its whole value (the value of all its data members) in a particular statement. Class slicing [37] is similar to object slicing: it is also defined over a slicing criterion $\langle v, p, c \rangle$, but this time, instead of a specific object $o$, a class $c$ is selected. Class slicing is restricted to a single class. It extracts any statement in $c$ that affects the slicing criterion $\langle v, p \rangle$ for every object instance of class $c$ that is part of the slice. This approach is a bit far from what we are interested in, because it considers a set of objects, not a single one and, once again, it focuses on a single class while we are interested in the whole program.
Chapter 4

Field-Sensitive Slicing with Constrained Graphs

Although the PDG has been extended several times to represent features like arbitrary control-flow [13, 65, 109]; exception handling [6, 64, 92, 93]; inter-procedural behaviour [16, 17, 41, 110]; or concurrency [36, 104]; among others, there is still a largely unaddressed problem that is a source of imprecision and that affects all programming languages: the slicing of composite data structures.

In this chapter, we show that the granularity level of the program dependence graph (PDG) to deal with composite data structures (tuples, lists, structures, objects, etc.) is inaccurate when slicing their inner elements, and we present the Constrained-Edges PDG (CE-PDG) that addresses this accuracy problem. The CE-PDG enhances the representation of composite data structures by decomposing statements into a set of nodes that represent the inner elements of the structure. Additionally, the CE-PDG introduces a second extension, the inclusion and propagation of data constraints through the CE-PDG edges, which allows for precisely slicing complex data structures. Both extensions are conservative with respect to the PDG, in the sense that all slicing criteria that can be specified in the PDG can be also specified in the CE-PDG, and the slices produced with the CE-PDG are always smaller or equal to the slices produced by the PDG.

Consider the four fragments of code with different data structures shown in Figure 4.1. We are interested in the values computed at the slicing criterion (the underlined variable in blue). The only part of the code that can affect the slicing criterion (i.e., the minimal slice) is the part of the code in black. Nevertheless, the slice computed with the PDG includes also the part in grey, which should be sliced, in the four cases.

In some cases, it is possible to solve the situation with a program transformation [18, 99, 100]. For instance, in Figures 4.1a and 4.1c we could apply these transformations:

\[
\begin{align*}
\text{person} &= \{"John", 36\}; & \rightarrow & \text{person.name} &= "John"; \\
& & & \text{person.age} &= 36; \\
\text{nums} &= \{2, \text{arg}, 27\}; & \rightarrow & \text{nums}[0] &= 2; \\
& & & \text{nums}[1] &= \text{arg}; \\
& & & \text{nums}[2] &= 27;
\end{align*}
\]
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1 foo()
2 {
3  struct data
4  {
5    string name;
6    int age;
7  }
8  }
9  data person = {"John",36};
10  int maxAge = person.age;
11  printf("%i",maxAge);
12 }

(a) Records (C++)

1 enum Light {
2   Red = 0,
3   Yellow = 1,
4   Green = 2
5 }
6 void Main()
7  {
8    Light pass = Light.Yellow
9    | Light.Green;
10    Console.WriteLine(pass);
11 }

(b) Enums (C#)

1 class Person:
2  def __init__(self, name, age):
3    self.name = name
4    self.age = age
5  p1 = Person("John", 36)
6  print(p1.age)

(c) Arrays (Java)

(d) Objects (Python)

Figure 4.1: Slicing composite data structures (slicing criterion underlined and blue, minimal slice in black)

With these transformations, we can decompose each data structure into its components avoiding the problem by using the qualified name \texttt{person.age} or the indexed array \texttt{nums[0]} as the name of an independent variable [18]. This transformation is called \textit{atomization} [163]. An alternative approach uses the AST nodes as PDG nodes [180]. Unfortunately, despite solving several problems, these approaches fail to resolve the most important problems such as recursive (infinite) data types and the problem of pattern matching. For this reason, we have selected Erlang as the target language: a programming language that presents these two features. Erlang is a functional language that implements pattern matching and often presents a heavy use of tuples and lists, a (potentially infinite) recursive data type.

(a) Original Program and PDG Slice
(b) Minimal Slice

Example 4.1. Consider the fragment of Erlang code in Figure 4.2a, where we are interested in the values computed at variable \( C \) (the slicing criterion is \( \langle 4, C \rangle \)). The only part of the code that can affect the values at \( C \) (i.e., the minimal slice) is coloured in black in Figure 4.2b. Nevertheless, the slice computed with
4.1. The CE-PDG

The PDG (shown in Figure 4.2a) contains the whole program. This is again a potential source of more imprecisions outside this function because it wrongly includes in the slice the parameters of function \texttt{foo} and, thus, in calls to \texttt{foo} their arguments and the code in which they depend are also included.

The fundamental problem in this particular example is pattern matching: a whole data structure (the tuple \{7\},A) has been collapsed to a variable (Z) and then expanded again \{C\},D). The traditional PDG represents that C flow depends on Z, and in turn, Z flow depends on A. Because flow dependence is transitive, slicing the PDG wrongly infers that C depends on A. This problem becomes worse in presence of recursive data types. For instance, trees or objects (consider a class A with a field of type A, which produces an infinite data type) can prevent the slicer to know statically what part of the collapsed structure is needed. An interesting discussion and example about this problem can be found in [186, pp. 2–3].

We propose a general method that solves the problem of accurately representing and slicing composite data structures. The method is applicable to any composite data structure (it produces the minimal slice for all the programs in Figures 4.1 and 4.2). The key ideas are (i) to expand the PDG with new nodes to precisely represent the subexpressions of the data structures, and (ii) introducing the concept of constrained edges: we label the PDG edges with structural information about the data structures, so that this information is used at slicing time to know exactly what edges should be traversed. We call the new resulting graph the CE-PDG (Section 4.1). Then, (iii) we provide a new slicing algorithm that takes advantage of the labels in the edges, limiting the traversal when necessary (because flow dependence is not transitive when applied to complex structures), and obtaining more accurate slices in the presence of composite data structures (Section 4.3). After that, (iv) we show how both model and algorithm can be adapted to the interprocedural part, defining the Constrained-Edges SDG (CE-SDG), and accurately slicing complex structures passed between methods through function calls (Section 4.4). Finally, we present an implementation of the model together with an experimental evaluation in Sections 4.5 and 4.6.

4.1 The CE-PDG

The key idea of the CE-PDG is to expand all those PDG nodes where a composite data structure is collapsed or expanded. This expansion augments the PDG with a tree representation for composite data structures, similar to the structure used to represent object parameters in OO languages (see Section 2.3 in Chapter 2). We describe how this structure is generated and we introduce a new kind of dependence edge used to build this tree structure. For this, we formally define the concepts of constraint and constrained edge; describing the different types, and how they affect the graph traversal during the slicing process.

Figure 4.2a shows that PDGs are not accurate enough to differentiate the elements of composite structures. For instance, the whole statement in line 4 is
represented by a single node, so it is not possible to distinguish the data structure \{A, B\} nor its internal subexpressions. This can be solved by transforming the PDG into a CE-PDG.

The CE-PDG is not a graph constructed from scratch, but a specialisation of the PDG, i.e., it uses a PDG as the base graph and augments its expressivity to accurately treat composite structures. The transformation from a PDG to a CE-PDG is made following three sequential steps.

1. **Composite data decomposition.** The first step is the decomposition of all nodes that contain composite data structures so that each component is represented by an independent node. As in most Abstract Syntax Trees (ASTs), we represent data structures with a tree-like representation (similar to the one used in object-oriented programs to represent objects in calls [118, 202]).

   This process is recursive because it unfolds the composite structure by levels, i.e., if a subelement is another composite structure, it is recursively unfolded until the whole syntax structure is represented in the tree. In contrast to the PDG nodes (which represent complete statements), the nodes of this tree structure represent expressions. Therefore, we need a new kind of edge to connect these intra-statement nodes. We call these edges *structural edges* because they represent the syntactical structure.

   **Definition 4.1 (Structural Edge).** Given a CE-PDG \( P = \{N, E\} \), and two CE-PDG nodes \( n, n' \in N \), there exists a structural edge \( n \rightarrow n' \) if and only if:

   - \( n \) contains a data structure for which \( n' \) is a subexpression.
   - \( \forall n, n', n'' \in N : n \rightarrow n' \land n' \rightarrow n'' \Rightarrow n \not\rightarrow n'' \).

   Structural edges point to the components of a composite data structure, composing the inner skeleton of its abstract syntax tree. More precisely, each field in a data type is represented with a separate node that is connected to the PDG node that contains the composite data structure. For instance, the structural edges of the CE-PDG in Figure 4.3 represent the tuples of the code in Figure 4.2. The second condition of the definition enforces the tree structure as otherwise “transitive” edges could be established. For example, without the second condition a structural edge between \( \{[C], D\} = Z \) and \( C \) could exist.

2. **Flow dependence identification.** The second step is to identify the flow dependences that arise from the decomposition of the data structure. Clearly, the new nodes can be variables that flow-depend on other nodes, so we need to identify the flow dependences that exist among the new (intra-statement) nodes. They can be classified according to two different scenarios: composite data structures being (i) defined and (ii) used. In Figure 4.2 we have a definition (line 4), a use (line 3) and a definition and use in the same node (line 2). The explicit definition of a whole
composite data structure (e.g., a tuple in the left-hand side of an assignment, see line 4) always defines every element inside it, so the values of all subelements depend on the structure that immediately contains them. Hence, the subexpressions depend on the structure being defined (i.e., flow edges follow the same direction as structural edges. See \{[[C],D]=Z in Figure 4.3). Conversely, the structure being used depends on its subexpressions (i.e., flow edges follow the opposite direction than structural edges. See \( Z=\{[7],A\} \) in Figure 4.3). Additionally, because the decomposition of nodes augments the precision of the graph, all flow edges that pointed to original PDG nodes that have been decomposed, now point to the corresponding node in the new tree structure. An example of a flow edge that has been moved due to the decomposition is the flow edge between the new A nodes. In the original PDG, this flow edge linked the nodes \( \{A,B\}={X,Y} \) and \( Z=\{[7],A\} \).

3. **Edge labelling.** The last step to obtain the CE-PDG is labelling the edges with constraints that are used during the slicing phase. The idea is that the slicing algorithm traverses the edges and collects the labels in a stack that is used to decide what edges should be traversed and what edges should be ignored. We call the new labelled edges *constrained edges* because the labels act as constraints for the graph traversal.

**Definition 4.2 (Constraint).** A constraint \( C \) is a label defined as follows:

\[
C ::= \emptyset \mid \ast \mid \text{Tuple} \mid \text{List} \quad \text{Pos} ::= H \mid T \\
\text{Tuple} ::= \{ \text{int} \mid \} \quad \text{List} ::= [\text{Pos} \mid ]_{\text{Pos}}
\]

The meaning of each kind of constraint is the following:

- **Empty Constraint** (\( n \overset{\emptyset}{\to} n' \)). It specifies that an edge can always be traversed by the slicing algorithm.
- **Asterisk Constraint** (\( n \overset{\ast}{\to} n' \)). It also indicates that an edge can always be traversed; but it ignores all the collected restrictions so far, meaning that the whole data structure is needed.
• **Access Constraint** \( (n \xrightarrow{\text{typeposition}} n') \). It indicates that an element is the \( \text{position} \)-th component of another data structure that is a tuple if \( \text{type}=\text{Tuple} \) or a list if \( \text{type}=\text{List} \). The \( \text{type} \) also indicates whether the element is being defined (\( \{, [] \) or used (\( \}, [] \)).

For the sake of simplicity, and without loss of generality, we distinguish between tuples and lists. The position in a tuple is indicated with an integer, while the position in a list is indicated with head \( (H) \) or tail \( (T) \). The case of objects, records, or any other structure can be trivially included by just specifying the position with the name of the field. Arrays where the position is a variable imply that any position of the array may be accessed. Hence, arrays with variable indices are treated as \( \{, \star \) constraints, which would match a constraint \( \{x \) for any \( x \).

For instance, all edges in Figure 4.3 are labelled with constraints. Because \( B \) is the second element being defined in the tuple \( \{A, B\} \), the constraint of the flow dependence edge that connects them is \( \{1 \). Also, because 7 is the head in the list \( [7] \), the constraint of the flow dependence edge that connects them is \( ]_H \).

At this point, it can be seen that the constraints can accurately slice the program in Figure 4.2. In the CE-PDG (Figure 4.3), the slicing criterion \( (C) \) is the head of a list (indicated by the constraint \( ]_H \)), and this list is the first element of a tuple. When traversing backward the flow dependences, we do not want the whole \( Z \), but the head of its first element (i.e., the cumulated constraints \( ]_H \{0 \). Then, when we reach the definition of \( Z \), we find two flow dependences \( ([7] \text{ and A}) \). But looking at their constraints, we exactly know that we want to traverse first \( ]_0 \) and then \( ]_H \) to reach the 1. The slice computed in this way is composed of the grey nodes, and it is exactly the minimal slice in Figure 4.2b.

All edges in the CE-PDG are labelled with different constraints:

- Structural and control edges are always labelled with asterisk constraints.
- Flow edges for definitions are labelled with opening (\( \{, [] \) access constraints.
- Flow edges for uses are labelled with closing (\( \}, [] \) access constraints.
- The remaining flow edges are labelled with empty constraints.

The CE-PDG is a generalisation of the PDG because the PDG is a CE-PDG where all edges are labelled with empty constraints (\( \emptyset \)) which have no effect over the graph traversal. The behaviour of access constraints and asterisk constraints in the graph traversal is further detailed in the next sections.

### 4.2 Dealing with recursive data structures

In this section we show that our technique is not only an alternative to atomisation but a fundamental improvement that solves an important problem that
cannot be solved with atomisation. Atomisation cannot handle recursive data types such as lists, trees, linked lists (often implemented via a node that contains a value and a reference to another node), etc. The fundamental problem is that atomisation would need to infinitely unroll the recursive data type.

Example 4.2 (Recursive unfolding cannot be atomised). Consider the program in Figure 4.6c, in which a recursive tuple \( x \) is unfolded in a loop. The inside of the loop cannot be atomised, as the loop contains two instructions: \( b = x \) and \( \{x, a\} = b \). Atomisation would convert structures to multiple assignments. However, the depth of \( x \) and thus \( b \) is unknown:

\[
\begin{align*}
(1) & \quad b = x; x = b_1; a = b_2; \\
(2) & \quad b_1 = x_1; b_2 = x_2; x = b_1; a = b_2; \\
(3) & \quad b_1 = x_1; b_2 = x_2; x_1 = b_{11}; x_2 = b_{12}; a = b_2;
\end{align*}
\]

A first step (1) is to split the pattern matching assignment into two separate assignments for \( x \) and \( a \). However, \( b_1 \) and \( b_2 \) are not defined, so we must split \( b \)’s assignment. The result (2) still has undefined variables \( x_1 \) and \( x_2 \). Defining those would require splitting \( b_1 \) (3), resulting in a situation analogous to the first split, starting an infinite loop.

In contrast, the CE-PDG represents each field explicitly, performing the unfolding process as many times as required during the slicing traversal and thus, yielding to the correct slice.

4.3 Slicing the CE-PDG

The generation of new kinds of edges (structural edges) and the labelling introduced into the edges of the PDG makes the standard slicing algorithm (see Section 2.2 of Chapter 2) not suitable to compute program slices. The CE-PDG requires the constraints to be specifically treated during the traversal to calculate accurate program slices.

In order to represent the paths of the CE-PDG that can be traversed, we use a grammar. The label of an edge can be seen as a terminal. Therefore, by traversing the edges we build words. Unfortunately, not all edges can be traversed in any order; paths are only realizable when the word induced by the path belongs to a language for which the grammar is shown in Figure 4.4a. In this grammar, \( S \) is the initial symbol, \( C, R, \) and \( O \) represent sequences that contain closing, resolved, and opening constraints, respectively. \( \emptyset \) and \( * \) stand for empty and asterisk constraints, respectively. The key point of this grammar are resolved constraints. A resolved constraint is an opening constraint followed by the complementary closing constraint (e.g., \( 2 \) followed by \( 2 \)).

Taking this into account, the grammar recognises paths formed by any combination of closing constraints followed by opening constraints. Any number of resolved constraints can be placed along the path. Because empty constraints (\( \emptyset \)) can always be traversed, they do not have any impact on the allowed paths. On the other hand, asterisk constraints (\( * \)) do have an impact because they always ignore any constraints already collected. Therefore, after traversing an
The semantic interpretation of the realisable paths grammar is the following: closing constraints along the path \( C \) indicate that we are traversing a use of a data structure. Opening constraints \( O \) indicate that we are only interested in the definition of an inner part of a data structure. Finally, resolved constraints \( R \) are associated to elements compressed into a variable and expanded again in a later statement (see lines 3 and 4 of the code in Figure 4.2a). For instance, consider variable \( A \) in the code of line 2 in Figure 4.2. Consider that we are interested in the value of this \( A \) variable. In this case, \( A \) is being defined in this line, so the value given to it cannot be inside the tuple being defined (the left-hand side of the equality). For this reason, we need to go up in the structure, until we exit from the structure where \( A \) is contained. Additionally, since \( A \) is inside a particular position of the composite structure (position 0 inside the tuple \( \{A,B\} \)), it can only receive a value of the same position in an analog composite structure. This may happen in the same statement or in any other previous one. For this reason, we metaphorically “open” a research process to find the value of variable \( A \), and indicate it with the corresponding structure and position symbols (\( \{0\} \)). When we reach the equality level, we notice that the expression giving value to the whole data structure is an analog data structure (the right-hand side of the equality, tuple \( \{X,Y\} \)). Thus, the expression that gives value to variable \( A \) must be inside this data structure. The problem is that this data structure includes more than one position. Fortunately, we are actively looking for a specific position with an open research (\( \{0\} \)), and we can choose the element we are interested in between the possible ones (\( \{0\} \)). We choose the correct element, reaching the variable that defines \( A \) and “closing” this specific research. As a result we reach a state where the pending research have been “resolved” and we can now focus on another open research if any. To sum up, with this point of view, each variable definition contained in a composite structure is considered as the opening of a flow dependence research, and each variable use inside an analogous structure as the closing of this flow dependence research. Then, the every time a research is successfully closed we say that the opened research has been resolved.

**Example 4.3.** Consider Figure 4.3 and the slicing criterion \( C \). To compute the slice we trace a path from \( C \) to 1 formed by the following sequence of constraints: \([H\{0\}0]_H\), which can be derived with the grammar in Figure 4.4a:
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\[
S \xrightarrow{S\rightarrow CO} CO \xrightarrow{C \rightarrow O} O \xrightarrow{O \rightarrow RO} RO \xrightarrow{O \rightarrow R} R \xrightarrow{R \rightarrow [H R]_H} [H R]_H \xrightarrow{R \rightarrow [\{o R\}_0]} \]

\[
[H \{0 R\}_0]_H \xrightarrow{R \rightarrow \{o R\}_0} [H \{0 \{o R\}_0\}]_H \xrightarrow{R \rightarrow \{o R\}_0} [H \{0 \{o R\}_0\}]_H 
\]

The slicing algorithm uses a stack to store the words while it traverses the CE-PDG. When a node is selected as the slicing criterion, the algorithm starts from this node with an empty stack (⊥) and accumulates letters with each edge traversed. During the traversal, an edge can be traversed only if the word formed by collecting its symbol is accepted by Grammar 4.4a. Only opening constraints impose a restriction on the symbols that can be pushed onto the stack: when an opening constraint is on the top of the stack, the only closing constraint accepted to build a realizable word is its complementary closing constraint. Therefore, the only information necessary to determine whether an edge can be traversed is the sequence of non-resolved opening constraints at the top of the stack. They form the words that remain in the stack when a path is traversed (Grammar 4.4b).

<table>
<thead>
<tr>
<th>Input Stack</th>
<th>Edge Constraint</th>
<th>Output Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) S</td>
<td>∅</td>
<td>S</td>
</tr>
<tr>
<td>(2) S</td>
<td>{x or [x]</td>
<td>S{x or S[x]</td>
</tr>
<tr>
<td>(3) ⊥</td>
<td>{x or [x]</td>
<td>⊥</td>
</tr>
<tr>
<td>(4) S{x or S[x]</td>
<td>{x or [x]</td>
<td>S</td>
</tr>
<tr>
<td>(5) S{x or S[x]</td>
<td>{y or [y]</td>
<td>error</td>
</tr>
<tr>
<td>(6) S</td>
<td>*</td>
<td>⊥</td>
</tr>
</tbody>
</table>

Table 4.1: Processing edges’ stacks. \(x\) and \(y\) are positions (\(\text{int}\) or \(H/T\)). \(\emptyset\) and \(*\) are empty and asterisk constraints, respectively. \(S\) is a stack, \(\perp\) the empty stack.

Table 4.1 shows how the stack is updated in all possible situations. The constraints are collected or resolved depending on the last constraint added to the word (the one at the top of the \(\text{Input stack}\)) and the new one to be treated (column \(\text{Edge Constraint}\)). All cases shown in Table 4.1 can be summarised in four different situations:

- **Traverse constraint (cases 1 and 3):** The edge is traversed without modifying the stack.

- **Collect constraint (case 2):** The edge can be traversed by pushing the edge’s constraint onto the stack.

- **Resolve constraint (cases 4 and 5):** There is an opening constraint at the top of the stack and an edge with a closing constraint that matches it (case 4), so the edge is traversed by popping the top of the stack; or they do not match (case 5), so the edge is not traversed.

- **Ignore constraints (case 6):** Traversing the edge empties the stack.

**Example 4.4.** This example complements previous examples showing the use of asterisk constraints, empty constraints, and opening (access) constraints that
are not resolved during the traversal. Consider the Erlang function and its associated CE-PDG in Figure 4.5, where variable \( A \) in line 5 is the slicing criterion and function \( \text{foo} \) is any boolean function (it can be ignored). Consider also the table in Figure 4.5, where the backward traversal of the graph is shown step by step (only the most relevant steps are shown). Each row represents the traversal of one edge, except the initial row that represents the initial node (the slicing criterion). In the table, column \textbf{Step} represents the number of the current step during the traversal. Different alternative paths are shown with letters (a,b,c). Column \textbf{NodeReached} represents the node reached after traversing the current edge, \textbf{EdgeType} and \textbf{EdgeConstraint} represent the type and constraint of the traversed edge, respectively; and \textbf{Stack} represents the stack computed after traversing the edge.

![Structured Edge Diagram](image)

<table>
<thead>
<tr>
<th>Step</th>
<th>NodeReached</th>
<th>EdgeType</th>
<th>EdgeConstraint</th>
<th>Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>(5,A)</td>
<td>-</td>
<td>-</td>
<td>⊥</td>
</tr>
<tr>
<td>1</td>
<td>(3,A)</td>
<td>flow</td>
<td>∅</td>
<td>⊥</td>
</tr>
<tr>
<td>2</td>
<td>(3,{A,_} = Y)</td>
<td>flow</td>
<td>{0}</td>
<td>{0}</td>
</tr>
<tr>
<td>3a</td>
<td>(1,Y)</td>
<td>flow</td>
<td>∅</td>
<td>{0}</td>
</tr>
<tr>
<td>3b</td>
<td>(2, if(foo(X)))</td>
<td>control</td>
<td>*</td>
<td>⊥</td>
</tr>
<tr>
<td>4b</td>
<td>(1, X={V,W})</td>
<td>flow</td>
<td>∅</td>
<td>⊥</td>
</tr>
<tr>
<td>5b</td>
<td>(1, Y)</td>
<td>flow</td>
<td>{0}</td>
<td>⊥</td>
</tr>
<tr>
<td>5c</td>
<td>(1, W)</td>
<td>flow</td>
<td>{1}</td>
<td>⊥</td>
</tr>
</tbody>
</table>

\textbf{Figure 4.5:} Erlang function, associated CE-PDG, and slice step by step

After reaching \( \{A,\_\} = Y \) (step 2), the stack contains the opening constraint \( \{0\} \), and there are two possible paths: (a) a flow path to the parameter variable \( Y \) (step 3a), and (b) a control path to the if condition (step 3b). Let us focus on the second path to show the necessity of asterisk constraints. When we traverse the control edge, all the constraints stacked due to the traversal of previous flow edges must be dropped from the stack (case 6 in Table 4.1). The reason is simple: when we reach a statement by a control edge, we are no longer interested
in the value of the uses of variables that the traversal has accumulated in the stack, but in the value of the variables used in this controller statement. The fact is that keeping the previous stack constraints may result in erroneous slices. For instance, consider a scenario where, if we do not empty the stack in step 3b, we would reach the $x=\{V,W\}$ statement with the stack $\{0\}$, and the traversal would only reach the first element of the tuple $(V)$ traversing $\{0\}$. Therefore, $W$ would be never included in the slice because it can only be reached traversing the constraint $\{1\}$ that does not match the constraint of the stack. In contrast, emptying the stack in step 3b when traversing the control edge forces the slice to correctly include both $V$ and $W$. Note also that the constraint $\{0\}$ collected in step 2 is not entirely useless. It is still used in the flow path to $Y$ (we only want the first component of $Y$).

Algorithm 4.1 illustrates the process to slice the CE-PDG. It works similar to the standard algorithm [169], traversing backwards all edges from the slicing criterion and collecting nodes to form the final slice. The algorithm uses a work list with the states that must be processed. A state represents the (backward) traversal of an edge. It includes the node reached, the current stack, and the sequence of already traversed edges (line 6). In every iteration the algorithm processes one state. First, it collects all edges that target the current node (function GETINCOMINGEDGES in line 7). If the previous traversed edge is structural, we avoid traversing flow edges (lines 9–10) and only traverse structural or control dependence edges. The reason for this is that structural edges are only traversed to collect the structure of a data type so that the final slice is syntactically correct (for instance, to collect the tuple to which an element belongs). Flow edges are not further traversed to avoid collecting irrelevant dependences of the structural parent. Function PROCESSCONSTRAINT checks the existence of a potential traversal loop (when the traversal reaches an already traversed edge with a different stack) during the slicing phase and implements Table 4.1 to produce the new stack generated by traversing the edge to the next node (line 11). If the edge cannot be traversed according to Table 4.1 ($newStack == error$), then the reachable node is ignored (line 12). Otherwise, the node is added to the work list together with the new stack (line 13). Finally, the state is added to a list of processed states, used to avoid the multiple evaluation of the same state, and the current node is included in the slice (lines 14–16).

Function PROCESSCONSTRAINT computes a new stack for all possible types of constraint: First, it returns an empty stack for asterisk constraints (line 20). Then, the condition in line 22 checks the existence of a loop (reaching an already traversed edge) during the slicing traversal. Function FINDLOOP (line 23) returns the shortest suffix of the sequence of traversed edges that form the last loop, while function ISINCREASINGLOOP (line 23), whose rationale is extensively explained in the next section, consequently empties the stack when needed. If no dangerous loop is detected, the function returns the same stack for empty constraints (line 24), or it processes access constraints following Table 4.1 with function PROCESSACCESS (line 25).

Let’s see how Algorithm 4.1 operates with the example code of Figure 4.2.
Algorithm 4.1 Intraprocedural slicing algorithm for CE-PDGs

Input: The slicing criterion node $n_{sc}$.
Output: The set of nodes that compose the slice.

1: function slicingAlgorithmIntra($n_{sc}$)
2:     slice ← $\emptyset$; processed ← $\emptyset$
3:     workList ← $\{(n_{sc}, \bot, [])\}$
4:     while workList $\neq \emptyset$ do
5:         select some state $\in$ workList;
6:         $\langle$ node, stack, traversedEdges $\rangle$ ← state
7:         for all edge $\in$ getIncomingEdges(node) do
8:             $\langle$ sourceNode, type, $\_\rangle$ ← edge
9:             if getLastEdgeType(traversedEdges) = structural $\land$ type = flow then
10:                continue for all
11:             newStack ← processConstraint(stack, edge)
12:             if newStack $\neq$ error then
13:                 workList ← workList $\cup$ $\{(sourceNode, newStack, traversedEdges ++ edge)\}$
14:                 processed ← processed $\cup$ {state}
15:                 workList ← $\{(n, s, t) \in$ workList $| (n, s, _) \not\in$ processed $\}$
16:             slice ← slice $\cup$ {node}
17:     return slice
18: function processConstraint(stack, edge)
19:     $\langle$, _, constraint $\rangle$ ← edge
20:     if constraint = AsteriskConstraint then return $\bot$
21:     else
22:         if edge $\in$ traversedEdges then
23:             if isIncreasingLoop(findLoop(traversedEdges), edge) then return $\bot$
24:             if constraint = EmptyConstraint then return stack
25:         else return processAccess(stack, constraint)
26: function processAccess(stack, constraint = $\langle$op, position$\rangle$)
27:     if stack = $\bot$ then
28:         if $\{op = \} \lor op =$ [ then return $[constraint$
29:         else return $\bot$
30:     lastConstraint ← top(stack)
31:     if $\{op = \} \land$ lastConstraint = $\{[, position]\}$ then
32:         $\lor (op = [) \land$ lastConstraint = $[[, position])$ then
33:         pop(stack)
34:     else
35:         if $\{op = \} \lor op =$ ] then return error
36:         else push(constraint, stack)
37:     return stack
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Consider again function \texttt{foo} in the code of the figure, the selected slicing criterion \((4, \mathcal{C})\), and its CE-PDG, shown in Figure 4.3. The slicing process starts from the node that represents the slicing criterion (the expanded representation of the CE-PDG allows us to select \(\mathcal{C}\), the bold node, inside the tuple structure, excluding the rest of the tuple elements). Algorithm 4.1 starts the traversal of the graph with an empty stack (\(\bot\)). The evolution of the stack after traversing each flow edge is the following:

\[
\bot \xrightarrow{H} [H \\{0\} \xrightarrow{C} [H \\{0\} \xrightarrow{0} [H \xrightarrow{0} \bot
\]

Due to the limitations imposed by the grammar (and particularly by row 5 in Table 4.1), node A is never included in the slice because the following transition is not possible:

\[
[H \{0\} \xrightarrow{1} error
\]

Note that the slicing algorithm will also traverse the structural edges reaching the traversed nodes and generate new states in the worklist with empty stacks due to the asterisk constraint, however, no flow dependence edge is traversed after a structural edge and therefore despite the node \(Z=\{[7], A\}\) being encountered with an empty stack, the structural edge to A is not traversed. As already noted, the resulting slice provided by Algorithm 4.1 is exactly the minimal slice shown in Figure 4.2b.

Slicing flow dependence loops

In static slicing we rarely know the values of variables (they often depend on dynamic information), so we cannot know how many iterations will be performed in a loop\(^1\) (see the programs in Figure 4.6, where the value of \texttt{max} is unknown). For the sake of completeness, we must consider any number of iterations, thus program loops are often seen as potentially infinite. Program loops produce cycles in the PDG. Fortunately, the traversal of cycles in the PDG is not a problem, since every node is only visited once. In contrast, the traversal of a cycle in the CE-PDG could produce a situation in which the stack grows infinitely (see Figure 4.6c\(^2\)), generating an infinite number of states. Fortunately, not all cycles produce this problem:

To keep the discussion precise, we need to formally define when a cycle in the CE-PDG is a \textit{loop}.

\textbf{Definition 4.3 (Loop).} A cyclic flow dependence path \(P = n_1 \xleftarrow{C_1} n_2 \ldots \xleftarrow{C_n} n_1\) is a \textit{loop} if \(P\) can be traversed \(n > 1\) times with an initial empty stack (\(\bot\)) following the rules of Table 4.1.

\(^1\)Note the careful wording in this section, where we distinguish between “program loops” (\texttt{while}, \texttt{for}...), “cycles” (paths in the PDG that repeat a node), and “loops” (repeated sequence of nodes during the graph traversal).

\(^2\)It is easier to see how the stack changes by reading the code backwards from the slicing criterion.
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There exist three kinds of loops:

1. Loops that decrease the size of the stack in each iteration (Figure 4.6a) can only produce a finite number of states because the stack will eventually become empty. Such loops can be traversed collecting the elements specified by the stack, without a loss of precision.

   **Definition 4.4** (Decreasing loop). A loop $L$ is a decreasing loop if the number of closing constraints along $L$ is greater than the number of opening constraints.

2. Loops that repeat the same stack over and over after the first iteration (Figure 4.6b) are also not a problem because traversing the loop multiple times does not generate new states. Again, they can be traversed as many times as required by the stack, without a loss of precision.

   **Definition 4.5** (Balanced loop). A loop $L$ is a balanced loop if the number of closing and openings constraints along $L$ is the same.

3. Loops that increase the size of the stack in each iteration (Figure 4.6c) could produce an infinite number of states because the stack grows infinitely. However, not all increasing loops are dangerous. It is important to remark that not all cycles formed from more opening constraints than closing constraints are increasing loops. They may not even be loops (see

### Figure 4.6: Slicing looped data dependences in the CE-PDG
(slipping criterion underlined and blue, sliced code in gray)
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Definition 4.3). Cycles that are not loops are not dangerous because the cycle’s edges constraints prevent us to traverse them infinitely. One illustrative example is the code in Figure 4.6d (see also its CE-PDG in Figure 4.7) where we have the flow dependence cycle:

\[(6, x) \xrightarrow{l_0} (6, a) \xleftarrow{c} (5, a) \xrightarrow{l_0} (5, d) \xleftarrow{c} (4, d) \xrightarrow{i_1} (4, x) \xleftarrow{c} (6, x)\]

But this is not a loop because no matter with what stack we enter the cycle, when \(\{1\} \) is pushed on the stack, the cycle cannot be entered again due to the constraint \(\{0\} \) that does not match the top of the stack. In contrast, in the same code there exist a loop (highlighted in solid bold red) that can infinitely increase the stack with \(\{1\} \) in each iteration:

\[(6, x) \xleftarrow{i_1} (6, b) \xrightarrow{c} (5, b) \xleftarrow{i_1} (5, d) \xrightarrow{c} (4, d) \xleftarrow{i_1} (4, x) \xrightarrow{c} (6, x)\]

We formally define a special kind of loop which is the only potentially dangerous: increasing loop.

**Definition 4.6 (Increasing loop).** A loop \(L\) is an increasing loop if the number of opening constraints along \(L\) is greater than the number of closing constraints.

![CE-PDG of Figure 4.6d. The increasing loop is represented in solid bold red](image)

As we have seen, detection of increasing loops is not a trivial problem due to those flow cycles that are not loops. The pushdown automaton (PDA) of Figure 4.8 formalises (and detects) those loops that can grow the stack infinitely. The input of this automaton is the sequence of constraints that form a dependence loop. The PDA contains two states and two different stacks (closing stack and opening stack). Initial state 0 represents the case where all opening constraints of the sequence are balanced by the corresponding closing constraint. When a closing constraint is reached, the PDA pushes the constraint into the
closing stack \( \text{push}_c \). When an opening constraint is processed, the PDA moves to state 1. Final state 1 represents the case where an opening constraint has been processed but not balanced yet. The transition to state 1 pushes the opening constraint into the opening stack \( \text{push}_o \). In state 1, when a closing constraint that matches a previous opening constraint (condition \( M_o \)) is processed, we pop the opening constraint from the stack \( \text{pop}_o \). If the popped element of the opening stack is the last element of the stack (condition \( E_o \)), the PDA returns to state 0. Finally, if a path is accepted by this automaton, the path forms an increasing loop if and only if the inverted stack \( S_c \) is a prefix of \( S_o \) and they are not equal.

![Diagram of Pushdown Automaton](image)

\[
M_o \equiv \text{top}(S_o) = i \quad E_o \equiv \text{len}(S_o) = 1
\]

**Figure 4.8:** Pushdown automaton to recognize infinitely increasing loops

Note that * constraints do not appear in the PDA because they cannot appear in an increasing loop (an * constraint empties the stack and thus the same state would be repeated).

To properly understand how Algorithm 4.1 detects and solves loops, we show examples with each one of the situation given by flow loops of Figure 4.6.

**Example 4.5** (Decreasing loop of Figure 4.6a). Consider the code in Figure 4.6a and the slicing criterion \((8,c)\). If we traverse the CE-PDG of the program, shown in Figure 4.9, backwards from \((8,c)\) we find the following sequence of constraints

\[
(8, c) \stackrel{\ell_0}{\leftarrow} (8, x) \leftarrow (6, x) \stackrel{\ell_o}{\leftarrow} (6, a) \leftarrow (5, x) \leftarrow (6, x) \stackrel{\ell_o}{\leftarrow} (6, a)
\]

with the following stack state for each step:

\[
\bot \leftarrow \ell_0 \quad (8, x) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (5, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0 \quad (5, x) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0 \quad (5, x) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0 \quad (5, x) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0 \quad (5, x) \leftarrow \ell_0 \quad (6, x) \leftarrow \ell_0 \quad (6, a) \leftarrow \ell_0
\]

In this sequence, the edge \((6, x) \stackrel{\ell_o}{\leftarrow} (6, a)\) is traversed twice with two different stacks \((\bot \neq \bot)\). For this reason, the sequence of constraints of the loop
Figure 4.9: CE-PDG of Figure 4.6a

\( \langle 0, \emptyset, \emptyset \rangle \) must be processed by the PDA of Figure 4.8 detecting whether the loop is an increasing loop or not. The trace of the PDA is shown in Figure 4.10.

As the final state is not an accepting state, the analysis by the PDA confirms that this is not an increasing loop, and the slicing traversal continues normally.

The second time we traverse the edge \((6, x)\), we reach node \((6, a)\) with a repeated stack (\(\bot\)) and the continuous loop traversal stops.

As can be seen, after the first iteration, the stack becomes empty, and the next iterations do not modify the stack. When the stack is empty, no restrictions exist in the graph traversal, and thus all edges are traversed. Therefore, at the end, all edges in the for-loop would be traversed. This is not a loss of precision, but a property of the data structure. Observe that \((5, i)\) and \((6, b)\) do actually influence the slicing criterion.

Example 4.6 (Balanced loop of Figure 4.6b). Consider the code in Figure 4.6b, its CE-PDG shown in Figure 4.11, and the slicing criterion \(\langle 7, c \rangle\). We only consider the path that, from the slicing criterion, reaches the balanced loop and stays in it (marked in solid bold red in Figure 4.11). There are other exits in the loop that are not traversed in this example for simplicity.

The traversal would be as follows:

\[
(7, c) \xleftarrow{\text{Repeated}} (7, x) \xleftarrow{} (5, i) \xleftarrow{\text{Repeated}} (4, a) \xleftarrow{} (4, x) \xleftarrow{\text{Repeated}} (5, x)
\]
and this would be the state of the stack in each step:

$$\bot \xleftarrow{\{0\}} c_{7} \leftarrow x_{7} \xleftarrow{\varnothing} x_{7} \xleftarrow{x_{5} \leftarrow a_{5}} \xleftarrow{\varnothing} a_{5} \xleftarrow{x_{4} \leftarrow a_{4}} \xleftarrow{\{0\}} x_{4} \xleftarrow{x_{5}} \{0\}$$

Once $(5, x)$ is reached again, the stack is the same $(\{0\})$, so the edge $(5, x) \xleftarrow{\{0\}} (5, a+1)$ is never traversed more than once, and thus the slicing algorithm never even detects a loop, as its detection mechanism relies on traversing the same edge twice.

**Example 4.7** (Increasing loop of Figure 4.6c). Consider the code in Figure 4.6c, its CE-PDG in Figure 4.12 and the slicing criterion $(7, c)$. The CE-PDG of this code contains an increasing loop highlighted in solid bold red in Figure 4.12.
The following is the trace from the slicing criterion to the detection of the loop:

\[(8, c) \leftarrow (7, c) \xleftarrow{t_0} (7, x) \leftarrow (5, x) \xleftarrow{t_0} (5, b) \leftarrow (4, b = x) \leftarrow (5, x) \leftarrow \ldots\]

the stack has the following values throughout the trace:

\[
\begin{array}{c}
\bot \xleftarrow{t_0} \bot \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \}
\end{array}
\]

The edge \((5, x) \xleftarrow{t_0} (5, b)\) has been traversed twice, as the stack with which \((5, x)\) was reached in the first pass is different from the one in the second pass \((\{0\} \neq \{0\})\). Because an edge has been traversed twice, the PDA must be deployed, to check if this loop is an increasing loop.

The word to be fed into the automata is: \(\{0\} \emptyset \emptyset\); and the sequence of states would be:

<table>
<thead>
<tr>
<th>State</th>
<th>Open Stack</th>
<th>Close Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>\bot</td>
<td>\bot</td>
</tr>
<tr>
<td>1</td>
<td>\emptyset</td>
<td>\emptyset</td>
</tr>
<tr>
<td>1</td>
<td>\emptyset</td>
<td>\emptyset</td>
</tr>
<tr>
<td>1</td>
<td>\emptyset</td>
<td>\emptyset</td>
</tr>
</tbody>
</table>

As the final state is an accepting state, the closing stack is a prefix of the opening stack, and \(S_o \neq \text{reverse}(S_c)\), the analysis by the PDA confirms that this is an increasing loop. Therefore, the slicing algorithm empties the stack immediately, and proceeds to visit \((5, b)\) with an empty stack. This is denoted by \(c \xrightarrow{t} \ast\) (emptying the stack mimics the effect of traversing an \(\ast\) constraint, which is the action performed instead of processing \(c\), the constraint from the edge). The path from the slicing criterion would be:

\[(8, c) \leftarrow (7, c) \xleftarrow{t_0} (7, x) \leftarrow (5, x) \xleftarrow{t_0} (5, b) \leftarrow (4, b = x) \leftarrow (5, x) \leftarrow \ldots\]

and the stack follows this trace:

\[
\begin{array}{c}
\bot \xleftarrow{t_0} \bot \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \xleftarrow{t_0} \{0 \}
\end{array}
\]

When the loop has been found, the traversal continues, and once the traversal reaches node \((5, b)\) for a third time, it stops, as two of the three stacks that reached it are the same \((\{0\} \emptyset; \bot; \bot)\). Finally, the traversal through the loop stops.
Only increasing loops can produce non-termination. For this reason, Algorithm 4.1 detects loops (Line 22) and checks whether they are increasing with function isIncreasingLoop (Line 23). This function uses the PDA of Figure 4.8 to determine whether the loop is increasing. If it is increasing the stack is emptied, i.e., the traversal continues unconstrained. Since the traversal allows the traversal of the same edge several times when the stack is different, termination of the whole slicing process must be proved. Theorem 4.1 ensures termination of the whole slicing process.

To prove the theorem, we need to prove some properties of a loop that are needed. These properties are captured by the following lemmas.

**Lemma 4.1.** Let $L$ be a non-increasing loop and $S$ be a stack. The traversal of $L$ with $S$ is terminating.

**Proof.** Non-increasing loops can be decreasing loops (Definition 4.4) or balanced loops (Definition 4.5). We prove each case separately.

**Decreasing loops.** First of all, for any initial stack, a first traversal of all the edges of $L$ must be possible to explore this scenario. Otherwise, there cannot be a traversal loop due to unmatched constraints. Moreover, according to Definition 4.4 the path of $L$ contains more closing constraints than opening constraints. When slicing the graph, and before iterating into a decreasing loop, there are two stack possibilities: the empty stack or a stack with a sequence of opening constraints at the top (see Figure 4.4b):

**Empty stack ($\bot$).** Since the constraint in $L$ can be in any order, we need to consider two different scenarios:

- **There is no suffix of $L$ where the number of opening constraint is greater than the number of closing constraints (e.g., $\{0\{0\}0\}0\)$.** Since $L$ is a decreasing loop, in this scenario we can summarise $L$ as a sequence of $n$ closing constraints. In this case, according to case 3 of Table 4.1, pushing any number $j$ of closing constraint to an empty stack results in the empty stack.

    $\bot \xrightarrow{j, \forall \in 1..j} \bot \xrightarrow{\ast} \bot$

    Then, the same node is reached twice with the same stack ($\bot$) and a second traversal is not processed as indicated by line 15 in Algorithm 4.1.

- **There is a suffix of $L$ where the number of opening constraints is greater than the number of closing constraints (e.g., $\{0\}0\{0\}0\)$.** In this scenario there are always closing constraints that are consumed by the initial empty stack ($\bot$) according to case 3 of Table 4.1. On the other hand, the final part of $L$ pushes more opening constraints than closing constraints and the stack calculated after the first traversal of the loop is not empty. As $L$ is a decreasing loop, all the constraints pushed in the first traversal are consumed at the beginning of the second traversal. Finally,
the final part of $L$ generates the same sequence of positive constraints at finishing the second traversal. Therefore, as the same nodes is reached twice with the same stack, the traversal stops.

$$\bot \xrightarrow{L} S \xrightarrow{^*} S$$

**Stack with a sequence of opening constraints** ($C_{O_1} \ldots C_{O_n}$). Cases 4 and 5 of Table 4.1 represent the two possibilities that can occur when pushing a closing constraint to a non-empty stack: the closing constraint balances the opening constraint at the top of the stack or it fails.

- According to case 5, if the closing constraint does not balance the opening constraint at the top of the stack, the traversal is aborted by an error. Hence, the traversal is finite.

$$\ldots \{i\}_{\forall i \neq j} \xrightarrow{error} \text{ and } \ldots [i, \forall i \neq j] \xrightarrow{error}$$

- On the contrary, case 4 shows that if the closing constraint balances the opening constraint at the top of the stack, the constraint is popped and the traversal continues. Since the number of elements of the stack is finite (an infinite stack would have been forever growing in an increasing loop), popping each opening constraint on the top of the stack with a closing constraint of the loop sequence will result in an empty stack at some point of the traversal. Note that this point of the traversal is not necessarily after traversing the whole loop $L$, but can be after traversing any intermediate edge of the loop. As the processing of any decreasing loop $L$ with an empty stack ($\bot$) has already been proved terminating, then we can state that the traversal is finite.

$$\{1 \ldots n \xrightarrow{m} S \xrightarrow{^*} S$$

**Balanced loops.** With the same reasoning as in the decreasing loops, we differentiate two scenarios according to the initial form of the stack:

**Empty stack** ($\bot$). Since the constraint in $L$ can be in any order, we need to consider the same two scenarios we did before:

- **There is no suffix of** $L$ **where the number of opening constraint is greater than the number of closing constraints** (*e.g.*, $\{0\{0\}0\}$). Since $L$ is a balanced loop, in this scenario we can summarise $L$ as an empty sequence of constraints. The result of iterating into a balanced loop of this type is the same stack, since each iteration of the loop itself balances the opening constraints with their complementary closing constraints. Hence, the initial node of the graph will be reached twice with the same stack, and the traversal will be stopped as indicated by line 15 in Algorithm 4.1.

$$\bot \xrightarrow{^*} \bot$$
• There is a suffix of $L$ where the number of opening constraints is greater than the number of closing constraints (e.g., $\{0\}_n \{0\}_0$). In this scenario there are always closing constraints that are consumed by the initial empty stack ($\bot$) according to case 3 of Table 4.1. On the other hand, the final part of $L$ pushes more opening constraints than closing constraints and the stack calculated after the first traversal of the loop is not empty. As $L$ is a balanced loop, all the constraints pushed in the first traversal are consumed at the beginning of the second traversal. Finally, the final part of $L$ generates the same stack when the traversal of $L$ finishes. Therefore, as the same node is reached twice with the same stack, the traversal stops.

$$\bot \xrightarrow{L} S \xrightarrow{L^*} S$$

**Stack with a sequence of opening constraints ($C_{O_1} \ldots C_{O_n}$).** Cases 4 and 5 of Table 4.1 represent the two possibilities that can occur when pushing a closing constraint to a non-empty stack: the closing constraint balances the opening constraint at the top of the stack or it fails.

• According to case 5, if the closing constraint does not balance the opening constraint at the top of the stack, the traversal is aborted by an error. Hence, the traversal is finite.

$$\ldots \{i\}_{i \neq j} \xrightarrow{error} \ldots \{j\}_{i \neq j} \xrightarrow{error}$$

• On the contrary, case 4 shows that if the closing constraint balances the opening constraint at the top of the stack, the constraint is popped and the traversal continues. Since the number of opening and closing constraints in $L$ is the same, if any constraint from the stack is consumed by the initial closing constraints it will be restored later by the corresponding opening constraint contained in $L$. Then, the stack obtained after traversing $L$ will be the same. As a result, since the same node is reached twice with the same stack, the traversal finishes.

$$\{i\}_1 \ldots \{i\}_n \xrightarrow{L^*} \{i\}_1 \ldots \{i\}_n$$

Finally, note that if we consume every opening constraint during the traversal of the closing constraints at the beginning of $L$, we will find ourselves in the previous scenario where the stack was empty and, thus, the traversal finishes too.

$\blacksquare$

**Lemma 4.2.** Given a CE-PDG increasing loop $L$. There exists a stack $S$ for which it is possible to infinitely traverse $L$ with $S$. 
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Proof. Following the same reasoning that we did in some particular decreasing loops, each iteration of an increasing loop can be summarised as a sequence of opening constraints of the form \( \{1\} \ldots \{n\} \) independently of the sequence of constraints. Case 2 of Table 4.1 shows that opening constraints can always be traversed independently of the top of the stack. For this reason, the loop can be infinitely traversed generating an infinite stack.

\[
S \xrightarrow{\{i\} \ast} S \xrightarrow{\{i\} \ldots \{n\} \ldots}
\]

\( \square \)

Lemma 4.3. Given a CE-PDG increasing loop \( L \), a stack \( S \) that allows Algorithm 4.1 to iterate at least once into it, and a loop \( L' \) which corresponds to \( L \) but replacing any access constraint by an asterisk constraint, then \( L' \) is not an increasing loop and it is not possible to infinitely traverse \( L' \) with \( S \).

Proof. According to Definition 4.6, a cyclic flow dependence path is an increasing loop if the sequence of constraints generated by traversing it belongs to the language induced by the PDA in Figure 4.8. The PDA cannot reach the final state if an asterisk constraint exist in \( L \), thus, it cannot be an increasing loop. Moreover, the traversal of an asterisk constraint described in case 6 of Table 4.1 always result in an empty stack (\( \perp \)). Therefore, if an asterisk constraint is included in an edge of \( L \), then the second time that this edge is traversed the same node will be reached again with the same stack (\( \perp \)). Therefore, a second traversal is never done as indicated by line 15 in Algorithm 4.1.

After proving these three lemmas, we have all the needed components to enunciate and prove Theorem 4.1.

Theorem 4.1 (Termination of slicing). Let \( P = (N, E) \) be a CE-PDG and let \( n_{sc} \in N \) be a slicing criterion for \( P \). Algorithm 4.1 terminates when it slices \( P \) with respect to \( n_{sc} \).

Proof. The traversal of any sequence of nodes that is not a cycle (i.e., that do not represent a loop in the program) trivially terminates. Only loops can produce non-termination in Algorithm 4.1. But all loops are detected by the algorithm in line 15. According to Lemma 4.1, the traversal of all non-decreasing loops always terminates. On the other hand, as shown in Lemma 4.2 increasing loops can produce non-termination. However, all of them are detected by the PDA in Figure 4.8. When an increasing loop is detected by the algorithm the stack is emptied.

We know by case 6 in Table 4.1 that including an asterisk constraint in a path is equivalent to emptying the stack. Therefore, according to Lemma 4.3 it is not possible to infinitely traverse the increasing loops found in the traversal made by the algorithm. Hence, Algorithm 4.1 always terminates.

\( \square \)

The reader could think that it would be a good idea to identify all increasing loops at CE-PDG construction time. Unfortunately, finding all loops has an average complexity \( \mathcal{O}(N^2EL) \), where \( L \) is the number of loops. The worst complexity is exponential \( \mathcal{O}(2^N) \) [71]. Our approach avoids the problem of
finding all loops, determining whether they are increasing, and processing them. We treat them on demand, when they are found by the slicing algorithm (i.e., we do not search for loops, we just find them during the CE-PDG traversal). So we only process those loops found in the slicing traversal.

### 4.4 The CE-SDG

Function calls pose additional problems to the slicing of composite data structures. A data structure can be decomposed along various function calls so that the result of a function may depend only on a subexpression of its argument (and not on the rest). But, even worse, in presence of direct or transitive recursion, it may turn impossible to determine statically what parts of a function’s argument do influence the result of that function.

**Example 4.8.** Consider the code in Figure 4.13, which augments the example in Figure 4.2 to an interprocedural program. In this figure, tuple \{X, Y\} in line 2 is replaced by a call to a method bar and arguments X and Y replaced by a single argument Arg. bar calls bar2, which uses the second and third elements of the X parameter tuple to compute the value that bar finally returns. Therefore, the returned value of the call to bar in Figure 4.13 only depends on the second and third elements of Arg. More important, if the slicing criterion is \{A, B\} in foo, then B and C in bar2 should belong to the slice. However, if the slicing criterion is A in foo, then only B in bar2 should belong to the slice (although the same edges in bar are traversed). This means that the dependences that are propagated not only depend on the program, but on the slicing criterion, which is unknown at the time of constructing the SDG. Clearly, we need a mechanism that traverses different functions propagating the information required by the
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slicing criterion for each data structure. This problem remains unsolved in program slicing.

The problem shown in Example 4.8 can be solved with our stack, which propagates exactly the required information at slicing time thanks to the labelling of the edges introduced at CE-PDG construction time. The information must be propagated using the input and output edges that connect functions, and through summary edges, building a CE-SDG. We start by explaining why summary edges need a special treatment to properly represent whether the returned value of a function only depends on one or some specific parts of the argument. Then, we describe how summary edges must be labelled when the source code of the called function is not available; and we also explain the problem of dealing with recursive function calls.

4.4.1 Summary edges and grammar productions

In the SDG, the existence of a summary edge between a formal-in and a formal-out nodes means that the value of the formal-in can influence the value of the formal-out. This is calculated by just checking whether a dependence path exists between formal-in and formal-out nodes. Summary edges summarise that (or those) path(s).

However, in the CE-SDG, every dependence path between two nodes is represented with a stack that stores the sequence of constraints collected along the path. Therefore, a summary edge in the CE-SDG must indicate all possible stacks that it is summarising. Each stack represents a different dependence path between a formal-in and a formal-out.

**Example 4.9.** Consider again the CE-SDG in Figure 4.13. The summary edge that represents the backward traversal paths between bar2(X) and X is labelled with GC2 (Grammar Constraint 2). GC2 represents two possible paths: }₀{₁ traversing node B and }₁{₂ traversing node C.

In the rest of this section we explain how to compute the grammar constraints of summary edges and how to traverse them at slicing time.

Grammar constraints only appear in summary edges, so they are exclusive of interprocedural slicing. The grammar used to construct summary edges is shown in Figure 4.14a, which extends the one in Figure 4.4a with grammar constraints.

\[
\begin{align*}
S &::= CO \\
C &::= }₁{C | ]ₚC | RC | ☐C | *S | gS | ε \\
R &::= }₁{R | ]ₚR | ☐R | ε \\
O &::= }₁{O | ]ₚO | RO | ☐O | *S | gS | ε
\end{align*}
\]

(A) Realisable path grammar

\[
\begin{align*}
S' &::= C'O' \\
C' &::= }₁C' | ]ₚC' | ☐C' | *S' | gS' | ε \\
C'' &::= }₁C'' | ]ₚC'' | ☐C'' | *S'' | gS'' | ε \\
O' &::= }₁O' | ]ₚO' | RO' | ☐O' | *S' | gS' | ε \\
O'' &::= }₁O'' | ]ₚO'' | ☐O'' | *S'' | gS'' | ε
\end{align*}
\]

(B) Stack words

**Figure 4.14:** Allowed constraints when building summary edges (p ∈ {H, T} and i ∈ ℤ)
In interprocedural slicing, we distinguish two traversal processes: (i) the traversal performed to build summary edges (at CE-SDG construction time), and (ii) the traversal used to compute the slice (at slicing time). Although Grammar 4.14a represents the realisable paths for both processes, asterisk and grammar constraints are treated differently for each one of them. At summary construction time, asterisk, grammar, and closing access constraints are always pushed onto the stack (Grammar 4.14b), while at slice computation time they are resolved when traversed (Grammar 4.4b).

To create these new stack words, at summary construction time, the cases in Table 4.1 are extended with the ones in Table 4.2 (the changes are highlighted in blue italics).

<table>
<thead>
<tr>
<th>Input Stack</th>
<th>Edge Constraint</th>
<th>Output Stack</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) S</td>
<td>∅</td>
<td>S</td>
</tr>
<tr>
<td>(2) S</td>
<td>{x or [x}</td>
<td>S{x or S[x}</td>
</tr>
<tr>
<td>(3) ⊥</td>
<td>]x or [x</td>
<td>S{x or S[x}</td>
</tr>
<tr>
<td>(4) S{x or S[x}</td>
<td>]x or [x</td>
<td>S</td>
</tr>
<tr>
<td>(5) S{x or S[x}</td>
<td>}y or [y</td>
<td>error</td>
</tr>
<tr>
<td>(6) S{x or S[x}</td>
<td>]y or [y</td>
<td>S}y or S[x]y</td>
</tr>
<tr>
<td>(7) S*</td>
<td>]x or [x</td>
<td>S*}x or S*}x</td>
</tr>
<tr>
<td>(8) S g</td>
<td>]x or [x</td>
<td>S g}x or S g}x</td>
</tr>
<tr>
<td>(9) S* S'</td>
<td>*</td>
<td>S*</td>
</tr>
<tr>
<td>(10) S</td>
<td>*</td>
<td>S*</td>
</tr>
<tr>
<td>(11) S</td>
<td>g</td>
<td>S g</td>
</tr>
</tbody>
</table>

Table 4.2: Processing edges’ stacks in the summary construction phase. x and y are positions (int or H/T). ∅, *, and g are empty, asterisk, and grammar constraints, respectively. S is a stack, ⊥ the empty stack.

The computation of the summary edges in the CE-SDG is similar to the standard process (see, e.g., [169]). However, they are equipped with grammar constraints, whose information must replicate the behaviour of a function for all possible function calls. To achieve this, there are four main differences in our approach:

1. the traversal starts from a formal-out node with an empty stack (∅) that is updated according to Table 4.2,
2. because edges are labelled with constraints, it is possible to not traverse an edge (see case 9 in Table 4.2),
3. one node can be processed several times if it is reached with different stack states, and
4. whenever a formal-in node is reached using a path, the obtained stack is stored to create one production of the grammar, and the rest of feasible paths are also explored.
Algorithm 4.2 is in charge of equipping the CE-SDG with summary edges and their grammar constraints. It is based on the summary detection algorithm presented in [169]. All the modifications of the algorithm focus on the constraints treatment. The algorithm starts with a work list that contains all states that must be processed. A state contains a pair of nodes, the current stack, and the last edge traversed to reach that state. At the beginning, the work list contains all formal-out nodes (Line 2), and it traverses backwards all edges from the nodes in the work list. Every time we traverse an edge, we process its constraint and include the reached node in the work list. If we reach a formal-in node (Line 7), then we have found a backward dependence path from the formal-out to the formal-in. Thus, we must add a new grammar production with the new path (Line 8) and, if there is not a summary edge in each call to the current procedure, we must include it (Line 9). On the other hand, if the node reached is not a formal-in node (Line 18), then we process (i.e., we traverse backwards) all incoming edges of the reached node. There are two situations in which the incoming edge must be ignored (Line 21):

- When the node reached is an actual-out node, only control and summary edges must be traversed. This avoids processing call out edges, which must be ignored to avoid descending into a procedure that has been already analysed and resumed by the corresponding summary edge.

- As in Algorithm 4.1, when a structural edge has been traversed, flow edges must be ignored.

The edges and the stack are processed according to Table 4.2 with function processConstraint, which is similar to the intraprocedural version in Algorithm 4.1. The only modification required is the one performed for asterisk, grammar, and closing access constraints, which are now always added to the stack (Lines 35-39).

**Algorithm 4.2 Summary detection algorithm for CE-SDGs**

**Input:** The CE-SDG without summary edges.

**Output:** The CE-SDG equipped with (constrained) summary edges and their associated grammar.

```plaintext
1: function summaryDetection(CE-SDG)
2:     workList ← \{ (n → n, ⊥, null) | n ∈ FormalOutNodes(CE-SDG) \}
3:     processed ← ∅
4: while workList ≠ ∅ do
5:     select some state ∈ workList
6:     (n_s → f_out, stack, traversedEdges) ← state
7:     if n_s ∈ FormalInNodes(CE-SDG) then
8:         gConstraint ← addGrammarProduction(n_s, f_out, stack)
9:     for all c ∈ CALLERS(Proc(n_s)) do
10:        a_in ← CORRESPONDINGActualIN(c, n_s)
11:        a_out ← CORRESPONDINGActualOut(c, n_f_out)
12:        if ¬EXISTSSummaryEdge(a_in, a_out) then
13:            sumConstraint ← gConstraint
14:            summaryEdge ← addSummaryEdge(a_in, a_out, sumConstraint)
```

for all \(\langle a\text{ out} \rightarrow n, \text{stack}', \text{traversedEdges}'\rangle \in \text{processed} \) do
\text{newStack} ← \text{PROCESS CONSTRAINT(stack}', \text{summaryEdge})
\text{workList} ← \text{workList} \cup \{\langle a\text{ in} \rightarrow n, \text{newStack}, \text{traversedEdges}' \cup \text{summaryEdge}\rangle\}
else
for all edge \in \text{getIncomingEdges}(n_s) do
\langle n_1 \rightarrow n_s, \text{type}, _\rangle ← \text{edge}
if \(\text{isIncreasingLoop}\) \text{findLoop(traversedEdges),edge) then
\text{push}(\text{constraint}, \text{stack})
return \text{stack}
if \text{constraint} = \text{EmptyConstraint} then
return \text{stack}
else if \text{constraint} \in \{\text{AsteriskConstraint}, \text{GrammarConstraint}\} then
\text{push}(\text{constraint}, \text{stack})
return \text{stack}
else
return \text{error}
else
\text{push}(\text{constraint}, \text{stack})
return \text{stack}
\text{Example 4.10. Consider the code and its associated CE-SDG shown in Figure 4.13. In this CE-SDG, asterisk constraints in control and structural edges, and empty constraints of flow edges have been omitted for simplicity. The summary edges of functions } \text{bar} \text{ and } \text{bar2} \text{ are labelled with the } \text{GC1} \text{ and } \text{GC2} \text{ grammar constraints, respectively. They represent the feasible slicing paths computed by Algorithm 4.2 from the formal-out to the formal-in nodes. We can use the } \text{LR(0)} \text{ analysis (see Section “Items and the LR(0) Automaton” (pag. 242) in [3]) to traverse a grammar constraint with a stack. For instance, Figure 4.15}
shows the LR(0) automaton of the grammar constraint GC1. For clarity, the states (boxes) that can be reached through edges labelled with non-terminals are in grey (because they can be ignored).

Each box represents a step of the derivation. The dot written in each grammar production separate the already processed and pending elements of that production. In this example, there are only two paths, thus, this grammar constraint can produce two new stacks. Therefore, traversing the summary edge with the empty stack \( \bot \) produces two different stacks: \( \{0\} \) and \( \{1\} \). Traversing the summary edge with the stack \( \{0\} \) only produces one stack: \( \{1\} \) because the other path produces error according to Table 4.2.

4.4.2 Summary constraints for unknown source code functions

When we deal with calls to functions whose code is unavailable (e.g., because they belong to precompiled libraries), there is no information about the function being called. Therefore, it remains unknown what part of the argument is needed to compute the result.

Example 4.11. Consider the code in Figure 4.16, where the code of function gee is missing. Therefore, it is not possible to analyse how the returned value \( \{A,B\} \) depends on argument Arg. E.g., if Arg is a tuple, then it is impossible to know which positions of the tuple influence A or B.

When this situation happens (the called function cannot be analysed), we create a summary edge for every call argument (in this case only one summary
edge is created, the one for argument $\texttt{Arg}$) and all of them are labelled with an asterisk constraint. This ensures completeness because labelling the summary edges with an asterisk constraint empties the stack when it is traversed, which means that the whole argument is needed.

### 4.4.3 Dealing with recursion

Another possible source of non-termination is recursion. Direct or indirect recursion produce recursive CE-SDG grammars, which may lead to infinite derivations. This situation can be seen in Figure 4.17.

![Figure 4.17: Infinite derivation in a LR(0) automaton](image)

The grammar in the box at the top corresponds to a grammar constraint $\texttt{GC1}$. This grammar summarizes two paths, being one of them recursive. The LR-(0) analysis produces the LR(0) automaton at the bottom. It has seven nodes, but only those reachable through terminal symbols are relevant (the others are in grey colour). Clearly, we have a loop formed by the sequence $\{0\{1\}_1$. Therefore, any input stack that traverses this grammar constraint and can enter infinitely into the loop will produce an infinite sequence of output stacks. For instance, if we traverse this grammar constraint with the stack $\{1$, then the output stacks produced are infinite (see the output of $I_3$). The solution to this problem is analogous to the one proposed in the intraprocedural counterpart: dealing with these loops at slicing time with the PDA. The key factor is that, in spite of grammar constraints are defined as a set of productions during summary generation, loops can be detected if the edge is stored together with the constraint in each terminal symbol of the grammar. With this information, increasing loops
can be detected also in recursive calls by using the PDA of Figure 4.8. This process is equivalent to the one defined for the CE-PDG, thus, it ensures slicing termination.

## 4.4.4 Slicing the CE-SDG

The interprocedural CE-SDG produced by Algorithm 4.2 is equipped with new edges and constraints not present in the intraprocedural CE-SDG. These include input, output, and call edges; and also grammar constraints in summary edges.

In this section, we extend Algorithm 4.1 to deal with interprocedural programs. Algorithm 4.3 is based on the slicing algorithm proposed in [85]. As in the original algorithm, there are two different traversal phases and each one ignores a specific kind of edges (Lines 2-3). The behaviour of each slicing phase is very similar to the process described in Algorithm 4.1. The algorithm uses a work list with the states that must be processed, and each state represents the traversal of an edge (node reached, current stack, and list of traversed edges) (Line 9). First of all, function `getIncomingEdges` (Line 10) collects all the edges that reach the current node. Then, the edges specified by the argument `ignoredEdgeType` (output or input edges, depending on the phase) are ignored as well as the flow edges for which the previous traversed edge was structural (Line 12). After that, the constraint is processed by the `processConstraint` function (Line 14), which is now augmented to resolve grammar constraints. Grammar constraints summarise all the possible paths from a formal-in to a formal-out, so the traversal of a summary edge with the same initial stack may result into a set of different new stacks (one for each possible path). For this reason, the `processConstraint` function now returns a list of possible stacks instead of a single stack. All of them are included in the work list to be processed (Line 16) and, finally, the state is added to a list of processed states and the node is added to the work list.

Function `processConstraint` also detects traversal loops, modifying the value of the stack after processing a particular traversal repeated edge (lines 25-26). After that, all the productions of each grammar constraint are processed with function `processProduction`, which processes each production constraint by constraint, with a call to function `processConstraint`, allowing the detection of loops even when processing the elements of grammar constraints in summary edges. Inside `processProduction` function, function call to `getEdge` returns the information about the edge corresponding to this constraint, stored in the summary grammar.

### Algorithm 4.3 Interprocedural Slicing algorithm for CE-SDGs

**Input:** A CE-SDG, the slicing criterion node $n_{sc}$.

**Output:** The set of nodes that compose the slice.

```
1: function slicingAlgorithmInter(CE-SDG, n_{sc})
2:   slicePhase1 ← slicingPhase({⟨n_{sc}, ⊥, null⟩}, OUTPUT)
3:   slicePhase2 ← slicingPhase(slicePhase1, INPUT)
4:   return {node | ⟨node, _, _⟩ ∈ slicePhase2}
```
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5: function slicingPhase(workList, ignoreEdgeType)
6:     processed ← ∅
7: while workList ≠ ∅ do
8:     select some state ∈ workList
9:     ⟨node, stack, traversedEdges⟩ ← state
10: for all edge ∈ getIncomingEdges(node) do
11:     ⟨sourceNode, type, _⟩ ← edge
12:     if ignoreEdgeType = type ∨ (getLastEdgeType(traversedEdges) = structural ∧ type = flow) then
13:         continue
14:     stackSet ← processConstraint(stack, edge)
15: for all newStack ∈ stackSet do
16:         workList ← workList ∪ {⟨sourceNode, newStack, traversedEdges ++ edge⟩}
17:     processed ← processed ∪ {state}
18:     workList ← workList \ processed
19: return processed

20: function processConstraint(stack, edge)
21:     ⟨_, _, constraint⟩ ← edge
22:     if constraint = AsteriskConstraint then
23:         return {⊥}
24:     else if edge ∈ traversedEdges then
25:         if isIncreasingLoop(findLoop(traversedEdges), edge) then return {⊥}
26:     if constraint = EmptyConstraint then
27:         return {stack}
28:     else if constraint = AccessConstraint then
29:         newStack ← processAccess(stack, constraint)
30:         if newStack = error then
31:             return ∅
32:         else
33:             return {newStack}
34:     else
35:         productions ← getProductions(constraint)
36:         return \bigcup_{p ∈ productions} processProduction(stack, p)
37:     function processProduction(stack, production = ⟨c₁, ..., cₙ⟩)
38:     stacks ← {stack}
39: for all cᵢ ∈ production do
40:     stacks' ← ∅
41: for all s ∈ stacks do
42:     constraintEdge ← getEdge(cᵢ)
43:     stacks' ← stacks' ∪ processConstraint(s, constraintEdge)
44:     stacks ← stacks'
45: return stacks

4.5 Implementation

The changes performed in the PDG/SDG to implement this approach start from a decomposition in the representation of explicit data structures in Section 4.1 (e.g., lists and tuples in Erlang). For this reason, to implement and evaluate this approach, we have used an alternative fine-grained program representation
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equivalent to the SDG where the elements inside lists and tuples are unfolded into a tree of nodes replicating the structure described in this chapter. This representation is called Expression Dependence Graph (EDG) and how the graph is created and how we have implemented a program slicer based on it (e-Knife) is completely described in Chapter 5. Considering this, we have extended the implementation of e-Knife (Chapter 5, Section 5.5) with a new package composed by a set of classes representing different program constraints, included in the edges during the EDG creation. Therefore, we have transformed the EDG into the CE-EDG. Additionally, we have included the implementation of both Algorithms 4.1 and 4.3 in the slicing package.

Figure 4.18 represents the architecture of e-Knife after increasing its representation with constraints and adding the new slicing algorithm. In the figure, bolded squares and bolded rounded squares indicate new classes and packages added to the original e-Knife implementation. The main classes added to the method are the following:

- **ConstrainedAlg.** This class implements Algorithms 4.1 and 4.3, also applicable to the CE-EDG.
- **Constraint.** This set of classes represent the different types of constraints described in Section 4.1. There is one class per constraint and some extra classes to configure the behaviour of each constraint during the slicing process when using the constrained algorithm (Algorithm 4.3).

After the introduced constraint model, the implementation grew from 9600 to a total size of 11000 lines of code approximately. 1 package and a total of 21 new Java classes are added, leaving a project with 72 Java classes distributed in 14 different packages. All the source code is publicly available in https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang and a limited online version to test the tool can be found at https://mist.dsic.upv.es/e-knife-constrained/.

4.6 Experimental Results

Comparing our implementation against other slicers is not the best way to assess the proposed stack extension to the PDG, because we would find big differences in the PDG construction time, slicing time, and slicing precision due to differences in the libraries used, different treatment for syntax constructs such as list comprehensions, guards, etc. Therefore, we would not be able to assess the specific impact of the stack on the slicer’s precision and performance. The only way to do a fair comparison is to implement a single slicer that is able to build and slice the PDG/SDG with and without constraints. This is exactly what we have done.

All the algorithms and ideas described in this chapter have been implemented in a slicer for Erlang called e-Knife. e-Knife can produce slices based on either the PDG/SDG or their CE-counterparts. Thus, it allows us to know exactly the additional cost required to build and traverse the constraints, and
the extra precision obtained by doing so. e-Knife is a Java program with more than 11000 LOC. It is an open-source project and is publicly available\(^3\).

Additionally, anyone can slice a program via a web interface\(^4\), without the need to build the project locally. Large or very complex programs executed through the web interface may run into memory and time limitations, placed in this interface to avoid abuse.

To evaluate our technique we have divided our experimentation in two parts: intraprocedural evaluation (using Algorithm 4.1), and interprocedural evaluation (using Algorithm 4.3. To test the performance of e-Knife, we used Bencher, a program slicing benchmark suite for Erlang. All the benchmarks were interprocedural programs, so, to conduct the intraprocedural evaluation, we have created a new intraprocedural version of them (by inlining functions). This intraprocedural version has been made publicly available\(^5\). To evaluate the techniques proposed throughout this work, we have built both graphs (PDG/SDG and CE-PDG/CE-SDG) for each of the intra and interprocedural programs in bencher. Then, we sliced both graphs with respect to all possible slicing criteria\(^6\), which guarantees that there is no bias in the selection of slicing criteria.

We strictly followed the methodology proposed by Georges et al. [67]. Each program’s graph was built 1001 times, and the graphs were sliced 1001 times per criterion. To ensure real independence, the first iteration was always discarded (to avoid influence of dynamically loading libraries to physical memory, data persisting in the disk cache, etc.). From the 1000 remaining iterations we retained a window of 10 measurements when steady-state performance was

\(^3\)https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang
\(^4\)https://mist.dsic.upv.es/e-knife-constrained/
\(^5\)https://mist.dsic.upv.es/bencher/
\(^6\)Each variable use or definition in all functions that contain complex data structures.
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<table>
<thead>
<tr>
<th>Program</th>
<th>Graph Generation</th>
<th>Function</th>
<th>#SCs</th>
<th>PDG</th>
<th>CE-PDG</th>
<th>Slowdown</th>
<th>Red. Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>bench1A.erl</td>
<td>5468.10ms</td>
<td>5474.38ms</td>
<td>getlast/2</td>
<td>26</td>
<td>82.55µs</td>
<td>392.39µs</td>
<td>4.40 ± 0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>getnext/3</td>
<td>174</td>
<td>306.66µs</td>
<td>1044.44µs</td>
<td>2.41 ± 0.16</td>
<td>13.06 ± 1.48%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>getstringate/1</td>
<td>11</td>
<td>38.15µs</td>
<td>184.14µs</td>
<td>3.22 ± 0.18</td>
<td>8.61 ± 1.31%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>main/1</td>
<td>37</td>
<td>1114.93µs</td>
<td>2989.79µs</td>
<td>2.59 ± 0.20</td>
<td>38.76 ± 2.22%</td>
</tr>
<tr>
<td>bench2A.erl</td>
<td>49.69ms</td>
<td>49.79ms</td>
<td>tuples/2</td>
<td>22</td>
<td>38.59µs</td>
<td>151.21µs</td>
<td>3.09 ± 0.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>main/2</td>
<td>31</td>
<td>117.80µs</td>
<td>316.63µs</td>
<td>4.23 ± 0.42</td>
<td>20.79 ± 5.21%</td>
</tr>
<tr>
<td>bench3A.erl</td>
<td>48.06ms</td>
<td>48.75ms</td>
<td>lists/2</td>
<td>18</td>
<td>60.92µs</td>
<td>255.87µs</td>
<td>3.82 ± 0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>t/2</td>
<td>34</td>
<td>82.95µs</td>
<td>333.51µs</td>
<td>3.60 ± 0.36</td>
<td>12.25 ± 2.72%</td>
</tr>
<tr>
<td>bench4A.erl</td>
<td>401.52ms</td>
<td>401.66ms</td>
<td>B/2</td>
<td>46</td>
<td>21.49µs</td>
<td>71.59µs</td>
<td>2.94 ± 0.29</td>
</tr>
<tr>
<td>bench5A.erl</td>
<td>195.53ms</td>
<td>199.71ms</td>
<td>main/2</td>
<td>18</td>
<td>197.94µs</td>
<td>430.89µs</td>
<td>2.25 ± 0.11</td>
</tr>
<tr>
<td>bench1A1.erl</td>
<td>41.49ms</td>
<td>15.62ms</td>
<td>lists/2</td>
<td>16</td>
<td>43.09µs</td>
<td>141.87µs</td>
<td>3.90 ± 0.16</td>
</tr>
<tr>
<td>bench2A1.erl</td>
<td>1661.91ms</td>
<td>1663.25ms</td>
<td>add/4</td>
<td>26</td>
<td>104.88µs</td>
<td>454.65µs</td>
<td>4.27 ± 0.43</td>
</tr>
<tr>
<td></td>
<td></td>
<td>from_ternary/2</td>
<td>9</td>
<td>22.92µs</td>
<td>101.17µs</td>
<td>2.28 ± 0.14</td>
<td>5.56 ± 2.16%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>main/5</td>
<td>39</td>
<td>103.42µs</td>
<td>408.90µs</td>
<td>4.01 ± 0.51</td>
<td>8.43 ± 6.27%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>mul/3</td>
<td>21</td>
<td>55.90µs</td>
<td>261.14µs</td>
<td>4.57 ± 0.35</td>
<td>7.44 ± 2.31%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>to_ternary/4</td>
<td>13</td>
<td>74.94µs</td>
<td>199.70µs</td>
<td>3.16 ± 0.28</td>
<td>1.02 ± 1.43%</td>
</tr>
<tr>
<td>bench1A2.erl</td>
<td>354.19ms</td>
<td>354.62ms</td>
<td>main/2</td>
<td>81</td>
<td>85.94µs</td>
<td>451.66µs</td>
<td>4.01 ± 0.40</td>
</tr>
<tr>
<td>bench1A5.erl</td>
<td>1948.76ms</td>
<td>1949.15ms</td>
<td>main/4</td>
<td>74</td>
<td>246.99µs</td>
<td>669.24µs</td>
<td>2.94 ± 0.15</td>
</tr>
<tr>
<td>bench1A6.erl</td>
<td>276.66ms</td>
<td>276.76ms</td>
<td>word_count/5</td>
<td>36</td>
<td>83.79µs</td>
<td>289.83µs</td>
<td>3.96 ± 0.36</td>
</tr>
<tr>
<td>bench1A7.erl</td>
<td>63.61ms</td>
<td>63.69ms</td>
<td>msg/3</td>
<td>19</td>
<td>55.44µs</td>
<td>202.43µs</td>
<td>3.78 ± 0.18</td>
</tr>
<tr>
<td>bench1A8.erl</td>
<td>71.35ms</td>
<td>71.50ms</td>
<td>msg/2</td>
<td>19</td>
<td>83.09µs</td>
<td>278.90µs</td>
<td>3.73 ± 0.31</td>
</tr>
<tr>
<td>Totals and averages for set A</td>
<td>757</td>
<td>218.85µs</td>
<td>614.51µs</td>
<td>3.88 ± 0.10</td>
<td>11.67 ± 3.02%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 4.3:** Summary of experimental results, comparing the PDG (without constraints) to the CE-PDG (with constraints).

reached, i.e., once the coefficient of variation (CoV, the standard deviation divided by the mean) of the 10 iterations falls below a preset threshold of 0.01 or the lowest CoV if no window reached it. It is with these 10 iterations that we computed the average time taken by each operation (building each graph or slicing each graph w.r.t. each criterion).

The results of the experiments performed are summarised in Tables 4.3 and 4.4. These tables sum up two experiment sets, one for the inprocedural suite (called set A) and other for the interprocedural suite (called set B). The two columns into the graph generation part of the tables display the average time required to build each graph. Building the CE-PDG/CE-SDG, as in the PDG/SDG, is a quadratic operation; and the inclusion of labels in the edges is a linear operation. Thus, building the constrained graphs is only slightly slower than its counterpart. The other columns are as follows (average values are w.r.t. all slicing criteria):

**Function (only in Table 4.3):** the name of the function where the slicing criterion is located.

**#SCs:** the number of slicing criteria in that function.

**PDG, CE-PDG, SDG, CE-SDG:** the average time required to slice the corresponding graph.

**Slowdown:** the average additional time required (with 95% error margins), when comparing the CE-PDG/CE-SDG with the corresponding PDG/SDG. For example, in the first row of Table 4.3, the computation of each slice is on average 4.40 times slower in the CE-PDG.

**Red. Size:** the average reduction in the slices sizes (with 95% error margins). It is computed as \((A - B)/A\) where \(A\) is the size (number of AST nodes) of the slice computed with the standard (field-insensitive) algorithm and

The values are provided for the average reduction in slices sizes (Red. Size) and the slowdown. The values are shown in the table for both the PDG and CE-PDG, with the average values provided for each function. The values are also shown for the #SCs, which is the number of slicing criteria in that function.
Table 4.4: Summary of experimental results, comparing the SDG (without constraints) to the CE-SDG (with constraints).

<table>
<thead>
<tr>
<th>Program</th>
<th>Graph Generation</th>
<th>#SCs</th>
<th>SDG</th>
<th>CE-SDG</th>
<th>Slowdown</th>
<th>Red. Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>bench1A.erl</td>
<td>4689.59ms</td>
<td>273</td>
<td>2375.91µs</td>
<td>52978.07µs</td>
<td>19.04 ± 1.48</td>
<td>8.47 ± 2.33%</td>
</tr>
<tr>
<td>bench2B.erl</td>
<td>122.27ms</td>
<td>17</td>
<td>100.39µs</td>
<td>160.02µs</td>
<td>2.54 ± 0.47</td>
<td>0.62 ± 0.65%</td>
</tr>
<tr>
<td>bench3A.erl</td>
<td>53.70ms</td>
<td>18</td>
<td>13.09µs</td>
<td>203.20µs</td>
<td>30.70 ± 0.42</td>
<td>15.3 ± 3.65%</td>
</tr>
<tr>
<td>bench4B.erl</td>
<td>38.34ms</td>
<td>39</td>
<td>13.43µs</td>
<td>251.29µs</td>
<td>19.98 ± 0.33</td>
<td>12.03 ± 3.61%</td>
</tr>
<tr>
<td>bench5B.erl</td>
<td>47.56ms</td>
<td>11</td>
<td>83.64µs</td>
<td>310.43µs</td>
<td>4.39 ± 0.20</td>
<td>6.38 ± 0.85%</td>
</tr>
<tr>
<td>bench6B.erl</td>
<td>52.36ms</td>
<td>41</td>
<td>64.04µs</td>
<td>211.37µs</td>
<td>3.65 ± 0.39</td>
<td>7.67 ± 2.97%</td>
</tr>
<tr>
<td>bench7B.erl</td>
<td>131.43ms</td>
<td>42</td>
<td>317.21µs</td>
<td>19641.19µs</td>
<td>57.75 ± 7.30</td>
<td>0.73 ± 0.68%</td>
</tr>
<tr>
<td>bench8B.erl</td>
<td>154.76ms</td>
<td>17</td>
<td>305.20µs</td>
<td>688.48µs</td>
<td>2.02 ± 0.16</td>
<td>1.75 ± 1.04%</td>
</tr>
<tr>
<td>bench9B.erl</td>
<td>147.62ms</td>
<td>15</td>
<td>415.38µs</td>
<td>7368.92µs</td>
<td>26.06 ± 5.94</td>
<td>2.24 ± 1.25%</td>
</tr>
<tr>
<td>bench11B.erl</td>
<td>15.10ms</td>
<td>13</td>
<td>69.14µs</td>
<td>248.10µs</td>
<td>3.58 ± 0.18</td>
<td>5.02 ± 2.08%</td>
</tr>
<tr>
<td>bench12B.erl</td>
<td>56.36ms</td>
<td>88</td>
<td>1445.05µs</td>
<td>7241.07µs</td>
<td>5.15 ± 1.32</td>
<td>3.10 ± 2.85%</td>
</tr>
<tr>
<td>bench13B.erl</td>
<td>41.06ms</td>
<td>22</td>
<td>212.29µs</td>
<td>301.64µs</td>
<td>1.59 ± 0.35</td>
<td>3.30 ± 1.31%</td>
</tr>
<tr>
<td>bench14B.erl</td>
<td>255.98ms</td>
<td>52</td>
<td>167.98µs</td>
<td>522.23µs</td>
<td>2.80 ± 0.40</td>
<td>15.38 ± 4.50%</td>
</tr>
<tr>
<td>bench15B.erl</td>
<td>376.22ms</td>
<td>73</td>
<td>394.71µs</td>
<td>770.11µs</td>
<td>2.39 ± 0.16</td>
<td>10.08 ± 2.88%</td>
</tr>
<tr>
<td>bench16B.erl</td>
<td>170.25ms</td>
<td>40</td>
<td>299.22µs</td>
<td>3490.00µs</td>
<td>30.73 ± 6.76</td>
<td>3.70 ± 1.51%</td>
</tr>
<tr>
<td>bench17B.erl</td>
<td>93.42ms</td>
<td>19</td>
<td>248.47µs</td>
<td>442.49µs</td>
<td>1.88 ± 0.22</td>
<td>1.96 ± 2.38%</td>
</tr>
<tr>
<td>bench18B.erl</td>
<td>102.34ms</td>
<td>19</td>
<td>393.15µs</td>
<td>607.97µs</td>
<td>1.55 ± 0.15</td>
<td>0.05 ± 0.10%</td>
</tr>
<tr>
<td>Totals and averages for set B</td>
<td>816</td>
<td>1060.16µs</td>
<td>19742.28µs</td>
<td>1644.05µs</td>
<td>13.43 ± 1.18</td>
<td>7.12 ± 2.47%</td>
</tr>
</tbody>
</table>

Chapter 4. Field-Sensitive Slicing with Constrained Graphs

B is the size (number of AST nodes) of the slice computed with the field-sensitive algorithm (Algorithms 4.1 and 4.3 for both Tables 4.3 and 4.4, respectively). This way of measuring the size of the slices is much more precise and fair. LOC is not proper because it can ignore the removal of subexpressions. PDG/CE-PDG (respectively SDG/CE-SDG) nodes is not a good solution because the CE-PDG includes nodes and arcs not present in their counterparts, therefore they are incomparable.

The averages shown at the bottom of the table are the averages of all slicing criteria, and not the averages of each function’s average.

The first 13 benchmarks (set A) are benchmarks with complex data structures sliced using the intraprocedural algorithm, while the rest of benchmarks (set B) are programs with multiple functions connected by interprocedural edges. In set A, each slice produced by the CE-PDG is around four times slower. However, this has little impact, as each slice consumes just hundreds of milliseconds. As can be seen in each row, generating the graph is at least 3 orders of magnitude slower than slicing it. This increase in time is offset by the average reduction in the slices size of around 47%.

If we consider interprocedural program slicing, the slowdown is 13.43. In this case, the technique has more opportunities for improvement because, contrarily to the intraprocedural CE-PDG, the graph includes the traversal of summary edges, where it is more common to run a cycle detection process due to the appearance of summary grammars. Even so, the use of constraints results into a reduction in the slices size of 7.12 ± 2.47%.

If we consider both sets, the average reduction of using the CE-PDG/CE-SDG and their corresponding algorithms results in an average reduction of...
9.31±2.73%. This is a very good result: for many applications, e.g., debugging, reducing the suspicious code over 9.31% with a cost of increasing the slicing time by only a few milliseconds is a good trade-off to make.

4.7 Related Work

Transitive data dependence analysis has been extensively studied [167, 187]. Less attention has received, however, the problem of field-sensitive data dependence analysis [108, 123, 163, 186]. The existing approaches can be classified into two groups: those that treat composite structures as a whole [123, 129, 139, 147], and those that decompose them into small atomic data types [2, 9, 18, 72, 100, 103, 138, 163]. The later approach is often called *atomization* or *scalar replacement*, and it basically consists of a program transformation that recursively disassembles composite structures to their primitive components. However, slicing over the decomposed structures usually uses traditional dependence graph based traversal [9, 72, 103] which limits the accuracy. Other important approaches for field-sensitive data dependence analysis of this kind are [108, 123, 186]. Litvak et al. [123] proposed a field-sensitive program dependence analysis that identifies dependences by computing the memory ranges written/read by definitions/uses. Späth et al. [186] proposed the use of pushdown systems to encode and solve field accesses and uses. Snelting et al. [183] present an approach to identify constraints over paths in dependence graphs. Our approach combines atomization with the addition of constraints checked by pushdown systems to improve the accuracy of slicing composite data structures.

There exist approaches for the field-sensitive slicing of some specific data structures. If we refer to arrays, some static proposals consider the whole array as a variable, and each access as a definition or use of that variable [129]. However, this technique produces complete, but unnecessarily large program slices [18]. The PDG variant of Ottenstein and Ottenstein [147] represents composite data types providing a node for each one of its subexpressions, and provides special *select* and *update* operators to access the elements of an array. Other static approaches rely on determining whether two statically unknown vector accesses can refer to the same memory location during runtime [39, 111]. Some papers [14, 133, 158] propose algorithms that demonstrate the absence of a flow dependence between array accesses under certain conditions.

Some approaches [33, 37, 72, 112] have been also proposed to accurately represent the inner structure of objects and the dependences between their data members. Most object-oriented approaches [72, 118, 202] are based on the same principle: object variables and their inner data members are unfolded in a tree-like representation when used at function calls. This allows for the generation of dependences between data members of a particular object and to accurately slice off those data members of an object that are not affecting the slicing criterion. Our representation is inspired by this tree-like structure, but with some differences. In our representation the tree structure is connected with a new kind of edges (structural edges) instead of control edges. This allows us to apply a different slicing behaviour for structural edges without interfering in the traversal restrictions given to control edges in some slicing algorithms [109].
Additionally, our tree structure is connected not only with structural edges, but also with flow edges; providing a more realistic representation of the dependencies between a composite structure and all its elements.

Several works have tried to adapt the PDG for functional languages dealing with tuple structures in the process [25, 32, 108, 198]. Some of them with a high abstraction level [171], and other ones with a low granularity level. Silva et al. [180] propose a new graph representation for the sequential part of Erlang called the Erlang Dependence Graph. Their graph, despite being built with the minimum possible granularity (each node in the graph corresponds to an AST node) and being able to select subelements of a given composite data structure, does not have a mechanism to preserve the dependence of the tuple elements when a tuple is collapsed into a variable; i.e., they do not solve the slicing pattern matching problem (for instance, they cannot solve the program in Figure 4.2). In contrast, although our graph is only fine-grained at composite data structures, we overcome their limitations by introducing an additional component to the graph, the constrained edges, which allow us to carry the dependence information between definition and use even if the composite structure is collapsed in the process.
Chapter 5

Overcoming SDG Limits: The Expression Dependence Graph

Besides completeness (extracting all the code that affects or is affected by the slicing criterion), the main goal of program slicing is precision (removing as much code that does not affect or is not affected by the slicing criterion as possible). Nevertheless, most implementations of program slicing use the SDG, which imposes a precision barrier: its granularity level are statements. Currently, the only statements that are broken down properly in the SDG are objects, blocks, and procedure calls. By breaking down procedure calls, program slicing can reason about whether or not the arguments of a specific call should be sliced off. However, other important situations cannot be handled by the SDG, and some of them cannot be even correctly handled by industrial refactoring tools that include program slicing. In this chapter we showcase some of these situations (Section 5.1) and present a new representation model, the Expression Dependence Graph (EDG) to solve them. We describe how the EDG is created and sliced in Sections 5.2 and 5.3. After that, in Section 5.4 we illustrate how the EDG representation solves the problems presented in Section 5.1. Finally, we show the implementation and the results of the experimental evaluation of the model in Sections 5.5 and 5.6.

5.1 Representation problems of the SDG

Along this section we show that the SDG is implicitly limited by its way of representing complex syntax constructs. We present some problems of the SDG when representing code of both imperative and functional programs with examples in Java and Erlang. In general, the problems shown apply to any language that has similar syntax constructs. For each problem, we compare the slice obtained with the SDG and the slice computed with our graph representation. In each fragment of code the underlined blue code represents the slicing criterion, the computed slice is shown in black, and the sliced code is shown in grey.

Problem 5.1 (Extraction of embedded definitions). Figure 5.1 contains a fragment of code extracted from [55]. This code shows the SDG’s lack of accuracy in assignments with several operands. As the SDG represents the whole assignment with a single node, the definition of variable \( b \) in line 4 cannot be sliced without including the whole \( d \) assignment statement. Note that including the procedure
calls \texttt{foo()} and \texttt{baz()} in the slice is very imprecise because it triggers a snowball effect, forcing the slice to also include the definition of these functions and all other functions called from them.

\textit{Cause:} The SDG represents assignments with multiple definitions as a single node.

\textit{Current solution:} A solution to this problem is shown in \cite{97}, where the authors define a new graph representation called the \textit{combined C graph}, where embedded definitions with side effects are moved to another graph node to improve slicing precision. An alternative solution for this problem is to perform an ad-hoc program transformation: line 4 can be replaced by: \texttt{d = a \ast b \ast c; b++;}. This transformation, however, can be insufficient in many cases such as: \texttt{d = a \ast b++ \ast c + b}; and, thus, further analysis is needed.

\begin{verbatim}
1 a = foo();
2 b = bar();
3 c = baz();
4 d = a \ast b++ \ast c;
5 e = b;
\end{verbatim}

(a) SDG slice

\begin{verbatim}
1 a = foo();
2 b = bar();
3 c = baz();
4 d = a * b++ * c;
5 e = b;
\end{verbatim}

(b) EDG slice

\textbf{Figure 5.1: Extract inner assignments}

\textbf{Problem 5.2} (Monolithic code). Consider the simple Java source code fragment of Figure 5.2. Selecting a variable in an expression as the slicing criterion may force the inclusion in the slice of some variables and expressions that are not actually needed. In this case, because the condition contains a non-short-circuit operand, the evaluations of neither \texttt{x = 0}, \texttt{x = 10}, \texttt{x == 10} nor \texttt{foo()} are actually needed to reach variable \texttt{y} in line 3. Therefore, in this example it is not enough to decompose the if-condition into the two boolean subexpressions. To make the slice precise, the extraction of a single variable is needed.

\textit{Cause:} The SDG does not decompose expressions, thus it prevents from analysing the inter-dependences between operations and operands.

\textit{Current solution:} This lack of precision is often assumed even by commercial slicers. A solution is to post-process the slice code ad-hoc to determine what operands could be removed. This often implies a data flow analysis that not always ensures an improvement in the accuracy.

\begin{verbatim}
1 int x = 0, y = 5;
2 x = 10;
3 if (x == 10 | y == foo()) {
4   x = y = 20;
5 }
\end{verbatim}

(a) SDG slice

\begin{verbatim}
1 int x = 0, y = 5;
2 x = 10;
3 if (x == 10 | y == foo()) {
4   x = y = 20;
5 }
\end{verbatim}

(b) EDG slice

\textbf{Figure 5.2: Unnecessary evaluation}

\textbf{Problem 5.3} (try-catch structures). Figure 5.3 shows an important problem that makes the SDG to produce wrong (incomplete) slices. The only possible
executions that reach the slicing criterion are those in which $f(a)$ produces an exception. However, if $f(a)$ produces an exception, then $b$ is never assigned in line 4. This means that the value of $b$ in the slicing criterion (a use) comes from the definition of $b$ in line 2 (this is correctly sliced in the EDG slice). Unfortunately, in the SDG, the assignment in line 4 is represented with a node that includes $b$ and the call to $f(a)$. Thus, both are included in the slice, being the definition of $b$ in line 4 not only unnecessary, but a source of incompleteness.

**Cause:** The SDG node raising the exception and the SDG node defining $b$ are the same. For this reason the last definition of $b$ is always found in this node whether the exception is raised or not. Thus, this definition of $b$ prevents its previous definition to be considered.

**Current solution:** A solution to this problem was proposed by Allen and Horwitz [6]. The solution augments the CFG of method calls with two different paths for smooth and exception executions. This path division moves the definition of $b$ in line 4 exclusively to a path where the exception is not raised. This way, when the exception is raised, the last life definition for the use of $b$ in the catch block, is the one in line 2. Another valid approach would be to use a pre- and post-processing of the SDG that analyse what parts of the code are not executed when exceptions are thrown. This analysis should be used at slicing time to avoid including unfinished assignments, like the one for $b$ in line 4, in the slice.

```
1 int b;
2 b = 10;
3 try {
4   b = f(a);
5 } catch (Exception e) {
6     log(b);
7 }
```

(A) SDG slice

```
1 int b;
2 b = 10;
3 try {
4   b = f(a);
5 } catch (Exception e) {
6     log(b);
7 }
```

(B) EDG slice

**Figure 5.3:** try-catch structures

**Problem 5.4** (for loops). Figure 5.4 shows that the SDG by default includes in the slice the three components of the for-loop’s header (initialisation, condition, and update). If one of the components contains more than one element then all of them are included in the slice.

**Cause:** The SDG represents complex program constructs with a single node.

**Current solution:** A solution was proposed in [132], where a specific representation in the SDG for the for loop is presented. Roughly, they decompose with independent nodes the initialisation, the condition, and the update (this is in the same direction as the EDG) but they fail to further decompose the expressions inside them.

**Problem 5.5** (List comprehensions). Figure 5.5 shows that the SDG lacks of a representation for many program constructs such as the list comprehension. In the standard SDG, the whole assignment, including the list comprehension is part of a single node, which leads to a big source of imprecision (see Figure 5.5a).
Some advanced slicers, especially those designed for functional languages such as SlicErl [181], give an ad-hoc treatment to program comprehension constructs. But even this special treatment is not enough in many cases such as this. Figure 5.5b shows the slice produced by SlicErl, which represents every generator with a single node, thus wrongly including \( Y \) in the slice.

**Cause:** The SDG does not explicitly represent list comprehensions because they are expressions.

**Current solution:** Ad-hoc representations in the SDG for different constructs such as list comprehensions, generators, filters, or just tuples are used in the Erlang functional language in Silva et al. [181].

\[
[[X,Y] \mid \{x,y\} \leftarrow L1, X < 1, Y > 2]
\]

**Figure 5.5:** List comprehension

This set of problems show important limitations of the SDG, being the worst that the minimum granularity level is a statement. The SDG does not allow us to represent operations, literals, variables, or expressions; nor to select them as the slicing criterion; nor to remove them from the slice when they are part of a node that belongs to the slice.

We have observed that similar ad-hoc solutions have been proposed in the literature once and again to solve the same problem in different contexts. To cite some examples, the SDG has been extended with additional nodes to represent: objects [118, 128, 202], exceptions [6, 62], \texttt{for}-loops [132], list comprehensions [181], composite data structures [72, 108, 123, 186], etc. The need for these ad-hoc solutions are a clear symptom that the SDG should be generalised to account for all those problems. We propose a generalisation of the graph that not only allows us to solve all those problems at once, but also enables the graph to reason about problems for which the SDG is not suitable, like the representation of isolated variable declarations as an independent node of the graph.

Our extension of the SDG is a natural generalisation that makes it more precise because each single literal (expression) is represented with a node (i.e., each node represents the minimum programmatic information: an abstract syntax...
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tree (AST) node), for this reason we call this extension the expression dependence graph (EDG). This new representation naturally produces a solution to most of the above problems. E.g., for-loops and list comprehensions are trivially decomposed and solved; complex data structures such as lists or tuples are broken down allowing us to distinguish different elements inside them; etc.

The EDG is a fine-grained representation that incorporates several novelties:

- Each EDG node represents the minimum program unit: a program literal.
- The EDG defines a new type of dependence (called value dependence) that only exists between subexpressions.
- In the EDG, expressions and statements are represented in a different way.
  - Expressions have a dual-node representation where one node contains the value given to the literal it represents, and the other the presence of the literal in the program. This representation provides more possibilities to naturally obtain executable well-structured slices including compilation dependences.
  - Statements have a single-node structure that represents their presence or absence in the slice.
- The EDG includes another new type of dependence (called declaration dependence) that is able to include variable declarations (without including the initial value if it is not needed) taking profit of the dual-node representation given to expressions.
- The EDG provides an explicit representation for function returned values, naturally building “result” nodes for every function definition and function call.

Because the proposed extension is an SDG generalisation, the new representation can behave exactly as a standard SDG (the granularity of the nodes can be reduced by ignoring some edges, or by treating some subtrees as a single node). Therefore, all the extensions defined so far for the SDG are still valid in the EDG. However, they could be reformulated taking advantage of the new EDG nodes to improve their accuracy.

It is important to remark that we do not propose here a developed solution to all those slicing problems; but a tool—a new program representation—that can be used to better solve many slicing problems. For this reason, in order to evaluate the initial potential of our representation, we have focused our implementation and evaluation in a subset of two programming languages from different programming paradigms: Java, in representation of the object-oriented paradigm; and Erlang, in representation of the functional paradigm. It is worth mentioning that it is not an objective of this work to implement a slicer for the whole Java and Erlang languages, but only to evaluate the advantages of our representation in different programming paradigms. Hence, our implementation nor considers multiple-class Java programs, neither concurrent Erlang programs; but only considers the imperative subset of Java and the sequential
part of Erlang programs (as it happens in the problems shown so far in this section). The implementation of all object-oriented and concurrent programs based on the EDG would be an interesting future work because the performance and the accuracy provided by the EDG in the experimental evaluation has been proved promising.

5.2 From ASTs to EDGs

In this section, we explain how to obtain an EDG from any given AST. Briefly explained, firstly, the AST is labelled with control flow and a new intra-expression dependence called value dependence to produce a labelled AST (L-AST). Secondly, the L-AST is augmented with a dual-node representation for expressions, enhancing the graph expressivity and adjusting the graph for control and flow dependence generation, producing a transformed labelled AST (TL-AST). Thirdly, control, flow, and some extra slicing edges are added to generate an intraprocedural EDG and, finally, as in the SDG, the EDG is augmented with call, parameter-in, parameter-out, and summary edges to be an interprocedural EDG. In a nutshell:

\[
\begin{align*}
AST & \rightarrow L-AST \rightarrow TL-AST \rightarrow EDG \rightarrow EDG \\
& \quad \text{(intra)} \quad \text{(inter)}
\end{align*}
\]

In the following sections, we explain the information a L-AST should contain and how to transform an L-AST into an interprocedural EDG.

The starting graph of the EDG: labelled ASTs

An AST is a tree representation of a source code written in one specific language but, unfortunately, the information provided by its edges (called structural edges from here on) in not enough to compute program slices. For instance, it lacks information about control flow, which is needed to construct control and flow dependences. Therefore, we need the given AST to be equipped with two resources:

1. The control flow graph (CFG). The CFG is the starting graph needed to construct the whole PDG of a method; whereas, in the EDG, the CFG is an additional resource incorporated into the AST indicating in which order AST nodes are evaluated during the execution. As it happens with the PDG, the CFG is completely necessary to compute control and flow dependences.

2. The value edges that represent what we call value dependence. Value dependences are new intra-statement dependences that appear when breaking down some PDG nodes. They were already noted by Krinke and Snelting in [103, 107]. Value dependences indicate where the value of an expression comes from through its components. They are language-dependent, represent how the values flow between the components of an expression, and are essential to keep slices precise when it comes to subexpressions.
First of all, we need to compute the CFG for each procedure of the program, defining the order in which the AST nodes are executed. The nodes of the CFG used in the EDG are AST nodes (instead of statements) and the definition of this CFG is formalised below.

**Definition 5.1** (Control-flow Graph in ASTs). Let \( G = (N, E_s) \) be the AST of a procedure where \( N \) is the set of nodes of the procedure and \( E_s \) is the set of structural edges in the AST of the procedure. Let \( n_1 \) and \( n_2 \) be nodes in \( N \). The CFG of \( G \) is a graph \( \text{CFG}_G = (N, E_{cf}) \) where the set \( E_{cf} \) fulfils the following conditions:

1. \( (n_1, n_2) \in E_{cf} \iff n_2 \) can be immediately executed after \( n_1 \)
2. \( \exists n_{enter} \in N \mid \forall n \in N . (n_{enter}, n) \in E_{cf} \)
   \{All procedure nodes can be reached from an initial node Enter by traversing control-flow edges\}
3. \( \exists n_{exit} \in N \mid \forall n \in N . (n, n_{exit}) \in E_{cf} \)
   \{The Exit node can be reached from any procedure node by traversing control-flow edges\}
4. \( n_{enter} = n_{exit} = \text{root}(G) \)
   \{The enter and the exit node must be the same node, the root of the AST\}

We can now define the new dependence (value dependence) that appears in a CFG defined over an AST. Given an AST \( G \), we define the set \( \text{EXP} \) as the set of nodes in \( G \) that represent expressions.

**Definition 5.2** (Value Dependence). Let \( G = (N, E_s \cup E_{cf}) \) be an AST with an inscribed CFG where \( N \) is a set of nodes, \( E_s \) is a set of structural edges, and \( E_{cf} \) a set of control-flow edges. Given two expression nodes \( n_1, n_2 \in \text{EXP} \), \( n_2 \) is value dependent on a CFG node \( n_1 \) if and only if:

1. the value of the expression at \( n_1 \) is needed to compute the value of \( n_2 \), and
2. \( \exists n_3 \in \text{EXP} \) where \( (n_3, n_1), (n_3, n_2) \in E_s^* \), and
3. \( \nexists n_4 \in N, n_4 \notin \text{EXP} \) where
   - \( (n_3, n_4), (n_4, n_1) \in E_s^* \), or
   - \( (n_3, n_4), (n_4, n_2) \in E_s^* \)

Note that value dependence is transitive and it is restricted to expressions. Condition 2 forces that \( n_1 \) is a subexpression of \( n_2 \) (when \( n_3 = n_2 \)), or \( n_2 \) is a subexpression of \( n_1 \) (when \( n_3 = n_1 \)), or \( n_1 \) and \( n_2 \) are subexpressions of a common expression \( n_3 \) (when \( n_1 \neq n_2 \neq n_3 \)). Therefore, value dependence is limited to connect elements within the same statement. Moreover, condition 3 ensures that \( n_1 \) and \( n_2 \) share a parent expression \( n_3 \) without any intermediate statement \( n_4 \) between them.

In order to represent value dependence in the AST, we label it with *value edges*, which account for value dependence in an intransitive way, exactly as
flow edges do (i.e., two edges \( A \rightarrow B \) and \( B \rightarrow C \) avoid the creation of \( A \rightarrow C \), thus, minimizing the number of edges). Value edges are the transitive reduction of the value dependence, and they can be computed according to the following definition:

**Definition 5.3 (Value edge).** Let \( G = (N, E) \) be an AST where \( N \) is a set of nodes and \( E \) is a set of edges. There is a value edge from a node \( n_2 \in N \) to a node \( n_1 \in N \) if and only if:

1. \( n_1 \) is value dependent on \( n_2 \),
2. \( \nexists n_3 \in N . n_1 \) is value dependent on \( n_3 \) and \( n_3 \) is value dependent on \( n_2 \).

Value dependence is intra-statement and it complements flow-dependence, which is inter-statement. Both play a similar role, while flow dependence links definitions and uses of variables between different program statements, value dependence works at expression level, linking the subexpressions that are inter-dependent. Together, they form the so-called data dependence. Observe that value dependence is defined in a language agnostic manner thanks to condition (1). The semantics of each language defines what nodes of an expression are needed to compute the value of the other nodes. Example 5.1 contains an illustrative example of what value dependence represents and how value edges and flow edges represent dependences with different origins.

**Example 5.1.** Consider the code in Figure 5.6 that shows (a) two consecutive statements of a program and (b) its associated AST, which incorporates the corresponding value and flow edges.

As it can be seen, there is a value edge between the components of each assignment: \((1 \rightarrow =), (\rightarrow \rightarrow x), (x \rightarrow \rightarrow ), \rightarrow \rightarrow y), (x \rightarrow \rightarrow y), (\rightarrow \rightarrow =), \rightarrow \rightarrow +)\) and \((3 \rightarrow \rightarrow +)\). But not between the \( x \) components of the two different assignments, which are connected by a flow edge.
\[ X = \text{if} \ (Y>0) \rightarrow 1; \]
\[ \quad \text{true} \rightarrow 2 \]
\[ \text{end}. \]

**Figure 5.7:** Example of if-then Else structure in Erlang

The definition of value dependence can be adapted to each AST considering the collection of expressions used in each language, thus, each language defines its own value dependence. For instance, in Erlang, contrarily to Java, an *if-then-else* is an expression. Therefore, in Erlang, the expression in Figure 5.7 induces a value dependence between \( X \) and the *if-then-else*.

Another interesting example is the multiple assignment in line 4 of Figure 5.2. Value edges represent how variables \( x \) and \( y \) get their values (e.g., 20 is assigned to \( y \) and later assigned to \( x \)) during the execution of the assignment. Example 5.2 shows four possible ASTs that represent this assignment. The example shows how each ASTs can be later labelled with control flow and value edges in multiple ways, differentiating which ones provide a representation usable to reach our goal.

**Example 5.2** (Possible labelled ASTs for line 4 in Figure 5.2). Consider Figure 5.8 that contains four possible ASTs for statement \( x = y = 20; \).

Note that the ASTs in Figure 5.8 are just possible instances, and that there can be other ASTs that represent the same statement. ASTs shown in Figure 5.8 allow for having a representation of the source code, but they do not provide any information about how the source code is executed or how variables get values. Figure 5.9 shows the same ASTs labelled with some extra edges that provide this information. These labelled ASTs are called L-ASTs.

Each AST shown in Figure 5.9 can be labelled in multiple ways. Unfortunately, we cannot discuss all of them because of the exponential combination. Therefore, only some common L-ASTs are shown. In all the L-ASTs, the control flow edges indicate that the evaluation of 20 comes first, and the assignments of \( x \) and \( y \) happen afterwards as well as the order in which they are assigned. Value edges indicate where the value of an expression comes from and they are language dependent. For instance, given a specific language, it is needed to define how \( \text{if} \ ((x = y = 20) > z) \) should be evaluated to finally evaluate \( \text{if} \)
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Figure 5.9: ASTs of Figure 5.8 labelled with control flow and value edges

(20 > z). In the four ASTs in Figure 5.9, only 5.9c and 5.9d can be used to represent the previous if predicate because they provide a value for the \((x = y = 20)\) expression. In Figure 5.9c, the value edges indicate that 20 is assigned to y, the value of y is later assigned to x and finally the value of x would be used in the comparison. In Figure 5.9d, 20 is assigned to y, assigned to x and would be used in the comparison, but the order in which this happens is not even imposed (the order can be deduced from the control flow edges).

To construct an EDG, we start from an AST labelled with control flow and value edges. Control flow edges need to fulfil one important property to correctly calculate control dependences and, thus, control edges: all nodes in a labelled AST must be reachable from an initial node (in Figure 5.9 the initial node is 20). Labelled ASTs are formalised in Definition 5.4.

Definition 5.4 (Labelled AST). A labelled AST (L-AST) is a graph \(G = (N,E)\) where \(N\) is a set of nodes in the AST and \(E = E_s \cup E_{cf} \cup E_v\) is a set of edges, in which \(E_s\) are structural edges, \(E_{cf}\) are the control-flow edges computed following the rules in Definition 5.1 for all procedures, and \(E_v\) are value edges computed following Definition 5.3.

Moreover, some nodes in the L-AST have to be labelled indicating what kind of nodes they are. These labels are used to generate the so-called DEC, DEF, USE, and EXP sets that contain variable-declaration nodes, variable-definition nodes, variable-use nodes, and expression nodes, respectively. For instance, in Figure 5.9, all nodes belong to the EXP set, and the x and y nodes also belong to the DEF set. Any AST labelled with these node sets and with control flow and value edges is valid to be handled by our technique.

Transforming labelled ASTs for program slicing

L-ASTs are the starting graphs of the EDG and they need to be properly transformed to be suitable for program slicing (Figure 5.10 shows the L-AST transformation of \(y = 20\) expression). The L-AST transformation basically consists
5.2. From ASTs to EDGs

in:

1. Add a new “result” node associated with each expression (i.e., each AST node labelled as EXP). It represents the value the expression is evaluated to during the execution.

2. All value edges are moved to the corresponding result nodes (e.g., the edge from assign to y now goes from the result of assign to the result of y). Furthermore, all outgoing control flow edges are moved to the associated result node (e.g., the edge from assign to y now goes from the result of assign to y) except for the enter/exit nodes, where the edges moved to the corresponding result node are the incoming control flow edges instead the outgoing ones. This way, the CFG has now two differentiated enter and exit nodes and control dependence algorithms can be correctly applied.

3. Add value and control flow edges from every expression to its corresponding result node. This value edge makes every result node dependent on the expression it represents. These three steps also prevent the loops that happen in other approaches [103, 107]. For instance, the loop between assign and 20 disappeared.

4. Remove all structural edges between expression nodes. This step removes syntactical intra-statement dependences that are not needed. For instance, in Figure 5.10, the structural edge between assign and 20 represents an unnecessary dependence because 20 is not influenced in any way by assign. Other approaches that keep the structural edges (e.g., [103, 107, 188]) employ them as a false dependence and this compromises the precision of their slices. In this particular example, they would produce the slice “= 20” when 20 is the slicing criterion.

This new expression-result structure is useful when traversing the graph because they divide node’s responsibilities by separating each expression from its result. For instance, in the right graph of Figure 5.10 obtained from the transformation, selecting literal 20 does not include any other node in the slice.
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because node 20 has no dependences in the graph. Note also that the original
nodes are maintained in the transformation. This allows for selecting any ex-
pression without being interested in its value. For instance, selecting the y node
as the slicing criterion does not include literal 20 in the slice. This is useful to
reason about how the execution reached that point (control dependences needed
to reach a particular point of the program). In contrast, if the value of y were
of interest then its result node should be selected as the slicing criterion and,
in such a case, literal 20 would be reached and included in the slice.

Algorithm 5.1 formalizes the transformation of the labeled AST. The auxiliary
function $R(n)$ returns the result node of $n$. If $n$ is not an expression node,
then $R(n)$ returns $n$.

**Algorithm 5.1** L-AST transformation

**Input:** A L-AST $G = (N, E)$ where $E = E_s \cup E_{cf} \cup E_v$.

**Output:** A transformed graph $G' = (N', E')$ where $E' = E'_s \cup E'_{cf} \cup E'_v$.

1: $N' \leftarrow N \cup \{ R(n) \mid n \in N \land n \in EXP \}$

2: $E'_s \leftarrow \{ (R(n), R(n')) \mid (n, n') \in E_s \}$

3: $E'_{sf} \leftarrow \{ (R(n), n') \mid (n, n') \in E_{sf} \land n \notin EE \}$

4: $E'_{cf} \leftarrow E'_s \cup \{ (n, n') \mid (n, n') \in E_{cf} \land n \in EE \}$

5: $E'_{sf} \leftarrow E'_{cf} \cup \{ (R(n'), R(n')) \mid (n, n') \in E'_s \land n \in EE \}$

6: $E'_e \leftarrow E'_s \cup \{ (n, R(n)) \mid n \in N \land n \in EXP \}$

7: $E'_{cf} \leftarrow E'_{s} \cup \{ (n, R(n)) \mid n \in N \land n \in EXP \}$

8: $E'_e \leftarrow \{ (n, n') \mid (n, n') \in E_e \land (n \notin EXP \land n' \notin EXP) \}$

**Definition 5.5** (Transformed L-AST). A transformed L-AST (TL-AST) is the
graph obtained as the output of Algorithm 5.1 with a L-AST as input.

**Theorem 5.1** (TL-AST completeness). Let $G$ be a L-AST with a node $n \in G$.
Let $G'$ be its associated TL-AST (obtained by applying Algorithm 5.1 to $G$). If
the slice $s'$ in $G'$ with respect to $n$ is complete, then the slice $s$ in $G$ with
respect to $n$ is also complete.

This theorem states that the TL-AST transformation does not produce any
loss of relevant information, so that slices computed on the TL-AST are still
complete. Note however that $s$ and $s'$ are not necessarily equal. This means
that irrelevant information could be removed in $s'$. This will be stated later in
a corollary of this theorem.

Recall that, in our context, a slice is complete if and only if it contains all
the code that affects the values computed at the slicing criterion. Therefore,
if we assume that value edges are correct (recall also that they are provided
by the user), then the slice in $G$ with respect to $n$ is complete because the
L-AST represents a single expression where all inter-dependences among nodes
are given by structural (AST) edges (which we can assume correct because they are provided by the language) and value edges.

In order to prove Theorem 5.1, we need to consider the changes the TL-AST transformation introduces. These changes only affect expression nodes, so we build the proof over three independent lemmas according to the kind of edges implied in the transformation (namely, control flow edges, value edges, and structural edges). The rest of edges affecting the computation of the slice (control, flow, summary, etc.) are not affected by the transformation, so we do not need to consider them in the proof.

In the following lemmas and their corresponding proofs, we consider a L-AST as a graph $G = (N, E_{cf}, E_v, E_s)$, and its associated TL-AST as a graph $G' = (N', E'_{cf}, E'_v, E'_s)$. Therefore, $N \subseteq N'$. We also consider the set EXP of expressions in $G$, and function $R::N \rightarrow N'$ where $R(n)$ returns the result node associated to node $n$ (if the selected node is not an expression it returns the node itself).

The first lemma states that the TL-AST transformation does not affect the control flow. Roughly, the path of control flow edges followed in the L-AST is also followed in the TL-AST (only some result nodes are inserted into the path).

**Lemma 5.1. Control flow preservation.** Given a L-AST, its control flow is preserved in its associated TL-AST: the traversal of the TL-AST nodes through control flow edges visits all nodes of the L-AST and in the same order as the traversal of the L-AST.

**Proof.** First, every node in the L-AST is also present in the TL-AST ($N \subseteq N'$). Second, step (1) of Algorithm 5.1 includes a result node in $N'$ for each expression node in $N$ ($N' = N \cup \{R(n) \mid n \in N \land n \in \text{EXP}\}$). Moreover, in Algorithm 5.1, due to steps (3) and (7), we have that $\forall n, n' \in N, n \in \text{EXP}, n \notin EE \mid (n, n') \in E_{cf} \rightarrow (n, R(n)) \in E'_{cf} \land (R(n), n') \in E'_{cf}$, where $EE$ is the set of enter/exit nodes of all procedures. Therefore, all the L-AST expression nodes connected to another node by a control flow edge are now transitively connected to the same node by means of their associated result node (except for enter nodes, which remain connected in the same way). No more connections are added in $E'_{cf}$, so all nodes in the L-AST are traversed in the TL-AST in the same order when we only follow control flow edges.

The second lemma states that if a node $n' \in N$ is reached from node $n$ via value edges in $G$, then, node $R(n')$ is also reached from node $R(n)$ via value edges in $G'$.

**Lemma 5.2. Value dependence preservation.** $\forall n, n' \in N : (n, n') \in E^*_v \rightarrow (R(n), R(n')) \in E'^*_v$, where $E^*_v$ (respectively $E'^*_v$) represents the transitive closure of $E_v$ (respectively $E'_v$).

**Proof.** First, there is a result node in $N'$ for each expression node in $N$ ($N' = N \cup \{R(n) \mid n \in N \land n \in \text{EXP}\}$). This is ensured by step (1) of Algorithm 5.1. Second, in Algorithm 5.1, due to step (2), we have that $\forall m, m' \in \text{EXP} \mid (m, m') \in E_v \rightarrow (R(m), R(m')) \in E'_v$. Hence, the nodes directly
connected in L-AST by value edges are also has they result nodes directly connected in the associated TL-AST and the lemma trivially holds.

The third lemma shows that structural edges between two expression nodes are redundant in the slicing phase due to value edges. Thus, removing them does not affect the completeness of the slices computed.

**Lemma 5.3. Unnecessary structural dependence.** Let \( G = (N, E_{cf}, E_v, E_s) \) be a L-AST with a node \( n \in G \). Let \( G' = (N, E_{cf}, E_v, E'_s) \) be a modified L-AST where \( E'_s = \{(n,n') \mid (n,n') \in E_s \land (n \notin \text{EXP} \lor n' \notin \text{EXP})\} \). If the slice \( s \) in \( G \) with respect to \( n \in N \) is complete, then the slice \( s' \) in \( G' \) with respect to \( n \) is also complete.

**Proof.** First, given a node \( n \) inside an expression \( e \), the slice with respect to the slicing criterion \( n \) must contain all the nodes in \( e \) that may affect the value computed at \( n \). Therefore, according to Definition 5.2, \( s \) and \( s' \) must contain all nodes that are value dependent on \( n \).

We prove this lemma by induction on the size of \( e \).

*(Base case)* First, in the case that \( e \) only contains one node, then the lemma holds trivially because there are no structural edges removed, and so \( G = G' \).

In the case that \( e \) contains two nodes \((n \text{ and } n')\), with \((n,n') \in E_s\), we have two possibilities:

1. If the structural edge is not removed, then \( G = G' \) and the lemma holds.
2. If the structural edge is removed, then two cases exist:
   (a) \((n,n') \in E_v\): In this case, either if the slicing criterion is \( n \) or \( n' \), \( s' \) is complete because the path defined by the removed structural edge still exists thanks to the value edge.
   (b) \((n,n') \notin E_v\): In this case, when \( n' \) is the slicing criterion, \( s' \) is still complete even if \( n \) is not included in the slice (so, the structural edge can be removed) because the value of \( n \) is not required to compute the value of \( n' \) (otherwise, there would exist a value edge between them). Thus, \( s' \) is complete and the claim holds.

*(Induction hypothesis)* We assume as the induction that the lemma holds for an expression formed from \( i \) nodes.

*(Inductive case)* We prove that the lemma holds for any expression with \( i + 1 \) nodes. Because the L-AST is a tree if we only consider structural edges, then, the new node \( m \) must be only connected to one node in \( e \) with a new structural edge.

Now, we have the following cases:

1. If the new structural edge is not removed, then \( G = G' \) and by the induction hypothesis the lemma holds.
2. If the structural edge is removed, then let \( m' \in N \) be the AST ancestor of \( m \) (i.e., \((m',m) \in E_s\)). We only have to prove that \( m' \) is included in \( s' \) when it affects the value of \( m \). Because value edges (Definition 5.3) are
the transitive reduction of value dependence (Definition 5.2), if \( m \) is value dependent on \( m' \) then \( \exists (m', m) \in E^*_v \), where \( E^*_v \) represents the transitive closure of \( E_v \). Therefore, \( s' \) is complete and the lemma holds.

Now we can prove the main theorem.

**Proof.** (Theorem 5.1). First of all, in order to preserve the execution paths necessary to compute later dependences, it is mandatory to fulfill that \( \{ \forall (n, n') \in E_{cf} \rightarrow (n, n') \in E^*_{cf} \} \), where \( E^*_{cf} \) represents the transitive closure of \( E_{cf} \). This is ensured by Lemma 5.1, which allows Algorithm 5.2 to compute the same dependences for both \( G \) and \( G' \). Second, after the modifications to value dependence edges performed in Algorithm 5.1, the value dependences defined between the nodes in \( G \) must be preserved in the nodes of \( G' \). The introduction of the result nodes in step (1), which stand for the value of their associated expressions, delegate this dependence to result nodes \( (R(n)) \) that are always value dependent of their associated expression node \( \{ \forall n \in N, n \in EXP \mid (n, R(n)) \in E_v \} \). Hence, \( G' \) must fulfill that \( \{ \forall n, n' \in N \mid (n', n) \in E^*_v \rightarrow (n', R(n)) \in E^*_{cf} \} \), where \( E^*_v \) represents the transitive closure of \( E_v \). This property is granted by Lemma 5.2. Finally, the removal of structural edges between expression nodes in \( G \) performed in Algorithm 5.1 must not affect the completeness of the slice \( s' \) computed over \( G' \). Lemma 5.3 proves that the removal of those edges over \( G \) does not affect the completeness of the slice \( s \) with respect to any slicing criterion \( n \). Since structural edges have no effect on any other edge modifications performed by Algorithm 5.1, their removal can be performed as a pre-processing of \( G \) or, as in Algorithm 5.1, at the end of the TL-AST transformation process. Either way this transformation does not affect the completeness of \( s' \). Thus, all the steps of Algorithm 5.1 have been proven to preserve the dependences between the nodes of \( G \) (Lemma 5.1 and Lemma 5.2) and the completeness of the slice \( s' \) computed over \( G' \) (Lemma 5.3).

Additionally, from the property proved at Lemma 5.3, we can derive the following corollary.

**Corollary 5.1.** *Precision improvement for the TL-AST.* Let \( s \) be a slice computed on a L-AST \( G = (N, E) \) with the slicing criterion \( n \in N \), and let \( s' \) be the slice computed on the associated TL-AST \( G' \) with the same slicing criterion \( n \). \( s' \subseteq s \).

**Proof.** (Sketch). If the TL-AST transformation does not remove structural edges from \( G \), then, according to Lemma 5.2 and Lemma 5.3, \( s = s' \). If the TL-AST transformation does remove structural edges from \( G \), then the removed edges may produce \( s' \) to be smaller than \( s \), in the case that the nodes connected with a path of structural edges (including the removed ones) in the L-AST is not connected also with a path of value edges (see the proof of Lemma 5.3). An example where \( s' \subset s \) can be seen in Figure 5.10 (left and right) if we consider 20 as the slicing criterion.
Equipping the graph with dependence edges

The TL-AST obtained by applying Algorithm 5.1 is ready to be equipped with the usual edges of program slicing, i.e., control, flow, call, input, output, and summary edges. In this section, we first explain how to equip the TL-AST with control and flow edges and then the resulting graph is adapted to interprocedural slicing.

The original control dependence definition (Definition 2.7) is still valid in the EDG because the properties in Definition 5.4 make the control flow edges in the TL-AST provide the same information as the one in the CFG. The flow dependence definition (Definition 2.8) considers Definition-Use dependences, and it is also valid in the EDG. Unfortunately, none of them account for variables that are declared and later defined. For instance, in the two first lines in the code of Problem 5.2 there does not exist a dependence between \((1,x)\) and \((2,x)\) captured by the SDG. Neither data nor control dependence exist because \((1,x)\) is not a definition, but a declaration.\(^1\) Therefore we provide a definition that considers Declaration-Definition dependences in typed languages.

Definition 5.6 (Declaration Dependence). A node \(n_2\) is declaration dependent on node \(n_1\) if \(n_1\) declares a variable \(x\), \(n_2\) defines \(x\), and there exists a control flow path from \(n_1\) to \(n_2\).

Algorithm 5.2 formally defines how the TL-AST is equipped with control, flow, and declaration edges.

**Algorithm 5.2** Equipping TL-ASTs with control, flow, and declaration edges

**Input:** A TL-AST \(G = (N,E)\) where \(E = E_s \cup E_{cf} \cup E_v\).

**Output:** The graph \(G\) becomes an intraprocedural EDG.

1: \(E_c \leftarrow \) compute control dependence normally (Definition 2.7).
   \(\triangleright\) FD stands for all pairs of nodes that are flow or declaration dependent. DEF and USE stand for all nodes that are definitions or uses, respectively.

2: \(E_d \leftarrow \{(n,n') \mid (n,n') \in FD \land n' \in DEF\}\)

3: \(E_f \leftarrow \{(R(n),R(n')) \mid (n,n') \in FD \land n' \in USE\}\)
   \(\triangleright\) Control flow edges are no longer needed.

4: \(E \leftarrow E_s \cup E_d \cup E_v \cup E_{cf} \cup E_f\)

In line 1, control edges are computed as in the SDG. Lines 2 and 3 compute declaration edges \(E_d\) and flow edges \(E_f\). The declaration edges generated for \(E_d\) leave from \(n\) (but not from \(R(n)\)), which ensures that the initialisation of a variable is avoided when only its declaration is needed.

**Example 5.3** (Control and declaration edges). An example of control and declaration edges generated by Algorithm 5.2 is shown in Figure 5.11.

In the figure, there are six control edges. The declaration edge at the bottom is generated from the \(E_d\) set in Algorithm 5.2. Because this edge leaves from

\(^1\)The SDG needs a post-process to identify (and include) the declarations of all variables included in the slice \(\{(1,x)\}\) would be included in that post-process). This post-process solves the problem of making the slice well-formed (and executable). However, the fact of not explicitly representing declarations in the SDG prevents SDG-based analyses to handle this information at slicing time, for instance to properly handle polymorphism.
the $y$ node instead of from its result node, when the definition of $y$ on the right is included in the slice, its declaration on the left is also included but its initialisation ignored.

The intraprocedural EDG obtained by applying Algorithm 5.2 now can be augmented to treat interprocedural programs. Traditionally (see Section 2.1), this is accomplished by (i) creating fictitious assignments for argument and parameter nodes and then (ii) adding call, input, output and summary edges. In our approach, (i) we naturally (by construction) represent arguments and parameters in separate nodes without creating fictitious assignments, so the call graph is enough to match the arguments and the parameters considering their positions in each call/definition, and (ii) all edges are calculated in the same way as in the SDG approximation. The main difference between the interprocedural edges construction methods is that we connect result nodes instead of variable nodes. Therefore, input (respectively output) edges connect the result of actual-in (respectively formal-out) nodes with the result of formal-in (respectively actual-out) nodes. To handle values returned by functions, the functions are considered expressions (with their corresponding result node) and an output edge connects this result node with the result node of the corresponding calls. Finally, summary edges are added to the graph, connecting the result node of the necessary parameters to the result node of the call, and slices are obtained in exactly the same way as in the SDG approximation.

There is an interesting aspect in the TL-AST of Figure 5.11 related to types that is worth mentioning. Note that in this specific TL-AST there does not exist a node that explicitly represents the type int. This is not a problem, it is just a possible AST representation. In fact, because the EDG is multi-paradigm, it is able to represent typed and untyped languages. This is one of the advantages of labelling the AST with extra information, including what nodes are expressions, declarations, definitions, or uses. In this particular case, the left $y$ node has been labelled as a declaration with its type, and the right $y$ node has been labelled as a definition; and this is why there is a declaration edge connecting them.
An EDG for the interprocedural code in Figure 5.12 is shown in Figure 5.13. In this EDG, actual-out and formal-out nodes have been added for clarification purposes. However, as it occurs in the SDG, they can be omitted if the underlying variable cannot be modified inside the procedure.

```java
int x = 0, y = 5;
x = 10;
if (foo(x, y)) {
    x = y = 20;
}
boolean foo(int a, int b) {
    return a == 10 | b == 15;
}
```

**Figure 5.12:** An interprocedural version of the code in Figure 5.2

Now that we have presented the SDG and the EDG, we can state an interesting result: the EDG is a generalisation of the SDG.

**Theorem 5.2** (SDG generalisation). Given a SDG, there always exist an equivalent EDG with the same nodes and edges.

**Proof.** We prove this theorem by showing that an SDG is an instance of an EDG where all nodes are statements (no expression nodes exist). Let $P$ be a program, $CFG_P$ be the control flow graph of $P$, and $(N, E)$ be the SDG of $P$. First, we can always construct an AST of $P$, $AST_P$, where the AST nodes ($N'$) are only the statements in $P$. Therefore, $N = N'$. 
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Second, the $L\text{-}\text{AST}_P$ is the AST labelled with control flow edges and value edges. Because $N = N'$, no SDG node has been broken down, and thus no value edge exist because value dependence only appears when breaking down an SDG node (value edges represent intra-statement dependences).

Third, because $N = N'$ and $L\text{-}\text{AST}_P$ is the AST labelled with control flow edges, then for each procedure $p$ of $P$, $CFG_p$ is equal to $L\text{-}\text{AST}_p$ if we just ignore the structural edges. Moreover, if we consider all AST nodes as statements ($EXP(N') = \emptyset$), then the transformation to $TL\text{-}\text{AST}_P$ would not contain value edges either because only expressions contain value edges according to Algorithm 5.1, and no node would be decomposed. This is true because only expression nodes are exploded and equipped with additional result nodes. Therefore, $L\text{-}\text{AST}_P = TL\text{-}\text{AST}_P$ if we ignore the declaration edges. Finally, to build the EDG from $TL\text{-}\text{AST}_P$ we would need to add:

**Control dependence edges:** According to Algorithm 5.2, they are the same in the SDG and the EDG because $N = N'$ and $CFG_P = TL\text{-}\text{AST}_P$.

**Flow edges:** According to Algorithm 5.2, they are equivalent because $N = N'$ and, thus, $DEF(N) = DEF(N')$ and $USE(N) = USE(N')$.

**Call / input / output edges:** They are equivalent because $N = N'$ and they use the same algorithm to be constructed.

**Summary edges:** They are equivalent because they use the same algorithm to be constructed based on the previous three sets of edges, which are equivalent in both graphs. Therefore, the same paths would be summarised.

Because $N = N'$ and all edges are equivalent, then $SDG_P = EDG_P$.

5.3 Slicing the EDG

The algorithm that slices the EDG is exactly the same as the algorithm that slices the SDG. The classical Weisser’s algorithm [204], the interprocedural algorithm by Horwitz et al. [85], and later improvements such as [16, 169] are all of them directly applicable to the EDG. This is the beauty of the EDG: it follows (and extends) the same principles of the SDG: a backward traversal of the EDG from the slicing criterion produces a complete well-formed slice. Moreover, all additional slicing restrictions used to improve the precision of slices for particular program structures (like the one introduced for the slice of unconditional jumps [109] or exception handling [62]) can be directly applied to the EDG in the same way they are to the SDG. Other techniques, nevertheless, need to define ad-hoc algorithms for their extensions. For instance, the fine-grained graph representation defined by Kriege and Snelting [103, 107] introduced some traversal restrictions in the slicing algorithm to avoid including in the slice some irrelevant subexpressions (e.g., some operands in binary operations — see the related work section —).
5.4 Solving SDG limitations

This section shows how the five previously described problems are solved by the EDG without making any kind of special treatment to any language structure. In all the figures, the slicing criterion is represented with a bold-border node, and all the nodes in the slice are represented in grey.

Extraction of embedded definitions

Figure 5.14 shows the EDG of the scenario shown in Problem 5.1. In the EDG, the assignment in line 4 is represented with 14 different nodes, where only the 2 nodes representing the definition of variable $b$ in $b++$ are included in the slice, ignoring the rest of the assignment nodes.

The way value dependences are defined inside the assignment of line 4 allows the graph to include inner subexpressions (the $b++$ subexpression) preventing to include the outer expression (the whole assignment). Additionally, flow dependences include in the slice the previous definition of $b$, necessary to compute the new one. This fact leads to the expected slice (Figure 5.1b), shown with grey nodes in Figure 5.14.

Monolithic code

Figure 5.15 shows the EDG for the code in Figure 5.2 that solves the problem presented in Problem 5.2. In the EDG, because structural edges are removed inside expressions, the if node and the other elements of the if predicate are correctly ignored. Moreover, the declaration and initialisation of variable $y$ in line 1 are included thanks to the flow edge.
5.4. Solving SDG limitations

try-catch structures

Figure 5.16 contains the EDG of the code given in Problem 5.3. This EDG shows how a try-catch statement is represented by our graph. The key of our model is the representation of the assignment in line 4. The right-hand side of this assignment is the potential source of error that controls the whole catch block. The structure that represents this statement makes use of variable $b$ in line 6 exclusively dependent on the definition of $b$ in line 2, excluding the definition of $b$ in line 4 from the slice. Finally, the declaration edge from the definition of $b$ in line 2 to the declaration of $b$ includes also line 1 in the slice.

for loops

The EDG also gives a new representation for for loops. Figure 5.17 shows this new representation. In the EDG, the loop node is structurally connected to each one of its components, and there are control dependences between the condition and the body and update blocks. Additionally, each block is divided into multiple statements which, in turn, are composed of a set of nodes.

In this case, the value of $x$ selected as the slicing criterion, only depends on the $x$ definitions in the initialisation and update blocks. Since the update block is represented by different nodes, it is trivial to exclude the it variable and all its dependences from the slice.

List comprehensions

This EDG in Figure 5.18 shows the representation of a common structure in functional programming, the list comprehension. In a list comprehension, each component is control dependent on the previous one because even the pattern
matching executed as the first element may prevent the evaluation of later executed components (other generators, filters, and the expression). In this case, the slicing criterion is located in the generator, so there is no need to include in the slice components that are executed after it, like filters or the expression. Additionally, since the slicing criterion is a single element of a tuple expression, the granularity of the EDG allows us to ignore the rest of elements, including in the slice only the container expression (the tuple signature) and the variable that provides the values at the generator ($L_1$).
5.5 Implementation

All the algorithms described in this paper have been implemented in a program slicer called e-Knife. e-Knife is a program slicer that operates over the sequential part of the Erlang language. e-Knife is implemented in Java and operates with the EDG as its base representation graph. Given an Erlang program and a slicing criterion, e-Knife generates the corresponding EDG and it slices it with a high level of precision. The e-Knife project is composed of two different modules: e-Knife and EDG. While the e-Knife module represents the language-dependent part of the EDG model including parsing, unparsing, and CFG building, among other processes; the EDG module represents the language-independent part, including dependences computation and slicing algorithms. Counting both modules, the implementation is composed of more than 9600 lines of code, divided into 51 Java files classified in 13 different packages. All the source code is publicly available at [https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang](https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang) and a limited demo to try the tool can be found at [https://mist.dsic.upv.es/e-knife-constrained/](https://mist.dsic.upv.es/e-knife-constrained/).

Figure 5.19 shows the most relevant modules and classes of e-Knife, and how they are connected in order to compute a slice from a given Erlang program. In the figure, we differentiate two main modules in the implementation (represented with rounded squares): the module that specifies the language-dependent part of the slicer (EKnife) and the module that specifies the language-independent part of the slicer (EDG). Additionally, in Figure 5.19 squares represent Java classes inside these modules, solid arrows represent calls between classes (sometimes between different modules), and dashed arrows represent the input/output resources of the slicer. Although the implementation contains 51 classes, Figure 5.19 only shows the communication between the most relevant 13 to give a general idea of the whole process. Each one of these classes and the functionality they provide is the following:

- EKnife. This class manages the whole slicing process. It is the class that
calls to all the other classes passing the results they provide to the next step of the process (i.e., after creating the LAST, this class passes it to the `EDGFactory` class to create the TLAST and the final EDG).

- **ErlangLASTFactory**. This class is the one that manages the process to build the LAST. First, the class extracts the AST of the given program and transforms this AST (usually contained in a recursive sequence of elements) to an internal graph-like representation by successively calling methods defined at the `LASTFactory` class. This class additionally classifies each AST element it processes as declaration, definition, use, and/or expression to form the so-called `DEC`, `DEF`, `USE`, and `EXP` sets. Finally, control flow and value dependences are given to the created AST by traversing the AST with a call to the `CFGGenerator` and `ValueGenerator` classes respectively, obtaining the LAST.

- **LASTFactory**. The `LASTFactory` class is in the language-independent module that works with generic elements. The idea is for the language-dependent class (`ErlangLastFactory` in this case) to extend this Java class. This class gives a generic treatment to the AST provided by a specific language. It contains methods that classify an AST element, creates its associated new nodes in the internal graph representation (through calls to `LASTBuilder`), joins these nodes with structural dependences, and recursively processes the next AST subelement.

- **LASTBuilder**. This class creates the nodes in the internal graph and correctly connects them to their corresponding AST parent. Its methods receive a type of node and any extra information important to store inside the node for dependence computation, e.g., whether it is a definition or a use, or whether it is an expression or not.
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- **CFGGenerator.** This generator class is responsible for generating a CFG over the AST previously computed in ErlangLASTFactory. The CFG is dependent on the language being treated, because the flow of the execution may change according to certain features of the language, e.g., eager or lazy evaluation.

- **ValueGenerator.** This class traverses the AST generated in ErlangLASTFactory and includes in the graph the value dependences, which are computed according to the execution and semantics of the programming language being treated.

- **EDGFactory.** The EDGFactory class implements Algorithms 5.1 and 5.2. To implement Algorithm 5.2 it makes use of four different Java classes: ControlEdgeGen, FlowEdgeGen, InterproceduralEdgeGen, and SummaryEdgeGen.

- **ControlEdgeGen.** This class receives a LAST and it uses its CFG to compute control edges using the post-dominator tree algorithm [154].

- **FlowEdgeGen.** This class receives a LAST and uses the CFG and the DEF, USE sets (information contained inside each LAST node) to traverse the graph and compute declaration and flow edges.

- **InterproceduralEdgeGen.** This class receives a LAST and generates the input and output edges by computing a call graph and linking each method call to the possible called method definition.

- **SummaryEdgeGen.** This class computes the summary edges by applying the intraprocedural slicing algorithm for each method definition that can be reached in the call graph.

- **StandardAlg.** This class implements the interprocedural slicing algorithm proposed by Horwitz (it is shown in Section 2.2 of Chapter 2).

- **ErlangCodeFactory.** This class is language-dependent and it is responsible for transforming the resulting sliced EDG back to Erlang code, traversing the EDG and excluding from the code transformation those nodes that are not part of the slice.

Despite explaining only the main 13 classes, the rest of Java classes are part of the EDG’s infrastructure and support each process performed by these 13 classes. Some of them represent other implementation requirements like the inner structure of the graph (Node, Edge, GraphWithRoot, LAST, EDG...), the representation of key elements like the slicing criterion (SlicingCriterion), or the visual representation of the graph (DotFactory and PdfFactory), among other features. The whole project with all the source code implemented can be found in the Github repository:

https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang
5.6 Empirical evaluation

We conducted experiments to empirically evaluate the precision and performance of the new slicing library and program slicer. These experiments provide a precise and quantitative idea of the performance of the EDG compared to the SDG.

To establish a goal for the empirical evaluation, we ask two research questions, comparing the EDG to the SDG:

**RQ1.** What are the resource requirements required to create a slice with the EDG compared with the SDG? This includes both generation and slicing time requirements. To compare this values across larger and smaller benchmarks, we compute the ratio between both graphs ($t_{edg}/t_{sdg}$) in both parts of the process.

**RQ2.** What is the improvement in precision introduced by the EDG? Given that we are comparing techniques over different graph representations, we consider that the fairest comparison would be to compare the difference between the sizes of the computed slices’ ASTs. For this reason use the formula $(A - B)/A$ where $A$ is the size (number of AST nodes) of the slice computed over the SDG and $B$ is the size (number of AST nodes) of the slice computed over the EDG.

Benchmarks and experiment design

In order to compare both implementations we have chosen Bencher [152], a program slicing benchmark suite for Erlang. It contains 18 Erlang programs, in which a variety of structures and program constructs can be found.

For each benchmark we run and measured the following steps: (1) generate the EDG and the SDG, and (2) for every slicing criterion, slice the graph. To create a fair selection of slicing criteria to adequately compare the EDG and the SDG, we use as slicing criteria each variable in each line of the program. In the EDG, this means selecting the result node of that variable; and in the SDG, this is equivalent to a classic slicing criterion $⟨l, v⟩$, which selects the whole statement as criterion. This procedure is more fair and representative than selecting an arbitrary slicing criterion because it allows us to answer both research questions w.r.t. any situation, and thus obtain valid average metrics for each benchmark. Moreover, this methodology avoids that the arbitrary selection of one slicing criterion benefits one of the program representations (EDG/SDG).

RQ2 only requires each combination of benchmark and slicing criterion to be run once, as it compares the resulting slices against the original program and the slicing process is deterministic. On the other hand, RQ1 requires running each combination repeatedly, in order to obtain the average consumption of time and memory.

All experiments were run on a 1.4 GHz Quad-Core Intel Core i5 processor with 8 GB RAM 2133 MHz LPDDR3 under macOS Version 11.5, while all other non-critical processes were stopped. We strictly followed the methodology proposed in [67]. Each operation (building or slicing a graph) was performed
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This process was repeated for the 18 benchmarks, totalling 1046 different slicing criteria. The precision and time measurements collected are shown in Table 5.1. Each benchmark is identified by columns Benchmark and File. The rest of the table is divided between the generation and slicing of each graph. In the generation, there are two columns showing the average time required to build each benchmark’s EDG and SDG computed with the steady-state performance window described before. The slicing part of the table shows the number of slicing criteria (#SCs) selected for that benchmark; the average precision increase

<table>
<thead>
<tr>
<th>File</th>
<th>Graph Generation</th>
<th>Slicing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t_EDG</td>
<td>t_SDG</td>
</tr>
<tr>
<td>bench1.erl</td>
<td>3310.33ms</td>
<td>1823.74ms</td>
</tr>
<tr>
<td>bench2.erl</td>
<td>829.94ms</td>
<td>47.30ms</td>
</tr>
<tr>
<td>bench3.erl</td>
<td>34.79ms</td>
<td>18.85ms</td>
</tr>
<tr>
<td>bench4.erl</td>
<td>30.72ms</td>
<td>20.19ms</td>
</tr>
<tr>
<td>bench5.erl</td>
<td>17.52ms</td>
<td>10.46ms</td>
</tr>
<tr>
<td>bench6.erl</td>
<td>60.29ms</td>
<td>33.58ms</td>
</tr>
<tr>
<td>bench7.erl</td>
<td>7.03ms</td>
<td>4.12ms</td>
</tr>
<tr>
<td>bench8.erl</td>
<td>100.29ms</td>
<td>55.16ms</td>
</tr>
<tr>
<td>bench9.erl</td>
<td>37.92ms</td>
<td>22.33ms</td>
</tr>
<tr>
<td>bench10.erl</td>
<td>133.62ms</td>
<td>82.04ms</td>
</tr>
<tr>
<td>bench11.erl</td>
<td>10.05ms</td>
<td>6.01ms</td>
</tr>
<tr>
<td>bench12.erl</td>
<td>515.01ms</td>
<td>365.00ms</td>
</tr>
<tr>
<td>bench13.erl</td>
<td>28.55ms</td>
<td>17.08ms</td>
</tr>
<tr>
<td>bench14.erl</td>
<td>175.78ms</td>
<td>98.50ms</td>
</tr>
<tr>
<td>bench15.erl</td>
<td>276.32ms</td>
<td>158.93ms</td>
</tr>
<tr>
<td>bench16.erl</td>
<td>119.00ms</td>
<td>65.18ms</td>
</tr>
<tr>
<td>bench17.erl</td>
<td>65.83ms</td>
<td>36.73ms</td>
</tr>
<tr>
<td>bench18.erl</td>
<td>74.83ms</td>
<td>43.36ms</td>
</tr>
</tbody>
</table>

| Average  | 282.27ms  | 161.59ms | 1046 | 14.20±4.12 | 729.71µs | 126.39µs |

Table 5.1: Results of the experimental evaluation comparing the SDG and the EDG

1001 consecutive times (over one million slices in total). To ensure real independence, the first iteration was always discarded (to avoid influence of data and code caches). From the 1000 remaining iterations we retained all windows of 10 measurements where steady-state performance was reached, i.e., once the coefficient of variation (CoV, the standard deviation divided by the mean) of the 10 iterations falls below a preset threshold of 0.01. In all cases we selected the steady-state performance window whose average was closer to the mean of the complete sample. In some benchmarks 0.01 was difficult to reach in 1000 iterations; so in those cases, we took the window of 10 iterations with lower CoV. Then, for each pair benchmark-criterion, we computed the mean of the 10 iterations under steady-state performance. We collected this mean for each criterion of a benchmark to produce the mean and standard deviation for said benchmark.

Results

This process was repeated for the 18 benchmarks, totalling 1046 different slicing criteria. The precision and time measurements collected are shown in Table 5.1.
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with 95% error margins\(^2\) (\textit{Prec. Inc.}), as described in RQ2; and the average time (also computed with the steady-state performance window) required to produce a slice in each graph.

To answer RQ2, we must look at the average precision improvement for the EDG, which is 14.20%. This means that we can expect EDG slices to be 14.20% smaller than their SDG counterparts. Regarding RQ1, the EDG requires 5.77 times more time to produce a slice; which is expected, considering that the EDG is bigger than the SDG. However, the extra time required for this improvement is very small considering that times are measured in microseconds: the average slicing time in the EDG (a linear cost operation) lasts, in average, 0.6 milliseconds more (up to 1.8 milliseconds in the worst case scenario) than doing so from the equivalent SDG. Constructing the EDG (a quadratic cost operation) lasts, in average, 121 milliseconds (up to 1500 milliseconds in the worst case scenario) more than constructing the SDG, but this cost is traditionally less important, because once a graph has been built, any number of slices can be extracted from it.

If we look again at the precision improvement, we can observe in the error high error margins (up to 9.32% in \texttt{bench3.erl}). This is due to the differences in the slicing criteria selected: some slicing criteria produce the same slice (thus, the improvement is zero), other slicing criteria, however, produce a big improvement (e.g., because just some subexpression is needed and the EDG can just pick it, without including the full statement). This confirms something expected: the different slicing criteria has a very big impact on the slices.

It is worth mentioning that, error margins of the time required to slice are big. This can be explained easily: some slicing criteria produced big slices with its corresponding longer traversal time, while other slicing criteria produced very small slices (e.g., the slice of the first variable in a function).

5.7 Related Work

The idea of a fine-grained SDG is not new. In fact, it is almost as old as the PDG itself, since it was already discussed by Ottenstein and Ottenstein in \cite{147}. However the first fine-grained program slicing technique was proposed one decade later by Ernst \cite{55}. Ernst proposal, however, was not based on the PDG/SDG, but on another program representation called the Value Dependence Graph (VDG) \cite{203}. Soon, Kinloch and Munro \cite{97} presented several ideas about how to do so in the PDG/SDG. They proposed to create extra graph vertices whenever a sub-expression contains side effects or control flow. Later on, Sloane and Holdsworth \cite{182} proposed to use annotated ASTs to slice expressions. Their approach was pioneer and has the same spirit as our work. The same idea was explored by Steinidl \cite{188}, who coined the term “expression-oriented slicing” (in contrast to “statement-oriented slicing”). However, the technique by Steinidl was specifically focussed on object-oriented programs. He

\(^2\)Recall that the EDG is always as least as precise as the SDG, thus even if the error margins suggest otherwise, the minimum increase is always zero.
described how to solve particular problems of that paradigm (polymorphism, encapsulation...) but a description of how to annotate the ASTs was missing.

Krinke and Snelting [103, 107] took a step forward in the same direction and they proposed a general extension of the AST with the introduction of new dependences: the immediate (control) dependence (in $x+y$, $x$ and $y$ are immediate dependent on $+$), a kind of intra-expression data dependence called value dependence, and the reference dependence to represent variable assignments. This work is a source of inspiration and is the basis of our work. In fact, our notion of value dependence comprises their value and reference dependence; and their immediate dependence is very similar to our structural dependence (both represent the AST structure). With respect to the slicing algorithm, due to the existence of dependence loops, they had to modify it: they do not traverse value dependence edges if the actual node has been reached by an immediate dependence edge and vice versa. Our work further generalizes this approach with various extensions, being the most important the introduction of the result node. Apart from the already explained advantages, result nodes together with the removal of the structural dependences (the AST structure) in expressions prevent the occurrence of loops, and thus, the necessity of changing the slicing phase.

One important difference with [107] and [103] is that we explicitly represent the value flow between expression components. Moreover, in contrast to them, where only variable nodes can be used as slicing criteria, in our work (and also previously in [188]), any AST node can be the slicing criterion. This increases the slicing capabilities and is particularly useful, e.g., for testing program slicers [152].

Another important advantage of our approach is that it can work for any AST (it is language-independent), as it has been shown with our EDG instantiations for Java and Erlang (see the appendices). The whole EDG structure depends on the control flow defined over the AST expressions, but not on the AST itself, which can have any tree structure. Therefore, if the control flow is provided all of our dependences can be constructed. We think that this is the natural extension of the SDG, which also defines its dependences over the statements control flow.

It is worth mentioning the work by Thomas Reps et al. [167, 169] to increase the precision of the SDG. Their work relies on a different extension of the SDG called the IFDS/IDE framework, and it was focussed on making program slicing context-sensitive [1, 76, 105, 106] and field-sensitive [72, 123]. Their extensions are based on the original SDG and roughly consist on the labelling of the edges with information about calling context and about fields in data structures. Therefore, this work also reduces the granularity of the slices in the case of composite data structures. Unfortunately, many expressions and program constructs cannot be handled with the propagation of fields. Their work is orthogonal to ours, and it could be applied to the EDG. It would be particularly interesting to apply the IFDS/IDE edges labelling to the EDG's intra-statement dependence edges. Both techniques are complementary and their combination could produce an important synergy.

We believe that the EDG can open a door to the application of slicing
techniques in the declarative paradigm. Program slicing has been traditionally associated with the imperative paradigm. In fact, practically all slicing-based techniques have been defined in the context of imperative programs and very few works exist for declarative languages (notable exceptions are [57, 144, 168]). However, the SDG has been adapted to other paradigms such as the object-oriented paradigm [112, 118, 202] or the aspect-oriented paradigm [216].

The main problem when trying to adapt the SDG to a declarative language is that the SDG is based on statements, while declarative languages are often based on the composition of expressions. For instance, many Haskell programs are composed of a single statement formed by the composition of several expressions:

\[
\text{quicksort (x : xs) = quicksort [a | a <- xs, a <= x] ++ [x] ++ quicksort [a | a <- xs, a > x]}
\]

In this Haskell program, no slicing is possible with the PDG/SDG. In contrast, the EDG defines flow dependences among the subexpressions that allow us to extract slices without the need to transform the source code.

There have been previous attempts to define a PDG-like data structure for functional languages. The first attempt to adapt the PDG to the functional paradigm was [171] where they introduced the functional dependence graph (FDG). Unfortunately, the FDGs are useful at a high abstraction level (i.e., they raise the granularity level of nodes to functions and, therefore, they can only slice (complete) modules or functions), but they cannot slice expressions and thus they are insufficient for, e.g., Haskell or Erlang. Another related approaches are the term dependence graphs (TDG) [32], the approach in [25] (that uses the AST of Haskell), and the behavior dependence graphs (BDG) [199]. They are specific for term rewriting systems, Haskell, and Erlang, respectively. Unfortunately, they lack important features of the SDG as other approaches (e.g., [205, 206]). For instance, most of them lack of summary edges [85], which prevents them to be precise in the interprocedural case. The most advanced adaptation of the SDG to a functional language are the Erlang Dependence Graphs [180]. This is a notable approach that breaks down nodes to represent every single expression in the program (we were also inspired by this work and we achieve the same minimal granularity level). Unfortunately, these graphs are specific for Erlang.

The idea of applying slicing for programs written in different languages is also present in [143], where PHP programs are linked with flows in embedded languages like SQL, HTML, and JavaScript. Its novelty is how the different language entities are linked in a generic way. In [157] the authors build a dynamic program slicing that benefits from the Microsoft Common Language Runtime (CLR) to be able to deal with all the .NET framework’s languages. A relational approach to program slicing is presented in [200]. Their approach is language-independent among the procedural languages thanks to a generalized fact extraction. They define a set of common procedural program entities in order to extract the facts. The EDG is a generalization of this approach because their ASTs are just one particular case over which the EDG can be constructed.
The observation-based slicing (ORBS) [20] is a paradigm-independent slicing technique that iteratively removes lines from a program and checks whether the observable behaviour is the desired one. This is checked for a particular set of test cases. The lines are removed as text, i.e. without the need for any parsing, which makes this approach applicable to any language without any special treatment. However, the quality of the tests directly affects to the quality of the result, in such a way that it can produce incomplete slices if the test cases do not cover key points of the program. Another important problem of ORBS and related approaches such as tree ORBS [21] (which deletes nodes—instead of lines—from the tree representation of the program) is the slicing cost. In many cases, deleting only one line/node results in a syntax error; and several lines/nodes must be deleted to make the slice compilable. The combinatorial explosion of deleting sets of lines/nodes can significantly increase the slicing time due to its exponential cost [152].
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Quasi-Minimal Slicing to Compare Program Slicers

Being able to compute minimal slices would speed up many software processes. For instance, compilers use program slicing to remove dead code, and many analyses use program slicing as a preprocessing stage to detect variable dependencies. Therefore, making slicing more accurate would also improve the later analyses based on it.

Because computing minimal static slices is undecidable [204], almost all program slicing techniques guarantee that their computed slices are complete (i.e., they contain all statements that do influence the slicing criterion), but, in general, they do not guarantee that their computed slices are correct (i.e., they probably contain statements that do not influence the slicing criterion).

Example 6.1. Consider the following programs:

```
1  read(z)
2   x = 42;
3   y = 1;
4   x++;
5   if (z > 0) {
6     x--;  
7     print(x);
8   }
9
```

(a) Original Program
(b) Slice
(c) Minimal Slice

**Figure 6.1:** Program with a possible slice and a minimal slice w.r.t. \( (7, x) \)

We can define the slicing criterion \( (7, x) \) in the original program. This means that we are interested in all statements that are needed to compute the value of \( x \) in line 7. The original code is a slice of itself, but there exist smaller slices. For instance, the code in the middle is the slice computed by almost all current static program slicers (e.g., this is the output of the Indus Java slicer [165] and CodeSurfer [9]). However, the slice in the middle is not minimal. The minimal slice of the original program is the code on the right. It would be difficult for a slicer to compute this slice because line 7 is reachable via a control-flow path from line 6, and line 6 defines variable \( x \), which is used in line 7. Thus, most slicers consider that line 6 does influence line 7. This reasoning is transitively applied to lines 4 and 6. Hence, program slicers produce the code in the middle.
Example 6.1 illustrates how a tiny program without method calls and even without loops, cannot be handled precisely by current program slicers. The fact that computing minimal slices is undecidable in the general case does not, however, prevent us from defining a procedure to compute minimal slices for a given concrete program. Nevertheless, normally, even for very small programs, this procedure would be computationally intractable [20, 212]. Unfortunately, human intervention is often needed to produce minimal slices, and this is only practical for small programs.

In this chapter we propose a method to compute quasi-minimal slices (Sections 6.1 and 6.2), which, roughly, are minimal slices for a given set of inputs (this means that quasi-minimal slices may not be sound static slices, i.e., for all possible sets of inputs). In many cases, we are interested in producing a slice with respect to a given computation (known as minimal dynamic slice). For instance, in debugging we are often interested in producing a slice of a program that produced an error for a particular input because the slice produced is a reduced version of the program that reproduces the wrong computation (and that contains the error). In regression testing, after we test a new release of a program with the regression tests, many different errors can show up. In this situation, we can be interested in producing a slice for a given set of test cases (known as minimal simultaneous dynamic slice).

Our method produces minimal dynamic slices and simultaneous dynamic slices, and it can also produce static minimal slices in many cases. On the one hand, if the input domain of a program is finite, we automatically produce all possible input values, thus, producing a minimal static slice. On the other hand, if the input domain is infinite, we provide an instrumentation based on concolic testing [127, 176] to produce test cases that explore all possible branches (100% branch coverage) of the program. This ensures in many cases that the produced static slice is also minimal.

From the best of our knowledge, there does not exist any public repository of benchmarks with minimal slices, and this is surprising, because a suite of minimal slices is very useful for slicer developers. In particular, our group have implemented several program slicers for different languages, including Petri nets [125], XQuery [7], Erlang [180], and CSP [124]. Every time a new version of the slicer was prepared, (e.g., with a new technique or feature, or just to correct some bug) the same problem repeated: there is no mechanism to measure the improvement achieved with the performed changes. What the group usually do is to implement some new benchmarks and compare previous results with new ones. This gives a measure of improvement. Contrarily, when a new version is prepared, the ideal scenario would be to start a battery of tests that automatically compare the new slices produced by our released code with a gold standard (i.e., the minimal slices). This is exactly what we have done with Erlang as target language. The elements used to implement the methodology are shown in Section 6.3 and the suite of benchmarks obtained is described in Section 6.4. The quasi-minimal program slices computed would allow us not only to objectively measure the improvement of the new release, but also to detect possible introduced problems in other parts of the slicer, and, e.g., to fairly compare our tool with other tools.
As an application of our method to produce quasi-minimal slices, in this work we have obtained a reliable system to evaluate and compare program slicers. This system inputs a program slicer and outputs a report about precision and recall of this slicer with respect to a suite of minimal slices that have been already computed. The system can also input two slicers and compare them. If the two slicers are two releases of the same slicer, then the system can measure the improvement achieved, but also identify errors introduced (or solved) in the new slicer version.

### 6.1 Using ASTs to Improve Granularity

Although most program slicers that use dependence graphs use statements as the unit when measuring slicing quality, there are other approaches where program slices are measured in code lines. The reason is that these program slicing techniques consider lines of code as atomic elements and, thus, they remove a whole line or nothing [20, 49, 204]. For this reason, most of the work that compares the precision of different program slicing techniques just compare the retrieved number of lines (see, e.g., [19, 20]). Unfortunately, this is very sensitive to the programming style, and moreover, it can be very imprecise, especially in functional languages.

**Example 6.2.** Consider the Erlang program in Figure 6.2a and its minimal slice in Figure 6.2b with respect to the slicing criterion $\langle 10, B \rangle$. Observe that some expressions have been replaced by _ or by the fresh atom sliced (see [16, 180]). This is needed to make the slice executable. Clearly, all methods based on lines would not be able to remove the subexpressions that are not needed in lines 1, 2, 3, and 6. For instance, in line 2, C=B can be removed, but the programmer initialized A, B, and C in a single line, and thus the whole line cannot be removed. One can argue that a preprocessing phase could be used to refactor the code and place all statements in different lines whenever it is possible. But this cannot solve the second problem: sometimes only a subexpression can be removed in a line. This is the case of variables Z, Y, and C in line 3.

To overcome these limitations, as already done by, e.g., CodeSurfer [9] or in [180], in our method we propose to use expressions as the slicing criterion so precision can be increased. We also reason about slices at the AST level, so that instead of counting lines of code, we can measure the number of AST nodes that belong to the slices, thus, producing a more precise measure.

In the method proposed in this chapter, besides a program $P$, a slicing criterion $C$, and a set of inputs $I$, we also associate slices with the AST of $P$. This is particularly useful to allow us to reason about the accuracy of slices. Therefore, we need to adapt the notion of slicing criterion to ASTs. This can be easily done by redefining a slicing criterion in such a way that the point of interest is not an expression, but the AST node whose subtree represents that expression. We define the slicing criterion and the dynamic slicing criterion in terms of ASTs as follows:
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1 main(X,Y) ->
2  A=1, B=A, C=B,
3  Z=foo(X,{Y,B,C}),
4  Z.
5
6 foo(X,{Y,B,C}) ->
7  case X of
8    123456789 -> Z=X/Y,
9    2 -> B;
10   _ -> X/Y
11  end.

(A) Original Program

(b) Minimal Slice w.r.t (10, B)

Figure 6.2: Erlang program and its minimal slice w.r.t (10, B)

Definition 6.1 (AST-adapted slicing criterion). Let $P$ be a program and $C$ a slicing criterion of $P$. Let $\text{AST}(P) = (N,E)$ be an AST of $P$ where $N$ is the set of nodes and $E$ the set of edges. $n$ is the AST-adapted slicing criterion of $C$ such that $n \in N$ and $n$ is the root of the subtree of $\text{AST}(P)$ that represents $C$.

Definition 6.2 (AST-adapted dynamic slicing criterion). Let $P$ be a program and $(C,I)$ be a dynamic slicing criterion of $P$. An AST-adapted dynamic slicing criterion of $(C,I)$ is a tuple $(n,I)$ such that $n$ is the AST-adapted slicing criterion of $C$.

6.2 A Method to Produce Quasi-Minimal Slices

Because computing minimal static slices is undecidable, similarly to [20], we can relax its definition to be minimal with respect to a finite set of inputs. Formally,

Definition 6.3 (Quasi-minimal slice). Let $\mathcal{I}$ be a set of possible inputs for a program $P$, and $C$ a slicing criterion for $P$. A quasi-minimal slice (QM-slice) $\text{qm-slice}(P,C,\mathcal{I})$ of $P$ with respect to $C$ and $\mathcal{I}$ is a dynamic executable program slice of $P$ that is minimal for all $I \in \mathcal{I}$ on a dynamic slicing criterion $(C,I)$. If $\mathcal{I}$ contains all possible inputs of $P$, then $\text{qm-slice}(P,C,\mathcal{I})$ is a minimal slice of $P$ with respect to $C$.

Given a program and a slicing criterion, our method computes its QM-slice following two sequential phases. The first phase produces a static slice of the original program, which is the input of the second phase. It is worth to remark that Phase 1 is optional. If we do not have any static program slicer available to use during this phase it can be omitted. Even so, it is highly recommendable because Phase 1 can significantly reduce the number of AST nodes that Phase 2 has to work with, which speeds up the process (e.g., in our implementation of the method, Phase 1 reduces the time of Phase 2 by 64.99%). The second phase further slices this slice, producing the final QM-slice. Figure 6.3 summarises the method, which is further detailed in the following sections.
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Figure 6.3: A method to produce quasi-minimal slices

6.2.1 Phase 1: Combining static program slicers

In the first phase, we use a set of static program slicers to repeatedly slice the original program until a fix point is reached. Different program slicers usually implement different techniques and optimisations to reduce the size of the slice. Therefore, we can use any program slicer to produce a first slice that we can use as the starting point to further reduce its size with another program slicer, because the slice of a slice is a slice provided that the same slicing criterion is used.

Theorem 6.1. Let $P$ be a program, and $S = \text{slice}_{X_1}(P, C)$ be a program slice. Then, $S' = \text{slice}_{X_2}(S, C) \in \text{Slices}^P_C$ for any $P$, $C$, $X_1$, and $X_2$.

Proof. By point 1 in Definition 2.4, we know that $S' \subseteq S \subseteq P$. By point 2 in Definition 2.4, we know that $\forall I : \text{seq}(P, C, I)$ is a prefix of $\text{seq}(S, C, I)$ and that $\text{seq}(S, C, I)$ is a prefix of $\text{seq}(S', C, I)$. Therefore, $\text{seq}(P, C, I)$ is also a prefix of $\text{seq}(S', C, I)$. Hence, $S' \in \text{Slices}^P_C$.

Therefore, given a program $P$ and a slicing criterion $C$, slicer $B$ can use the slice provided by slicer $A$ as its input and take advantage of the code removed by $A$. However, $A$ may also take advantage of the code removed by $B$ and, thus, remove code it did not remove the first time, which would imply that $A$ can take further advantage of the new code removed. Therefore, a loop between all the slicers is needed until none of them can further remove any additional code, thus reaching a fix point.

One important property of the slicers, which is a requirement of the method, is that the slices produced by all of them must be complete. Therefore, the output of Phase 1 is always a complete slice, because the sequential composition of complete slicers produces a complete slicer.

Theorem 6.2 (Completeness). Let $P$ be a program, and let $C$ be a slicing criterion for $P$. Given two complete program slicers $X_1$ and $X_2$, then:

$\text{slice}_{X_2}(\text{slice}_{X_1}(P, C), C)$ is a complete slice with respect to $P$ and $C$. 
Proof. First, because $X_1$ is complete, we know that $S_1 = \text{slice}_{X_1}(P, C)$ is a complete slice with respect to $P$ and $C$. We prove the theorem by contradiction assuming that the slice $S_2 = \text{slice}_{X_2}(\text{slice}_{X_1}(P, C), C)$ is not complete with respect to $P$ and $C$. This is only possible if either $X_2$ is not complete, and thus $\text{slice}_{X_2}(S_1, C)$ is not a complete slice with respect to $S_1$ and $C$, or if $X_2$ is complete, but $S_1$ is not complete with respect to $P$ and $C$. However, both cases lead to a contradiction because both $S_1$ and $X_2$ are complete. Moreover, because $S_1$ and $S_2$ are complete, then $S_2 \subseteq S_1 \subseteq P$, and thus, $S_2$ is also a complete slice with respect to $P$ and $C$. □

While it is mathematically correct to say that the slicing criterion $C$ is common for all program slicers (because $C$ is a reference to a piece of code in $P$), in practice $C$ is normally provided in a text mode (e.g., $\langle 5, v \rangle$ meaning line 5, variable $v$) so it is not a reference anymore. Therefore, if a line before $C$ (e.g., line 2) is sliced off from $P$ by the first program slicer obtaining $S$, then $C$ needs to be updated (e.g., to $\langle 4, v \rangle$) so the subsequent program slicers can locate the slicing criterion in $S$. Figure 6.4 shows how the slicing criterion is updated. The process consists of four steps: first, an AST of the code and of its slice are obtained; second, a mapping ([166, 190]) over both ASTs is calculated (dashed lines in the figure); third, the node that represents the slicing criterion (see Definitions 6.1 and 6.2) is located within the AST of the code; finally, the mapping is used to find the node in the AST of the slice.

![Figure 6.4: Slicing criterion mapper](image)

### 6.2.2 Phase 2: Increasing precision via an AST-adapted ORBS algorithm

Phase 2 consists in an iterative process that continuously reduces the slice until a fix point is reached. It comprises three main modules: ORBS, test-case generation, and test-case validation, which are explained hereafter.

**ORBS**

We have implemented a variant of observation-based slicing (see Chapter 2, Section 2.4). Our variant of ORBS iterates over the AST of the program (instead
of iterating over its lines). In particular, it iterates over the AST of ‘\(\text{Slice}_{\text{Phase1}}\)’ (see Figure 6.3). Roughly, this variant iteratively tries to remove from the AST each subtree. Each removal attempt of a subtree produces a ‘\(\text{Slice candidate}\)’ (see Figure 6.3). For each slice candidate, its behaviour is compared with the behaviour of the original program according to Definition 6.3. If they show the same behaviour, then that part is permanently removed from the AST producing a ‘\(\text{New slice}\)’ (see Figure 6.3), and ORBS is restarted with this new slice as input. Otherwise, the ‘\(\text{Previous slice}\)’ is restored and used in a new iteration of ORBS. This iterative process is incremental (first, it removes one node at a time, then, two nodes at a time, and so on) and continues until no more nodes can be removed. This ORBS-based technique is described in Algorithm Algorithm 6.1, where we use \(E^*\) to denote the reflexive and transitive closure of \(E\). Note that the algorithm is parametric with respect to \(MN\), which denotes the maximum number of nodes that can be removed to produce a slice candidate.\(^1\) Roughly, the algorithm loops \(\text{currMN}\) from 1 to \(MN\). It proceeds by removing every combination of \(\text{currMN}\) nodes and then testing them. E.g., first take out each one node (and its subtree), run tests to check whether the sequences of values at the slicing criterion are preserved. Second, take out combinations of two nodes (and their subtrees), test those; and so on. Always building on the previous result.

For this, the algorithm uses function \(\text{SEQ}(P, C, t)\), which executes program \(P\) with the test case \(t\) and records the sequences of values computed at the slicing criterion \(C\). The recursive function \(\text{ORBSAst}\) iterates top-down over the AST removing subtrees and checking whether the sequences of values computed with \(\text{SEQ}\) for the original program are a prefix of the sequences of values computed for the new program with the subtrees removed. This is done with a battery of tests (also called inputs in our context). Function \(\text{ORBSAst}\) is called until a fix-point is reached (repeat-until loop), for each number of removed nodes from 1 to \(MN\) (for loop).

This adaptation of ORBS to ASTs works top-down. This is more efficient because it works in a concretisation fashion, trying to remove first entire functions, clauses, and data structures before trying with their components. If a bottom-up traversal were used instead, whenever a function could be removed each of its statements would be removed beforehand. This is probably not a problem in other contexts, but in our context each time a subtree (e.g., a statement) is removed from the AST all generated test-cases are run to validate that removal. Clearly, these validations are a waste of time in case the whole function is going to be removed.

The only functions that must be provided by the user in Algorithm Algorithm 6.1 are \(\text{SEQ}\), which computes the sequence of values obtained for a specific execution, and \(\text{GENERATE\_TEST\_CASES}\), which is described in the next subsection.

It is important to remark that our algorithm is a generalisation of ORBS in two ways. First, because it can slice any expression and not only lines of code. If we consider that the removed nodes can only be those subtrees that correspond to lines in the code, then our algorithm is equivalent to ORBS. However, there is a second generalisation. ORBS uses a window of size \(\delta\) that represent the lines

\(^1\)All possible combinations could be checked when \(MN = |N|\).
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Algorithm 6.1 ORBS-based AST pruning algorithm

Input: A program $P$, an executable program slice $S$ of $P$, a slicing criterion $C$ for $S$, and the maximum number of nodes $MN$ to be removed at a time.

Output: A quasi-minimal slice of $P'$.

1: function COMPUTEQMSlice($P, S, C$)
2:   $tests \leftarrow$ GENERATETESTCASES($S, C$)
3:   $testsSeq \leftarrow \{ (t, SEQ(P, C, t) \mid t \in tests)$
4:   $A \leftarrow$ GETAST($S$)
5:   for $currMN \in 1 \ldots MN$ do
6:     repeat
7:       $A' \leftarrow A$
8:       $A \leftarrow$ ORBS_AST($A', 1, currMN, \emptyset$)
9:     until $A = A'$
10:    $P' \leftarrow$ GETPROGRAM($A$)
11:   return $P'$

12: function ORBS_AST($A$, $currNode$, $currMN$, $treatedNodes$)
13:   $\langle N, E \rangle \leftarrow A$
14:   $remNodes \leftarrow \{ n \in N \mid \exists n' \in treatedNodes . (n', n) \in E^* \}$
15:   while $remNodes \neq \emptyset$ do
16:     $node \leftarrow n \in remNodes \mid \exists n' \in remNodes . (n', n) \in E$
17:     $remNodes \leftarrow remNodes \setminus \{ node \}$
18:     $N' \leftarrow N \setminus \{ n \in N \mid \langle node, n \rangle \in E^* \}$
19:     $E'_s \leftarrow \{ (n, n') \in E \mid n, n' \in N' \}$
20:     $A' \leftarrow (N', E'_s)$
21:     if $currNode < currMN$ then
22:       $A'' \leftarrow$ ORBS_AST($A', currNode + 1, currMN, treatedNodes \cup \{ node \})$
23:       if $A' \neq A''$ then
24:         return $A''$
25:     else
26:       if $\forall (t, SEQ_P) \in testsSeq .$ $SEQ_P$ is a prefix of $SEQ($GETPROGRAM($A'$), $C, t)$ then
27:         return $A'$
28:       return $A$

that can be removed all together. Therefore, ORBS can delete various lines at a time, but it imposes the restriction that all of them must be together (inside the window). This means that ORBS cannot produce the minimal slice of Example 6.1, because lines 4 and 6 must be deleted together without deleting line 5. Our approach allows for deleting different (not necessarily adjacent) subtrees of the AST, thus, solving this problem and producing the minimal slice in Example 6.1.
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Test-case generation and validation.

The second module used in this phase is in charge of the test-case generation, which is implemented by function `generateTestCases` in Algorithm 6.1. The goal is to generate test cases that execute different paths of the slice and that evaluate the slicing criterion. Every ‘Slice candidate’ produced by ORBS is tested by comparing its behaviour with the one of the original program. If they show the same behaviour, then the missing code in the slice candidate is definitely removed. Otherwise, it is restored. Clearly, the quality of this phase depends on the generated test-cases. An important remark is that our architecture takes advantage of Phase 1 not only to produce the refined slice ‘SlicePhase1’, but also to improve the generation of test cases. In particular, we can observe in Figure 6.3 that module ‘Test-Case Generator’ inputs ‘SlicePhase1’ (instead of the ‘Original program’). Generating the test cases from ‘SlicePhase1’ produces better test cases because this avoids generating test cases that explore removed code in the slice (and, thus, that cannot affect the slicing criterion). Observe, however, that ‘SlicePhase1’ is not used as input for the module ‘Test-Case Validator’ because the output of `seq` for this slice and for the ‘Original program’ differ according to property 2 in Definition 2.1. This is explained in Example 6.3.

**Example 6.3.** Consider the following sequences of values produced in a slicing criterion `SC` when executing a concrete input `I` over the original program (`Original`), the output slice of phase 1 (`SlicePhase1`) and a slice candidate (`SliceCandidate`).

\[
\begin{align*}
a) \quad & \text{seq}(\text{Original}, I, SC) = [1, 2, 3] \\
b) \quad & \text{seq}(\text{SlicePhase1}, I, SC) = [1, 2, 3, 5] \\
c) \quad & \text{seq}(\text{SliceCandidate}, I, SC) = [1, 2, 3, 7]
\end{align*}
\]

In this scenario, if we validate (i.e., decide whether it is a valid slice) `SliceCandidate` with respect to `Original`, then, according to property 2 of Definition 2.4, `SliceCandidate` is an executable program slice of `Original` ((a) is a prefix of (c)). Nevertheless, if we validate `SliceCandidate` with respect to `SlicePhase1`, then the validation fails because (b) is not a prefix of (c). This happens because a slice can produce more values than the original program in the slicing criterion. Therefore, module Test-Case Validator inputs `Original` to prevent these kind of false negatives.

Figure 6.3 summarises the described phases. In the figure: the phases are enclosed inside light grey boxes; the slicers and the other processes are represented with dark grey boxes; the slices and the test cases are represented with white files; the slice candidates (not validated yet or not valid) are represented with dashed-border white files; and decision points are represented with dark rhombuses. The intermediate and output slices of the first phase must be static executable program slices of the original program (see Definition 2.4) whereas the intermediate and output slices of the second phase are dynamic executable program slices (see Definition 2.13).
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Note that this is a general scheme that can be adapted to any language. For this, we only need to instantiate some of the dark grey components: the program slicers, the test-case validator, and the test-case generator (the ORBS technique is already paradigm-independent and works for any language).

6.3 Implementation

We have instantiated the method for Erlang. The method follows the schema shown in Figure 6.3, where we use: two program slicers in Phase 1 called Slicerl [180] and e-Knife; CutEr (see Chapter 7, Section 7.1) as a test-case generator; SecEr [88] as a test-case validator; and Cover [54] as a coverage meter to decide when to stop generating test cases.

6.3.1 Phase 1: Slicerl and e-Knife

In our setting, we used two slicers: Slicerl [180] and e-Knife. We selected Slicerl for four reasons: First, because it is based on a data structure called Erlang Dependence Graph (EDG) whose granularity level is minimal (i.e., tokens). This allows for removing expressions even inside a line of code. Second, because it is open-source, and thus, we have been able to access its internal behaviour and analyses, extend it, and use it in our implementation. Third, because it implements some novel optimisation techniques that make it very precise. And fourth, because it is interprocedural. Other slicers such as the Wrangler’s slicer [117] were discarded because they are only intraprocedural, and thus they cannot handle with precision any of the benchmarks in the suite.\(^2\)

The second slicer is called e-Knife. It is a static slicer for Erlang on which we have been working for the last few years. e-Knife is also based on the EDG and thus, it has the same granularity level as Slicerl: tokens (every token is represented in the EDG with a different node that is susceptible of being sliced off). Moreover, e-Knife incorporates a new technique to precisely slice composite data structures, which complements the static analyses made by Slicerl.

Example 6.4. Given the following program on the left, with the slicing criterion \((3, X)\), Slicerl produces the slice in the middle, whereas e-Knife produces the slice on the right:

\[
\begin{align*}
1 & \text{main() ->} & 2 & \text{main() ->} & 3 & \text{main() ->} \\
2 & A = \{1,2\}, & 2 & A = \{1,2\}, & 2 & A = \{1,\text{sliced}\}, \\
3 & \{X,Y\} = A. & 3 & \{X,\_\} = A. & 3 & \{X,\_\} = A. \\
\end{align*}
\]

Original Program Slicerl's Slice e-Knife's Slice

Note that, even though \(X\) depends on \(A\), and \(A\) depends on 2, \(X\) does not depend on 2. Only e-Knife is able to detect intransitive data dependences.

\(^2\)Note that this does not mean that the suite is useless for intraprocedural slicers. It just means that intraprocedural slicers are less useful to construct the suite.
6.3.2 Phase 2: CutEr, Cover, and SecEr

For Phase 2, we explain how we have instantiated for Erlang the test-case generation and validation tasks needed for ORBS.

Test-case generation

We ensure high quality test cases using concolic testing. We did two sequential steps to ensure a 100% branch and statement coverage:

- **Concolic test-case generation.** This technique analyses the branching conditions in the source code and generates constraints that the input must satisfy to visit all branches. Then, a constraint solver is used to produce the test cases. We used a concolic testing tool for Erlang called CutEr [68]. The following example shows that white-box testing can generate test cases that execute very unusual branches.

**Example 6.5.** Consider again the program in Figure 6.2a. The case branch in line 8 will be hardly executed with random test-case generation. 100% branch coverage can only be achieved if a test case exists with $X=123456789$. However, this does not guarantee the evaluation of all expressions in the branch. 100% statement coverage in the first branch can only be achieved if a test case exists with $X = 123456789, Y \neq 0$.

- **Semi-random test-case generation.** We complemented our white-box testing with black-box testing. We implemented random generators for all possible data types in Erlang.

The maximum number of test cases to be generated is a parameter of our method. This number depends on the concrete code to be processed. The number also has a direct impact on the runtime and on the precision of the final slices produced. In the default configuration, our implementation generates test cases until all the code is tested (i.e., 100% statement and branch coverage). For this, it generates 10 test cases at a time, accumulating the test cases produced and measuring at each step the coverage with a tool called Cover [54]. Cover is a coverage analysis library for Erlang that can determine the coverage achieved when executing a program with several invocations (in our setting, test cases) and that can also identify the uncovered branches. It basically instruments the code so that every line is augmented with a new function call. Therefore, by counting the calls performed during the execution of the test cases we can know exactly what lines were executed and how many times. When Cover reports that 100% statement and branch coverage is reached, the test-case generation finishes. We want to note that these coverages are only metrics, but not objectives. 100% coverage does not necessarily imply high slicing precision.

**Example 6.6.** Consider again the program in Figure 6.2a. A test case with input $X = 1, Y = 1$ does execute all expressions in line 11—100% branch and statement coverage in this line—, but it does not trigger the
division-by-zero exception. Finding this situation would require to generate more test cases (e.g., $X = 1$, $Y = 0$).

Test-case validation

Our test-case generation obtains inputs that ensure a 100% statement and branch coverage. However, in our case, these inputs must be complemented with very specific outputs to form the test cases: the sequences of values the slicing criterion is evaluated to. In our case, this is done by another one of our tools called SecEr [88], which purpose is further described in Chapter 8 (SecEr implements function $\text{seq}$ in Algorithm 6.1). Given a slicing criterion, SecEr instruments the source code in such a way that the execution of the instrumented code obtains as a side effect the sequence of values it is evaluated to.

6.4 Experimental Evaluation and Results

We identified a collection of slicing problems and challenges and applied our method to obtain 23 benchmarks for Erlang (23 slicing criteria defined over 18 different Erlang programs) that (combined) implement all of the problems. These benchmarks form a suite that contains triples program–slicing criterion–minimal slice. The slices produced in our implementation are QM-slices (see Definition 6.3) and they are fine-grained slices because they have been obtained working over AST nodes (see Definitions 6.1 and 6.2). In this section, we show the behaviour of each component of the method.

6.4.1 Phase 1: Behaviour of Slicerl and e-Knife

The fix point of Phase 1 was reached in only one iteration (the slice produced by e-Knife could not be further reduced by Slicerl). The first slicer (Slicerl) needed 12820 milliseconds to slice all the benchmarks except for nine of them whose syntax was not supported. This produces an average of 916 milliseconds per benchmark. Slicerl was able to remove 619 nodes from ‘Original program’ in total (an average reduction of 31.89%). The second slicer needed 48361 milliseconds to slice all the benchmarks (an average of 2103 milliseconds per benchmark$^3$). e-Knife further reduced the slices produced by Slicerl by 59 nodes in total (an average extra reduction of 2.48% over the original program). If we also consider those benchmarks that Slicerl cannot handle, then the extra reduction was 14.67%.

6.4.2 Phase 2: Behaviour of ORBS and CutEr

ORBS

The execution of Algorithm 6.1 with $\text{Slice}_{\text{Phase1}}$ and removing one node at a time ($MN = 1$) reduced the original program to a 50.08% (as an average).

$^3$e-Knife is a slicer implemented in Java. For this reason, it needs extra time to access Erlang.
This is an extra reduction of 15.84% over the result of phase 1. Afterwards, Algorithm 6.1 was executed again but this time removing two nodes instead of one. The slice remained unchanged in all cases (0% reduction). Then, three nodes were removed in each iteration and 0% reduction was achieved again. Finally, four nodes were removed in each iteration for some benchmarks (according to our estimations, the evaluation of the other benchmarks would have taken months). Again, in all cases, 0% reduction was achieved when four nodes were removed in each iteration. Due to the combinatorial explosion, we did not run any of the benchmarks with five nodes, because its run time was estimated in years.

We compare the four iterations performed with ORBS in Table 6.1. The columns labelled with \textbf{i nodes}, where \( i \in \{1, 2, 3, 4\} \), represent each of the iterations of the \textbf{for} loop in Algorithm 6.1 (the first removing 1 node in each iteration, the second removing 2 nodes in each iteration, etc.). In these columns, \textbf{Iter} is the number of different iterations performed by the algorithm (i.e., the number of configurations that were checked, where each configuration is the result of removing \( i \) nodes from the AST), \textbf{Time} is the total time used to check the configurations, and \( \% \) is the percentage of nodes that remain from the original code. Note that the algorithm only removed nodes when trying to remove single nodes (1 node).

This whole exhaustive process (with \( MN = 4 \)) took nine days, thirteen hours, and fifty one minutes. However, the ORBS loop with 2, 3, and 4 nodes did not produce any reduction (and consumed most of the time). Therefore, unless one is specially interested in producing minimal slices (as we are) it is a good design decision to configure ORBS to only remove one node at a time. This nearly always produces exactly the same results but the time is significantly reduced. With this configuration (\( MN = 1 \)), the whole suite of benchmarks was sliced in 14 minutes and 25 seconds, producing the same results.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>1 Node</th>
<th>2 Nodes</th>
<th>3 Nodes</th>
<th>4 Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iter</td>
<td>Time</td>
<td>%</td>
<td>Iter</td>
<td>Time</td>
</tr>
<tr>
<td>b1_s30Year</td>
<td>1448</td>
<td>414.48</td>
<td>28.39%</td>
<td>2354</td>
</tr>
<tr>
<td>b2_s34C</td>
<td>295</td>
<td>10.76</td>
<td>26.06%</td>
<td>264</td>
</tr>
<tr>
<td>b3_s30B</td>
<td>81</td>
<td>3.51</td>
<td>24.57%</td>
<td>60</td>
</tr>
<tr>
<td>b4_s32A16</td>
<td>194</td>
<td>8.39</td>
<td>21.41%</td>
<td>154</td>
</tr>
<tr>
<td>b5_s38C</td>
<td>45</td>
<td>2.41</td>
<td>19.41%</td>
<td>95</td>
</tr>
<tr>
<td>b6_s35C</td>
<td>222</td>
<td>9.07</td>
<td>20.78%</td>
<td>414</td>
</tr>
<tr>
<td>b7_s34D</td>
<td>120</td>
<td>5.36</td>
<td>20.30%</td>
<td>206</td>
</tr>
<tr>
<td>b8_s27C</td>
<td>15</td>
<td>0.66</td>
<td>7.76%</td>
<td>155</td>
</tr>
<tr>
<td>b9_s29DDependia</td>
<td>244</td>
<td>21.34</td>
<td>72.06%</td>
<td>1106</td>
</tr>
<tr>
<td>b10_s9A</td>
<td>112</td>
<td>4.39</td>
<td>58.14%</td>
<td>79</td>
</tr>
<tr>
<td>b11_s5A1H</td>
<td>50</td>
<td>1.98</td>
<td>30.00%</td>
<td>291</td>
</tr>
<tr>
<td>b12_s56S</td>
<td>105</td>
<td>12.86</td>
<td>20.11%</td>
<td>891</td>
</tr>
<tr>
<td>b13_s2A2A16</td>
<td>121</td>
<td>5.40</td>
<td>20.78%</td>
<td>206</td>
</tr>
<tr>
<td>b14_s34W</td>
<td>219</td>
<td>8.56</td>
<td>26.32%</td>
<td>95</td>
</tr>
<tr>
<td>b15_s3W</td>
<td>127</td>
<td>5.36</td>
<td>18.18%</td>
<td>95</td>
</tr>
<tr>
<td>b16_s5A</td>
<td>40</td>
<td>1.66</td>
<td>41.67%</td>
<td>24</td>
</tr>
<tr>
<td>AVG</td>
<td>422</td>
<td>17.04</td>
<td>58.14%</td>
<td>506</td>
</tr>
<tr>
<td>MEAN</td>
<td>137</td>
<td>7.18</td>
<td>45.25%</td>
<td>75</td>
</tr>
<tr>
<td>TOTAL</td>
<td>14307</td>
<td>341</td>
<td>1591.67%</td>
<td>408</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of the different iterations of ORBS
CutEr

The coverage achieved by the test cases generated with CutEr for each benchmark is listed in column CutEr of Table 6.2. In 14 out of 23 benchmarks CutEr produced a 100% branch coverage. In 4 out of 23 benchmarks CutEr produced a branch coverage <100%. In 5 benchmarks (b16_s58C, b12_s40BS, b12_s92A, b15_s65shown, b18_s50J), CutEr returned an error or was unable to generate any test case.

In all those benchmarks where CutEr did not produce a 100% branch and statement coverage, a second phase of semi-random test-case generation was activated to reach 100%. Column Random of Table 6.2 shows this second phase where a 100% statement and branch coverage was achieved in only 0.12 seconds on average.

6.4.3 Empirical evaluation

Prior to the design and application of our method, we first produced the slices of the benchmarks with slicerl and with e-Knife, separately. This enables evaluating how precise QM-slices (obtained with our method) are compared to standard slices (obtained with two program slicers).

Executable program slices

We sliced all the benchmarks with two Erlang program slicers (Slicerl and e-Knife) that produced an interesting result: the empirical evaluation of (and a comparison between) each slicer. Slicerl could not handle nine of the benchmarks (it crashed due to unhandled syntax constructs). If we omit these benchmarks, then their precision was similar. As an average, Slicerl reduced the original programs ($X = 31.90\%$, $\sigma = 21.29\%$), while e-Knife reduced them ($X = 33.03\%$, $\sigma = 25.18\%$). However, because the analyses performed by both slicers are different, Slicerl was better twice and e-Knife was better thirteen times. This clearly justifies the combination of program slicers in the first phase of our method. We also compared the following three slices for all benchmarks:

\[
S_1 = \text{slicerl}(\text{sliceknife}(B, C), C) \\
S_2 = \text{sliceknife}(\text{slicerl}(B, C), C) \\
S_3 = \text{slicerl}(B, C) \cap \text{sliceknife}(B, C)
\]

where B is a benchmark and C is a slicing criterion.\(^4\) We discovered that, for all benchmarks, $S_1 = S_2 \subseteq S_3$. Hence, (i) the order in which the slicers were executed was not relevant, and (ii) it is better composing slicers sequentially (i.e., slicing slices) than composing them in parallel and get the intersection. The reason is that one slicer can take advantage of the parts removed by the other slicer. This justifies the need for a fix-point loop in Phase 1 of the method.

\(^4\)Note that, theoretically, unions and intersections of slices are not necessarily slices [48], but in practice (e.g., with all our benchmarks), they usually are.
Quasi-minimal slices

Table 6.2 summarises the empirical evaluation of our particular implementation of the proposed method. Concretely, it compares the size of the successive refinements of all the slices, and the time needed by all processes of the two phases. Each row represents a different benchmark. For each benchmark, column \textbf{Nodes} represents its number of AST nodes, which corresponds to the size of the programs/slices. In the case of the slices, we also include the percentage of nodes that remain in the slice with respect to the original program. Column \textbf{Time} shows the time expended in each phase measured in seconds (s). Phase 2 is divided into two different processes: test-case generation and ORBS limited to only one iteration. Finally, column \textbf{Iterations} shows the number of configurations checked by ORBS (that is, the number of different nodes removed to produce slice candidates).

It is important to compare the data of the different rows taking into account that the columns provide complementary information. For instance, if we compare the reduction \% achieved by \textit{Slicer1} for benchmarks b5\_s30C and b14\_s44V, one can think that the slice produced for b14\_s44V is much better (it was reduced to 37.8\%, while b5\_s30C was only reduced to 94.44\%). However, if we observe the \% in the ORBS column, we can see that the conclusion could be the opposite: \textit{Slicer1} produced a minimal slice for b5\_s30C, while the slice produced for b14\_s44V was not minimal.

Evaluation conclusions

Our implementation of the proposed method and its empirical evaluation have answered several research questions in the process:

1. \textbf{Is Phase 1 really needed?} The final slice produced in Phase 2 is the same with independence of whether Phase 1 is used or not. However, the use of Phase 1 reduced the time of Phase 2 by 64.99\%.

2. \textbf{Runtime: How long does each process last?} The whole suite was sliced in 1054 s. (Phase 1: 62 s., ORBS: 865 s., test case generation: 127 s.). This provides an idea of the relative costs of the phases.

3. \textbf{Accuracy: How accurate is each phase (on average)?} Phase 1 reduced the original program 34.07\%, Phase 2 further reduced it 15.85\% (producing the minimal slice).

4. \textbf{Concolic vs. random test cases: Is concolic testing enough?} No. Cuter was able to produce the desired coverage 60.87\% of the times. In the other 39.13\%, random test case generation was needed.

5. \textbf{Slicer1 vs. e-Knife: Which is better (on average)?} When they were run independently, \textit{e-Knife} was better in 13/23 benchmarks. Table 6.3 shows the comparison of both slicers.

6. \textbf{Sequential vs. parallel composition (intersection) of slicers: Which is better?} Sequential composition of slicers provides the best results.
<table>
<thead>
<tr>
<th>Original</th>
<th>Slicer</th>
<th>c-Knife</th>
<th>Test-Case Generation</th>
<th>ORBS (one node at a time)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (s)</td>
<td>Nodes</td>
<td>Time (s)</td>
<td>Nodes</td>
<td>CutKr</td>
</tr>
<tr>
<td>b1_s56Year</td>
<td>8.80</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100% (4.93s)</td>
</tr>
<tr>
<td>b2_s38C</td>
<td>128</td>
<td>0.87</td>
<td>95 (74.22%)</td>
<td>2.22</td>
<td>95 (74.22%)</td>
</tr>
<tr>
<td>b2_s40D</td>
<td>128</td>
<td>0.88</td>
<td>98 (76.56%)</td>
<td>2.32</td>
<td>98 (76.56%)</td>
</tr>
<tr>
<td>b3_s28C</td>
<td>53</td>
<td>0.82</td>
<td>35 (66.04%)</td>
<td>2.12</td>
<td>35 (66.04%)</td>
</tr>
<tr>
<td>b4_s32Abbb</td>
<td>81</td>
<td>-</td>
<td>-</td>
<td>2.19</td>
<td>74 (85.06%)</td>
</tr>
<tr>
<td>b5_s30C</td>
<td>54</td>
<td>0.99</td>
<td>51 (94.44%)</td>
<td>2.17</td>
<td>51 (94.44%)</td>
</tr>
<tr>
<td>b6_s35D</td>
<td>133</td>
<td>1.02</td>
<td>62 (46.62%)</td>
<td>2.18</td>
<td>57 (42.86%)</td>
</tr>
<tr>
<td>b6_s36D</td>
<td>133</td>
<td>1.01</td>
<td>49 (36.84%)</td>
<td>2.16</td>
<td>49 (36.84%)</td>
</tr>
<tr>
<td>b7_s27D</td>
<td>28</td>
<td>0.95</td>
<td>22 (78.57%)</td>
<td>2.12</td>
<td>22 (78.57%)</td>
</tr>
<tr>
<td>b8_s29Deposits</td>
<td>80</td>
<td>0.95</td>
<td>78 (95.50%)</td>
<td>2.23</td>
<td>76 (95.00%)</td>
</tr>
<tr>
<td>b9_s59A</td>
<td>59</td>
<td>0.81</td>
<td>57 (96.61%)</td>
<td>2.18</td>
<td>54 (91.53%)</td>
</tr>
<tr>
<td>b10_s54DB</td>
<td>140</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>100% (11.70s)</td>
</tr>
<tr>
<td>b11_s24C</td>
<td>40</td>
<td>0.83</td>
<td>32 (80.00%)</td>
<td>2.15</td>
<td>32 (80.00%)</td>
</tr>
<tr>
<td>b12_s40BS</td>
<td>454</td>
<td>-</td>
<td>-</td>
<td>2.52</td>
<td>118 (25.99%)</td>
</tr>
<tr>
<td>b12_s59A</td>
<td>444</td>
<td>2.18</td>
<td>94 (20.70%)</td>
<td>100% (0.03s)</td>
<td>83</td>
</tr>
<tr>
<td>b13_s33New1</td>
<td>66</td>
<td>0.94</td>
<td>46 (69.70%)</td>
<td>2.15</td>
<td>46 (69.70%)</td>
</tr>
<tr>
<td>b14_s41V</td>
<td>209</td>
<td>0.93</td>
<td>39 (70.80%)</td>
<td>2.18</td>
<td>35 (55.99%)</td>
</tr>
<tr>
<td>b14_s45W</td>
<td>209</td>
<td>0.96</td>
<td>89 (42.58%)</td>
<td>2.20</td>
<td>64 (30.62%)</td>
</tr>
<tr>
<td>b14_s46Z</td>
<td>209</td>
<td>0.86</td>
<td>417 (50.98%)</td>
<td>2.23</td>
<td>97 (46.41%)</td>
</tr>
<tr>
<td>b15_s65Shown</td>
<td>225</td>
<td>-</td>
<td>-</td>
<td>2.40</td>
<td>195 (86.67%)</td>
</tr>
<tr>
<td>b16_s48C</td>
<td>108</td>
<td>-</td>
<td>-</td>
<td>1.67</td>
<td>30 (27.58%)</td>
</tr>
<tr>
<td>b17_s45X</td>
<td>79</td>
<td>-</td>
<td>-</td>
<td>1.01</td>
<td>76 (96.20%)</td>
</tr>
<tr>
<td>b18_s34D</td>
<td>55</td>
<td>-</td>
<td>-</td>
<td>1.92</td>
<td>74 (95.16%)</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>173.52</td>
<td>0.56</td>
<td>146 (61.59%)</td>
<td>2.13</td>
<td>90 (55.98%)</td>
</tr>
<tr>
<td>MEDIAN</td>
<td>128</td>
<td>0.93</td>
<td>87 (94.44%)</td>
<td>2.18</td>
<td>76 (76.56%)</td>
</tr>
<tr>
<td>TOTAL</td>
<td>3991</td>
<td>12.82</td>
<td>337 (80.59%)</td>
<td>49.09</td>
<td>2290 (60.53%)</td>
</tr>
</tbody>
</table>
6.4. Experimental Evaluation and Results

### Table 6.3: Empirical evaluation and comparison of Slicerl and e-Knife

<table>
<thead>
<tr>
<th>Original</th>
<th>Slicerl</th>
<th>e-Knife</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nodes</td>
<td>Time (s)</td>
</tr>
<tr>
<td>b1_s56Year</td>
<td>820</td>
<td>-</td>
</tr>
<tr>
<td>b2_s38C</td>
<td>128</td>
<td>0.87</td>
</tr>
<tr>
<td>b2_s40D</td>
<td>128</td>
<td>0.88</td>
</tr>
<tr>
<td>b3_s28C</td>
<td>53</td>
<td>0.82</td>
</tr>
<tr>
<td>b4_s32Abb</td>
<td>87</td>
<td>-</td>
</tr>
<tr>
<td>b5_s30C</td>
<td>54</td>
<td>0.99</td>
</tr>
<tr>
<td>b6_s35C</td>
<td>133</td>
<td>1.02</td>
</tr>
<tr>
<td>b6_s36D</td>
<td>133</td>
<td>1.01</td>
</tr>
<tr>
<td>b7_s27C</td>
<td>28</td>
<td>0.95</td>
</tr>
<tr>
<td>b8_s29Deposits</td>
<td>80</td>
<td>0.95</td>
</tr>
<tr>
<td>b9_s59A</td>
<td>59</td>
<td>0.81</td>
</tr>
<tr>
<td>b10_s34DB</td>
<td>142</td>
<td>-</td>
</tr>
<tr>
<td>b11_s28C</td>
<td>40</td>
<td>0.83</td>
</tr>
<tr>
<td>b12_s40BS</td>
<td>454</td>
<td>-</td>
</tr>
<tr>
<td>b12_s92A</td>
<td>454</td>
<td>-</td>
</tr>
<tr>
<td>b13_s38NewI</td>
<td>66</td>
<td>0.94</td>
</tr>
<tr>
<td>b14_s44V</td>
<td>209</td>
<td>0.93</td>
</tr>
<tr>
<td>b14_s45W</td>
<td>209</td>
<td>0.96</td>
</tr>
<tr>
<td>b14_s46Z</td>
<td>209</td>
<td>0.86</td>
</tr>
<tr>
<td>b15_s65shown</td>
<td>225</td>
<td>-</td>
</tr>
<tr>
<td>b16_s58C</td>
<td>108</td>
<td>-</td>
</tr>
<tr>
<td>b17_s54X</td>
<td>79</td>
<td>-</td>
</tr>
<tr>
<td>b18_s50J</td>
<td>95</td>
<td>-</td>
</tr>
<tr>
<td>AVG</td>
<td>173.52</td>
<td>0.92</td>
</tr>
<tr>
<td>AVG_Total</td>
<td>173.52</td>
<td>0.56</td>
</tr>
</tbody>
</table>

6.4.4 A suite of minimal slices

Following the method presented, we have generated a suite of minimal slices for Erlang. In Erlang, this suite is especially useful because it presents special challenges for program slicing (higher order, anonymous functions, pattern matching, etc.) and, moreover, in this language no studies evaluating current program slicers existed yet.

**Selection of benchmarks**

The suite of benchmarks has been designed to contain small to medium programs that contain well-known program slicing challenging problems described in the literature (e.g., dead code, unreachable clauses [175], pattern matching [180], collapse and expansion of composite data structures [198], etc.). For instance, the suite includes classical slicing programs used in different papers such as word count, the SCAM mug, the Montréal boat example, the Horwitz et al. interprocedural slice [84], etc. The objective is to challenge program slicers to check how many of these programs are they able to slice. In order to test different syntax constructs in Erlang that are also challenging for program slicing (e.g., list comprehensions, block structures, chars, remote function calls, etc.), various benchmarks have been taken from the github repository and the rosetta
Chapter 6. Quasi-Minimal Slicing to Compare Program Slicers

code programming chrestomathy website. For each benchmark, we defined different slicing criteria so that their slices can be used to test slicers that work at the function, clause, line, or expression level. The suite of benchmarks has been designed to contain small to medium programs that:

- Require interprocedural techniques. Interprocedural slicing is a challenge in functional languages. For instance, the program slicer of Wrangler [116], one of the most advanced Erlang refactoring tools, is still intraprocedural.

- Can be sliced by slicers of different performance. The main goal of the suite is not performance, but precision. Therefore, we prefer small to medium programs for which we can systematically produce minimal slices rather than large programs for which reasoning about minimality is impossible due to its prohibitive cost.

- Contain different slicing problems. In fact, each benchmark defines concisely one specific slicing challenge.

This suite can be used to evaluate and compare program slicers, but it is also particularly useful to develop slicers. To help in this last task, we have implemented a tool that inputs a program slicer and it slices all the benchmarks in the suite with this program slicer. Then, the slices the program slicer obtains are compared with the minimal slices in the suite to calculate the accuracy in terms of preserved AST nodes (i.e., using the minimum granularity). Finally, a report indicating the recall, precision, and F1 is provided to the user as well as the variation of these metrics with respect to the best results the program slicer has achieved so far. The suite and the tool are publicly available at:

https://mist.dsic.upv.es/bencher/

Structure of the suite

All benchmarks are labelled so that their purposes and properties can be identified by just looking at their labels. The labels classify the benchmarks depending on the slicing challenges they include, and on the syntax constructs they use.

Example 6.7. All benchmarks are identified with a code. For instance, benchmark b15_s65Shown refers to program 15 with slicing criterion ⟨65, Shown⟩. The code of program 15 was originally extracted from rosettacode. Then, the code was augmented and redesigned to include challenging problems for slicing. Finally, this benchmark has been labelled with: IP, LC, AF, Rem. Their meanings are:

**IP:** The benchmark requires interprocedural slicing.

**LC:** The benchmark uses list comprehensions.

**AF:** The benchmark defines and uses anonymous functions.

5http://rosettacode.org/
Rem: The benchmark contains remote procedure calls to external functions (non-available code).

All the information about the meaning of the labels and about the classification of benchmarks can be found on the public website of the suite.

Minimality
Our method/slicer produces quasi-minimal slices. Ensuring minimality is undecidable because not all possible test cases can be executed (they are potentially infinite). However, our method palliates this problem with a test-case generation phase that ensures 100% branch and statement coverage combining white and black box testing. Thanks to this phase, the quasi-minimal slices produced are actually minimal in many cases. In particular, we have manually proved that all 23 quasi-minimal slices generated with our tool (with MN=1 and generating random test cases until 100% statement and branch coverage is achieved) are in fact minimal slices. Concretely, we have proven minimality for each single pair (benchmark, slicing criterion) in the suite, proving that each single node of the sliced AST is actually needed, and that all required nodes are part of the slice. Each benchmark of the suite is, thus, accompanied with a proof of minimality.

6.5 Related Work

One approach similar to ours is dynamic program dicing, proposed by Chen and Cheung [34] as an alternative to static program dicing, which was originally proposed by Lyle and Weiser [130]. This approach obtains a program slice formed by the statements contained in the traces of a set of failed executions and not in the traces of a set of correct executions. In most cases, the remaining statements would contain the source of the error. Nevertheless, this approach presents two differences with respect to our approach: 1) It is incomplete. The slices produced may not contain the errors that produced the discrepancies. (2) The slices produced may not be executable, thus, they cannot be used to check the discrepancies.

In our approach, we use a technique that can be considered a variant of ORBS [20]. ORBS is a language-independent technique, thus it removes lines without parsing them. Hence, if two statements are placed in the same line, they are removed together. Of course, this can also produce compilation errors if a part of one syntax construct is removed. Instead of removing lines of code, we use a mechanism to remove expressions or replace them by a fresh constant sliced, thus, the obtained precision is higher and, moreover, this enables us to remove expressions with independence of how they were coded. Our proposed ORBS algorithm is similar to the one proposed in [21] that removes nodes one by one. Specifically, the algorithm proposed in this work is a generalization of [21], because we also allow to iteratively remove N nodes (instead of one) by computing all possible combinations with an efficient top-down pruning algorithm.
Our technique is also similar to Delta Debugging (DD) [42, 212]. DD was originally defined for debugging, but it can also be used to compute slices. The way in which DD and our technique compute slices differ. DD relies on the use of a trace, which is cut in the middle first, in a quarter next, and so on. This process is too expensive compared to our approach (and also compared to ORBS). Moreover, DD can produce slices that are not correct, in the sense that their behaviour differs from the one of the original program. Clearly, this is useless for our purposes, because we need to ensure that the slices of the suite are correct.

Another related approach is Critical Slicing [49]. The idea behind Critical Slicing is the same as ORBS: they both remove lines and check whether the slice produced removing each line preserves the original behaviour. The difference is that Critical Slicing removes lines one at a time, while ORBS removes them incrementally. As a consequence, (i) contrarily to ORBS, Critical Slicing needs a fixed number of compilations (one per line), and (ii) critical slices can be incorrect because two lines individually removed without changing the behaviour at the slicing criterion may produce a program with a different behaviour when they are removed together. Hence, as DD, Critical Slicing also produces incorrect slices.

Comparing and evaluating the performance of program slicers and slicing-based techniques has been traditionally of wide interest. Not only because this enables developers to select the best slicer or technique for their purposes, but also because it provides information about how precise the slicer is. For this reason, many surveys and works exist (see, e.g., [19, 69, 81]) that evaluate and compare the size of the slices produced by different techniques. Unfortunately, due to the lack of a standard suite of benchmarks, in most cases the benchmarks are implemented from scratch to make the experiments [69, 81], they are taken from different papers and projects [20], or they belong to suites of programs not specific for slicing [19]. Moreover, often, the benchmarks that are used in the experiments are not publicly available or accessible (e.g., in [19, 69, 81]), which makes it impossible to replicate and/or validate the study. Furthermore, the unavailability of the benchmarks prevents other researchers and developers from comparing their techniques with the reported results. In consequence, these reports are just a fixed picture of the state of the art, but they are not usable to measure and compare future techniques.

A suite of program slicing benchmarks would solve these problems, but we are not aware of any suite of benchmarks prepared for slicing, i.e., with specific challenging problems for slicing, and with solutions (minimal slices) for each benchmark. The construction of this suite is completely novel. Unfortunately, computing the minimal slices of each benchmark is not trivial at all. In fact, it is undecidable in the general case, so we had to manually prove minimality. The techniques used in this system are very related to other existing techniques and methods. In particular, we use semi-random test-case generation similar to the one implemented by SmallCheck [172]. We also prevent duplicated test cases but, contrarily to SmallCheck, our test-case generation is not based on properties.
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Preliminary Definitions and Notation

This chapter presents a set of testing and verification concepts, together with some tools used along this part of the thesis. The aim of this chapter is to provide the user an overall idea of the purpose of each tool and technique explained, to ease the understanding of the following chapters.

7.1 Analysis tools for Erlang

Most of the techniques explained in this part of the thesis are mainly developed for the Erlang programming language. For this reason, we used different analysis tools already developed for Erlang as components of our approaches. Here, we show an overall idea about some Erlang analysis tools, briefly describing the kind of analysis they perform in Erlang.

7.1.1 Type inference in Erlang: TypEr

Erlang is a strict, dynamically typed functional programming language that supports communication, concurrency, fault-tolerance and distribution. Erlang contains a set of basic data types: atoms, numbers (integers and floats), process identifiers, and compound data types that are represented by lists and tuples. Additionally, a notation for structured objects is also supported (called records in Erlang), but their inner representation in Erlang is currently the same as the one used for tuples. In Erlang, functions are defined as a set of ordered clauses, which may contain associated guards, and the clause selection process is done by pattern matching. Despite the lack of static types, explicit pattern matching against clauses with terms or the presence of guards, generally provides information about the function input and return types.

TypEr [122] is a fully automatic type annotator for Erlang programs based on constraint-based type inference of success typings (a type signature that over-approximates the set of types for which a function can evaluate to a value [121]). Given an Erlang function, TypEr is able to automatically compute the sets of possible input and output types of this function. TypEr’s type annotations are always conservative over-approximations, i.e., the type annotations produced by TypEr for a function’s arguments may be more general that the real types accepted in practice.
For example, consider the following Erlang function with two different clauses that computes the length of a list.

\[
\begin{align*}
\text{length}([\,]) & \rightarrow 0; \\
\text{length}([\_|T]) & \rightarrow 1 + \text{length}(T).
\end{align*}
\]

When we run TypEr to obtain the function possible types we obtain the following type specification for function \text{length}:

\[-\text{spec length([any()])} \rightarrow \text{non_neg_integer()}.\]

The specification given by TypEr indicates that the argument must be a list with elements of any type and the function result will always be a non-negative integer.

### 7.1.2 Property-based testing in Erlang: PropEr

Nowadays there are lots of Erlang modules or even complete applications where each function defines its own type specification (spec). Type declarations and function specifications are not used to guarantee type safety, because the Erlang language already provides this guarantee through runtime checks. Instead, they provide a very valuable information about every function, that can be used for testing purposes, e.g., property-based testing.

PropEr [151] is an open-source QuickCheck-inspired property-based testing tool for Erlang. The tool can turn function specifications into simple properties and test the correspondence between the programmers’ intentions and the implementation of their functions. For this purpose, it uses types, both module-local and remote, to generate values of each given type, transforming the static spec into a set of particular calls that test the type properties defined in the function signature. PropEr provides an automatic test of functions exclusively based on their type signature divided in three phases:

(i) generation of valid inputs,

(ii) execution of the function with the generated inputs, and

(iii) check of the correspondence between the actual returned value and the output expected type.

### 7.1.3 Concolic testing in Erlang: CutEr

Concolic testing [70, 113, 176] is a testing method for input generation where a program is simultaneously executed both concretely and symbolically to maximise the achieved path coverage. In concolic testing, test inputs are generated from the execution of the program. The main idea of this testing approach is to collect, during runtime, symbolic constraints that the program establishes over certain input values. This way, by solving these sets of symbolic constraints, we can infer new input values to force the execution of the program to follow a specific path.
CutEr [68] is a tool that applies the idea of concolic testing to detect bugs in Erlang applications, especially bugs that are very difficult to find using other methods. For that purpose, CutEr tries to explore all execution paths to find those that lead to runtime execution errors. The input of CutEr is a program and a particular input for this program. CutEr executes this input running the program concretely and symbolically, and accumulates all the symbolic constraints it finds during the execution. All the collected symbolic constraints are later used to generate new input values by solving them with a particular constraint solver (the Z3 SMT-solver). This process is repeated with the new program inputs computed, accumulating new sets of symbolic constraints that appear during each new execution. The process finishes when there is no more constraint sets to solve and, thus, no more execution paths can be produced.

7.2 Design by contract

The term design-by-contract (DBC) was originally proposed by Bertrand Meyer [134] to formally define the requirements of software systems. The main idea is that a module inside a system grants some kind of contract, or obligation, for the functionality it provides. Consequently, using the module implies the acceptance of the terms of that contract. The specification of this contract is built upon Hoare logic, a formal system developed by Tony Hoare for reasoning about the correctness of programs [80] that allows for the use of composite predicates to describe complex properties. The fundamental basis of this model are threefold:

1. **Preconditions**. They represent requirements that must be met before calling a function. If the preconditions are not fulfilled, then the associated function may compute erroneous values or crash during the execution.

2. **Postconditions**. They represent conditions that must be met after the execution of the function call. The violation of a postcondition implies that a function shows a wrong behaviour during its execution and does not behave as expected.

3. **Invariants**. They are constraints that must be satisfied during the lifetime of a certain component. The infringement of an invariant defined over a specific component may lead to scenarios not considered by the component, resulting into the outbreak of unexpected program results.

The best way to specify the details of a contract is to include it in the module documentation of the API. Functions should specify any expected precondition that must be fulfilled before executing a function call as well as any resulting postconditions that must be satisfied after the function call is completed. Additionally, the documentation should also specify any invariants that must remain true during the observable lifetime of each program component, that is, after construction, before destruction, and before and after each function call.

To show the concept of DBC more concretely, we provide the following example:
Example 7.1. Consider the Java program with the class `String` in Figure 7.1. There are two different types of contracts defined as comments in the code. The first one is an invariant established over the objects of class `String` in Line 2, which represents that the size of a String (call to method `size()`) must always be greater or equal than zero. On the other hand, we also have a postcondition in Line 10 associated to method `append`. The postcondition exposes that the length of the string object being changed must grow by the length of the input string `s` (the term `@pre.size()` is used to represent the length of the string before the method is called).

1 // A container that operates on sequences of characters.
2 // Invariant: size() >= 0
3
4 class String {
5    ...
6 // Returns the number of characters in this String object
7    public int size() { ... }
8    ...
9 // Append 's' to this String object.
10 // Postcondition: size() == @pre.size() + s.size()
11    public void append(String s) {
12        ...
13    }
14    ...
15 }

**Figure 7.1:** Java program that makes use contracts of DBC approach

Since it is directly related with the code of the module being tested, the DBC approach is often considered as unit testing too. In fact, contracts and the information they provide are used in testing in different ways. Some of these ways are the use of contracts to built runtime assertions checked during the execution of the program, or the so called contract-based testing, introduced by Aichernig [4], that generates tests for the program from the information provided by contracts.
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During its useful lifetime, a program might evolve many times. Each evolution is often composed of several changes that produce a new release of the software. There are multiple ways to control that these changes do not modify the behaviour of any part of the program that was already correct. Most of the companies rely on regression testing [162, 210] to assure that a desired behaviour of the original program is kept in the new version, but there exist other alternatives such as the static inference of the impact of changes [95, 115, 137, 184].

Even when a program is perfectly working and it fulfils all its functional requirements, sometimes we still need to improve parts of it. There are several reasons why a released program needs to be modified. For instance, improving the maintainability or efficiency; or for other reasons such as obfuscation, security improvement, parallelisation, distribution, platform changes, and hardware changes, among others. In the context of software maintenance it is common to change an algorithm several times until certain performance requirements are met. Often, during each iteration, the code naturally becomes more and more complex and, thus, more difficult to understand and debug. Although regression testing should be ideally done after each change, in real projects the methodology is really different. As reported in [50], only 10% of the companies do regression testing daily. This means that, when an error is detected, it can be hidden after a large number of subsequent changes. The authors also claim that this long-term regression testing is mainly due to the lack of time and resources.

Programmers that want to check whether the semantics of the original program remains unchanged in the new version usually create a test suite. There are several tools that can help in all this process. For instance, Travis CI can be easily integrated in a GitHub repository so that each time a pull request is performed, the test suite is launched. We present here an alternative and complementary approach that creates an automatic test suite to do regression testing: (i) An alternative approach because it can work as a standalone program without the need of using other techniques. Therefore, our technique can check the evolution of the code even if no test suite has been defined. (ii) A complementary approach because it can also be used to complement other techniques, providing a major reliability in the assurance of behaviour preservation.
More sophisticated techniques, but with similar purpose, have been recently announced like the Ubisoft’s system [207] that is able to predict programmer errors beforehand. It is quite illustrative that a game-developer company was the first one in presenting a project like this one. The complex algorithms used to simulate physical environments and AI behaviours need several iterations in order to improve their performance. It is in one of those iterations where some regression faults can be introduced.

In the context of debugging, programmers often use breakpoints to observe the values of an expression during an execution. Unfortunately, this feature is not currently available in testing, even though it would be useful to easily focus the test cases on one specific point without modifying the source code (as it happens when using asserts) or adding more code (as it happens in unit testing). This work introduces the ability to specify points of interest (POI) in the context of testing. A POI can be any expression in the code (e.g., a function call) meaning that we want to check the behaviour of that expression (the sequence of values it is evaluated to during the execution). Although they handle similar concepts, our POIs are not exactly like breakpoints, since their purpose is different. Breakpoints are used to indicate where the computation should stop, so the user can inspect variable values or control statements. In contrast, a POI defines an expression whose sequence of evaluations to values must be recorded, so that we can check the behaviour preservation (by value comparison) after the execution. In particular, note that placing a breakpoint inside a unit test is not the same as placing a POI inside it because the goals are different.

In our technique, (1) the programmer identifies a POI and a set of input functions whose invocations should evaluate the POI. Then, by using a combination of random test case generation, mutation testing, and concolic testing, (2) the tool automatically generates a test suite that tries to cover all possible paths that reach the POI (trying also to produce execution paths that evaluate the POI several times). In our setting, each test case is divided in two different parts: the input of a test case (ITC), which is defined as a tuple \( \langle f, a \rangle \) where \( f \) is the input function to be called in the test case and \( a \) a set of specific arguments for the call, and the output, which is the sequence of values the POI is evaluated to during the execution of the ITC. For the sake of disambiguation, in the rest of the chapter we use the term traces to refer to these sequences of values. Next, (3) the test suite is used to automatically check whether any mismatching trace (also referred as error or unexpected behaviour during this chapter) is found across both code versions. This is done by passing each individual test case (which contains calls to the input functions) against the new version, and checking whether the same traces are produced at the POI. Finally, (4) the user is provided with a report about the success or failure of these test cases. Note that, as it is common in regression testing, this approach only works for deterministic executions. However, this does not mean that it cannot be used in a program with concurrency or other sources of non-determinism, it only depends on where the POIs are placed and the input functions used (this is further explained in Section 8.5).

We have implemented the approach in a tool named SecEr (Software Evolution Control for Erlang), which is publicly available at: https://github.com/mistupv/secer. Instead of reinventing the wheel, some of the analyses performed by our tool are done by other existing tools previously described in Chapter 7, Section 7.1: TypEr, PropEr, and CutEr. However, all the analyses performed by SecEr are completely transparent to the user.

Example 8.1. In order to show the idea behind our approach, we provide an example to compare two versions of a simple Erlang program which has been well and erroneously refactored. All the versions of this program can be seen in Figure 8.1.

1 main(X,Y) ->
2 A = X + Y,  
3 D = X - Y,
4 A * D.

1 main(X,Y) ->
2 A = add(X,Y),
3 D = dif(X,Y),
4 A * D.

5 add(X,Y) ->
6 X + Y.
7 dif(X,Y) ->
8 X - Y.

(A) Initial Version  (B) Program well refactored  (C) Program bad refactored

Figure 8.1: Two versions of a simple Erlang program with good and erroneous refactorings

In this example, the comparison of program versions in Figures 8.1a and 8.1b reports that the executions of both versions with respect to the selected POIs behave identically. On the other hand, if we compare versions in Figures 8.1a and 8.1c, the approach detects an error introduced in the behaviour of the program, since the arguments of the function dif in the bad refactored version are swapped.

During the rest of the chapter we make a detailed description of the different processes and transformations that make POI testing possible. We start by providing an overall view of the whole POI testing methodology (Section 8.1). Then, we show the process used to trace the execution information to compare program versions (Section 8.2). After that, we describe how the methodology is adapted to Erlang (Section 8.3), including the steps needed to enhance the process to evaluate multiple POIs at once (Section 8.4) and its applicability in programs with concurrency (Section 8.5). Finally, we present how the idea of POI testing is implemented in a tool called SecEr (Section 8.6) and show the comparison of metrics about the tool’s possible configurations (Section 8.7).

8.1 A novel approach to Automatic Regression Testing: Point of Interest Testing

Our technique is divided into three sequential phases that are summarised in Figures 8.2, 8.3, and 8.4. In these figures, the big dark grey areas are used to group several processes with a common objective. Light grey boxes outside
these areas represent inputs and light grey boxes inside these areas represent processes, white boxes represent intermediate results, and the initial processes of each phase are represented with a bold border box.

**Figure 8.2:** Type analysis phase

The first phase, depicted in Figure 8.2, is a type analysis that is in charge of preparing all inputs of the second phase (Test Case Generation). This phase starts by locating in the source code the Erlang module (.erl) and a function (Fun) specified in the user input¹ (for instance, function `exp` in the `math` module). Then, TypEr is used to obtain the type of the parameters of that function. It is important to know that, in Erlang, a function is composed of clauses and, when a function is invoked, an internal algorithm traverses all the clauses in order to select the one that will be executed. Unfortunately, TypEr does not provide the individual type of each clause, but a global type for the whole function. Therefore, we need to first analyze the AST of the module to identify all the clauses of the input function, and then we refine the types provided by TypEr to determine the specific type of each clause. All these clause types are used in the second phase. In this phase, we use PropEr to instantiate only one of them (e.g., `{Number, Integer}` can be instantiated to `{4.22, 3}` or `{6, 5}`). However, PropEr is unable to understand TypEr types, so we have defined a translation process from TypEr types to PropEr types. Finally, CutEr is fed with an initial call (e.g., `math:exp(4.22, 3)`) and it provides a set of possible arguments (e.g., `{1.5, 6}, {2, 1}, {1.33, 4}, ...`). Finally, this set is combined with the function to be called to generate the ITCs (e.g., `{math:exp(1.5, 6), math:exp(2, 1), math:exp(1.33, 4), ...}`). All this process is further detailed later.

The second phase, shown in Figure 8.3, is in charge of generating the test suite. As an initial step, we instrument the program so that its execution records (as a side-effect) the sequence of values produced at the POI defined by the user. Then, we store all ITCs provided by the previous phase into a working list. Note that it is also possible that the previous phase is unable to provide any ITC due to the limitations of CutEr. In such a case, or when there are no more ITCs left, we randomly generate a new one with PropEr and store it on the working list. Then, each ITC on the working list is processed by invoking it with the instrumented code. The execution provides the sequences of values the POI is evaluated to (i.e., the trace). This trace together with the ITC form

¹We show here the process for only one function. In case the user defined more than one input function, the process described here would be repeated for each function.

Figure 8.3: Test case generation phase

A new test case, which is a new output of the phase. Moreover, to increase the quality of the test cases produced, whenever a non-previously generated trace is computed, we mutate the ITC that generated that trace to obtain more ITCs. The reason is that a mutation of this ITC will probably generate more ITCs that also evaluate the POI but to different values. This process is repeated until the specified limit of test cases is reached.

Finally, the last phase (shown in Figure 8.4) checks whether the new version of the code passes the test suite. First, the source code of the new version is also instrumented to compute the traces produced at its POI. Then, all the generated test cases are executed and the traces produced are compared with the expected traces.

Figure 8.4: Comparison phase
8.2 Traced information in POI testing

POI testing uses traces of the POI to check whether its behaviour remains unchanged across program versions. We represent each element of this trace as a triplet \( (POI, value, ai) \). In this triplet, \( POI \) represents the selected point of interest, \( value \) represents the value computed for \( POI \) in a specific execution, and \( ai \) is a map that contains extra information about the program context for this particular execution of \( POI \). Then, any implementation of POI testing must be able to build these triplets, storing in \( ai \) all the desired execution information (e.g., the arguments of the call when the POI is a function call), and put all the collected traces together for its usage during the comparison and the report stages.

The comparison of the traces generated during the execution is a key step to detect if two versions of a program present any unexpected behaviour. In many different situations, the information we want to compare between both executions may not be only the value produced for a POI, but different aspects of the execution like the execution time of both code versions. For this reason, POI testing must allow the usage of any customised comparison function. This feature gives users a complete freedom to configure the testing and/or debugging process in the best way according to their needs.

\[ \text{Comparison function: } CFUN(TO, TN) \]
\[ \text{Trace-element Comparison Function: } TECF(TOE, TNE) \]
\[ \text{Value-extractor Function: } VEF(TE) \]

Figure 8.5: Comparison function structure

In order to maximise the customisation level of the comparison, users can define their own comparison functions. Each comparison function is defined by a set of connected functions that cover the different aspects of the comparison. Thus, the input part of the approach includes the definition of two functions. The connection between these functions is illustrated in Figure 8.5. The outer black box represents the general comparison function (it receives the whole traces of both executions as parameters, \( TO \) and \( TN \)), while the gray and white boxes represent the mentioned functions, that are used inside the general comparison to separately treat the elements of the whole execution trace. Their behaviour is explained below\(^2\).

- **Value-Extractor Function (VEF)**: This function works at the trace element level. Its target is to extract for any trace element only the parts that the user wants to compare. For example, function:

\(^2\)All the presented functions are written in pseudocode. In a particular implementation, all functions should be implemented in the target language.
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VEF(POI, value, ai) \implies \text{return } (POI, value, ai(args))

extracts from the additional information of a trace element only the value of the arguments (available only when the POI is placed in a method call) and ignores the rest of additional information\(^3\).

- **Trace Element Comparison Function (TECF):** In order to allow users to check mismatching traces found in different ways and not only a plain equality function, i.e. operator \(==\), we add a comparison function for each pair of trace elements. This function iteratively receives pairs of trace elements contained in the whole traces, and it is the one in charge of comparing them. In order to compare two trace elements, it uses the \(VEF\) function to extract their values, perform a defined comparison, and, if a mismatching trace is found, it returns an error type notifying about it. For example, function:

\[
\text{TECF}(\text{TOE}, \text{TNE}) \implies \\
\quad \text{CASE } \text{compare}(\text{VEF(\text{TOE})}, \text{VEF(\text{TNE})})\text{ OF} \\
\quad \text{gt } \implies \text{return true} \\
\quad \text{eq } \implies \text{return same} \\
\quad \text{lt } \implies \text{return downgrade} \\
\quad \text{ENDCASE}
\]

is an example of a \(TECF\), where function \text{compare/2} is used to check whether a reduction in some performance indicator is obtained. Then, when it is not obtained, either a \text{same} or a \text{downgrade} labeled error type is returned. These labeled errors can trigger a customised error message defined by the user with the trace information considered relevant.

Additionally, when the comparison function detects a labelled error type, a specific report can be generated. In order to further define these error messages, we have added to the approach a way to specify how the POI tester should react to a particular unexpected behaviour. In this case, we have added an extra input parameter, a report map (RM) to link error types with error messages called. This mapping associates each error label to a corresponding error message written by the user, which can be simply a text message or contain extra information about the previously traced values. For example, expression \text{RM(downgrade)} may return a function similar to the one shown in Figure 8.6, where a custom message is shown\(^4\) when an unexpected behaviour of this type is found during the execution.

---
\(^3\)We use the notation \(ai(key)\) to refer to access some specific information previously stored in the \(ai\) map. In this case \(ai(args)\) represent the arguments of a POI placed in a function call.

\(^4\)The function presented in Figure 8.6, does not make use of parameters \(TEO, TEN\) and \text{History} to define the message content. However, more complex functions that treat the information stored in these parameters can be defined to obtain more elaborated messages.
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DOWNGRADE(TEO, TEN, History) ⇒
RETURN "There has been a downgrade in the new version"

Figure 8.6: Example of a function providing a customised error message

8.2.1 Possible POI testing configurations

There are several ways of using the additional information stored in the trace elements, and all these modes are defined by the added resources previously introduced (TECF and VEF). We show three different modes which will be more useful for users:

1. **Not using additional information during the comparison.** In this mode, the traced values are the only data used when comparing the trace elements. This mode will use a value-extractor function that ignores the additional information element of the triplet

   \[ VEF(POI, V, AI) ⇒ RETURN (POI, V) \]

   According on whether additional information is used for error classification or error report, we have identified three submodes.

   (a) **Additional information is only used to define error types.** In this case, additional information is only used to define new types of error labels. This mode is really useful when the additional information is not useful by itself during the comparison, but can be used to classify an unexpected behaviour detected to ease the bug location. For instance, defining a new type of labelled error \texttt{diff_value_same_args} for function calls gives the user information about where the values of two POIs placed at function calls differ, pointing out that the error is not in the call arguments, but in the implementation of the function.

   Figure 8.7 shows a TECF which distinguishes between those unexpected values for call POIs where the arguments are the same and those where the arguments are different.\(^5\)

   \[ TECF(TOE, TNE) ⇒ 
   IF VEF(TOE) == VEF(TNE) THEN 
   RETURN true 
   ELSE 
   IF get_ai(TOE)(args) == get_ai(TNE)(args) THEN 
   RETURN diff_value_same_args 
   ELSE 
   RETURN diff_value_diff_args 
   ENDIF 
   ENDIF 
   \]

   Figure 8.7: TECF which returns different error types

---

\(^5\)Function \texttt{get_ai} is defined as \texttt{get_ai(POI,value,ai) ⇒ RETURN ai.}
(b) **Additional information only used in the report stage.** If we consider that the additional information is not representative enough to categorise new types of errors, we can use its data only in the reports. This is a less intrusive way of using the additional information, but still a useful way to obtain richer feedback in the final report of each mismatching trace.

(c) **Additional information is used to categorise and report errors.** This submode takes the advantages of both previous submodes. It also involves specific trace-element comparison functions and additions in the mismatching trace reports.

2. **Using additional information during the comparison.** This mode is the one that gives a major relevance to the additional information. By using this mode, the value and the additional information is compared as a whole. This means that, for instance, even if the compared values are the same, when any pair of elements of the additional information differs, the ITC is reported to be generating an unexpected behaviour. This mode is very convenient to uncover some errors earlier. It can also be used for performance checking, e.g. the values of the trace elements are equal but a performance indicator included in the additional information is revealing some downgrade. This mode uses a VEF function and a TECF which takes into account all or some parts of the additional information contained in each trace element.

3. **Additional information traced independently.** Finally, in this completely different mode, the additional information is considered as a separated entity and constitutes a single trace element as the ones that are generated for the POIs. This mode is very convenient in such cases where the additional information can be directly used to uncover an unexpected behaviour, avoiding in this way the comparison of several subcomputations. For instance, if we place a POI in a call, and the call parameters are compared before comparing the call result, all intermediate trace elements are not compared. This mode can be combined in such a way that other additional information is attached to these special trace elements forming a hybrid mode suitable for some specific scenarios.

### 8.3 POI testing adapted to Erlang

Now that we have seen an overview of how POI testing works and the components forming the traced information, we describe in more detail some relevant parts of our approach and how we have adapted POI testing to Erlang.

#### 8.3.1 Initial ITC generation

The process starts from the type inferred by TypEr for the whole input function. This is the first important step to obtain a significant result, because ITCs are generated with the types returned by this process, so the more accurate the
types are, the more accurate the ITCs will be. The standard output of TypEr is an Erlang type specification returned as a string, which would need to be parsed. For this reason, we have hacked the Erlang module that implements this functionality to obtain the types in a data structure, easier to traverse and handle. In order to improve the accuracy, we define a type for each clause of the function ensuring that the later generated ITCs will match it. For this reason, TypEr types need to be refined to TypEr types per clause.

However, the types returned by TypEr have (in our context) two drawbacks that need to be corrected since they could yield to ITCs that do not match a desired input function. These drawbacks are due to the occurrence of repeated variables and due to the type produced for lists. We explain both drawbacks with Example 8.2.

Example 8.2. Consider a function with the header \( f(A, [A, B]) \) as its only clause. Consider also the case where, for this function, TypEr returns the following types: \( f(1 \mid 2, \ [1 \mid 2 \mid 5 \mid 6, \ldots]) \)\(^6\).

- **Drawback 1.** The first drawback is caused by the fact that the value relation generated by the repeated variable \( A \) is lost in the function type. In particular, the actual type of variable \( A \) is diluted in the type of the second argument. The use of the inferred types could yield to mismatching ITCs, e.g., \( f(1, [6, 5]) \).

- **Drawback 2.** The type of the second parameter of function \( f/2 \) indicates that the feasible values for the second parameter are proper lists with a single constraint: each list has to be formed by numbers from the set \( \{1, 2, 5, 6\} \). This introduces a limit about possible values, but it does not introduce a limit to the number of elements the list must contain (two in the example). If we use the TypEr inferred types directly, we may generate ITCs that will not match the function, e.g. \( f(2, [2, 1, 6, 5]) \).

As seen in Example 8.2, the types produced by TypEr are too imprecise in our context, because they may produce test cases that are useless (e.g., non-executable). These problems are resolved along the ITC generation process. With the information we have so far, there is a problem that we can already solve, the problem arisen by Drawback 1, introduced by repeated variables, such as the \( A \) variable in the example. To solve Drawback 1, we traverse the parameters building a correspondence between each variable and the inferred TypEr type. Each time a repeated variable name appears, we calculate its type as the intersection of both the TypEr type and the accumulated type. For instance, in the previous example we have \( A = 1 \mid 2 \) for the first occurrence, and \( A = 1 \mid 2 \mid 5 \mid 6 \) for the second one, obtaining the new accumulated type \( A = 1 \mid 2 \).

\(^6\)Erlang is a dynamically typed language and, for this reason, TypEr uses a *success typing* system instead of the usual Hindley-Milner type inference system. Therefore, TypEr’s types are different from what many programmers would expect (i.e., Integer, String, etc.). Instead, a TypEr’s type is a set of values such as \([1 \mid 2 \mid 5 \mid 6]\) or an Erlang defined type (Number, Integer, etc.).
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Once we have our refined TypEr types, we rely on PropEr to obtain the input for CutEr. PropEr is a property-based testing framework with a lot of useful underlying functionality. One of them is the term generators, which, given a PropEr type, are able to randomly generate terms belonging to such type. Thus, we can use the generators in our framework to generate values for a given type.

However, TypEr and PropEr use slightly different notations for their types, something reasonable given that their scopes are completely different. Unfortu-
nately, there is not any available translator from TypEr types to PropEr types. In our technique, we need such a translator to link the inferred types to the PropEr generators. Therefore, we have built the translator by ourselves. Then, during the variable-value generation process, we deal with Drawback 2. In this case, we make use of the information given by the parameters of the clause in conjunction with their types. Each time a list is found during the variable-value generation, we traverse its elements and generate a type for each element on the list. Thereby, we translate an undefined sized list given by TypEr to a list with exactly the same number of elements. During this process, the scenario generated by Drawback 1 is solved by using a dictionary of already generated variables with pairs variable-value. Each time a repeated variable is found we use the dictionary to replicate the value instead of generating a new one.

We can feed CutEr with an initial call by using a randomly selected clause and the values generated by PropEr for this clause. CutEr is a concolic testing framework that generates a list of arguments that tries to cover all the execution paths. Unfortunately, this list is only used internally by CutEr, so we have hacked CutEr to extract all these arguments. Finally, by using this slightly modified version of CutEr we are able to mix the arguments with the input function to generate the initial set of ITCs.

8.3.2 Recording the traces of the point of interest

There exist several tools available to trace Erlang executions [45, 51, 53, 194]. However, none of them allows for defining an arbitrary expression of the code. Being able to trace any possible point of interest requires either a code instrumentation, a debugger, or a way to take control of the execution of Erlang. However, using a debugger (e.g., [51]) has the drawback that it does not provide a value for the POI when it is inside an expression whose whole evaluation fails. Therefore, we decided to instrument the code in such a way that, without modifying the semantics of the code, traces are collected as a side effect when executing any (sub)expression of the code.

The instrumentation process creates and collects the traces of the POI regardless where the location of the selected expression. To create the traces in an automatic way, we instrument the expression pointed by the POI. To collect the traces, there are several options. For instance, it is possible to store the traces in a file and process it when the execution finishes, but this approach is inefficient. We follow an alternative approach based on message passing. We send messages to a server (which we call the tracing server) that is continuously listening for new traces until a message indicating the end of the evaluation is
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```erlang
foo(A) ->
  {B,POI} = {2,A}.
```

Figure 8.8: Code to be transformed and AST associated to the pattern matching in line 2

received. This approach is closer to the Erlang’s philosophy. Additionally, it is more efficient since the messages are sent asynchronously resulting in an imperceptible overhead in the execution. As a result of the instrumenting process, the transformed code sends to the tracing server the value of the POI each time it is evaluated, and the tracing server stores the sequence of values.

In the following, we explain in detail how the communication with the server is placed in the code. This process is divided in steps and each step is applied to the code in Figure 8.8.

1. We first use the `erl_syntax_lib:annotate_bindings/2` function to annotate the AST of the code. This function annotates each node with two lists of variables: those variables that are being bound (`bound`) and those that were already bound (`free`) in its subtree. Additionally, we annotate each node with a unique integer that serves as identifier, so we call it `AST identifier`. This annotation is performed in a post-order traversal, resulting, consequently, in an AST where the root has the greatest number.

```erlang
{match,2, %{nodeinfo,7,{bound,[‘B’,’POI’]},{free,[‘A’]}}
  {tuple,2, %{nodeinfo,3,{bound,[‘B’,’POI’]},{free,[]}}
    [{var,2,’B’}, %{nodeinfo,1,{bound,[‘B’]},{free,[]}}
      {var,2,’POI’}] %{nodeinfo,2,{bound,[‘POI’]},{free,[]}}
  ,
  {tuple,2, %{nodeinfo,6,{bound,[]},{free,[‘A’]}}
    [{integer,2,2}, %{nodeinfo,4,{bound,[]},{free,[]}}
      {var,2,’A’}] %{nodeinfo,5,{bound,[]},{free,[‘A’]}}
  }
}
```

Figure 8.9: Sets of environment variables and variables being bound in each expression of the AST in Figure 8.8

2. The next step is to find the POI selected by the user in the code and obtain the corresponding AST identifier. There are two ways of doing this depending on how the POI is specified: (i) If the POI is defined with
the triplet \((\text{line}, \text{type of expression}, \text{occurrence})\), we locate it with a pre-order traversal\(^7\) of the tree. However, (ii) when the POI is defined with the initial and final positions, we replace, in the source code, the whole expression with a fresh term. Then, we build the AST of this new code and we search for the fresh term in this AST recording the path followed. This path is replicated in the original AST to obtain the AST identifier of the POI. Thus, the result of this step is a relation between a POI and an AST identifier. According to the annotated AST given in Figure 8.9 the result of this step would be \((\text{POI}, 2)\).

3. Then, we need to extract the path from the AST root to the node with the AST identifier with a new search process. During this search process, we store the path followed in the AST with tuples of the form \((\text{Node, ChildIndex})\), where \text{Node} is the AST node and \text{ChildIndex} is the index of the node in its parent’s children array. Obtaining this path is essential for the next steps since it allows us to recursively update the tree in an easy and efficient way. When the POI is found, the traversal finishes. Thus, the output of this step is a path that yields directly from the root node to the POI. The path computed for POI in Figure 8.8 would be the following list of tuples:

\[
\{\{\text{match,1}\},\{\text{tuple,1}\},\{\text{POI,2}\}\}
\]

4. Most of the times, the POI can be easily instrumented by adding a send command to communicate its value to the tracing server. However, when the POI is in the pattern of an expression, this expression needs a special treatment in the instrumentation. This is shown with Example 8.3.

\textbf{Example 8.3.} Consider a POI inside a pattern \(\{1,\text{POI,3}\}\) of a match expression. If the execution tries to match it with \(\{2,2,3\}\) nothing is send to the tracing server because the POI is never evaluated. Contrarily, if it tries to match it with \(\{1,2,4\}\) we send the value 2 to the tracing server. Note that the matching fails in both cases, but due to the evaluation order, the POI is actually evaluated (and it succeeds) in the second case. There is an interesting third case, that happens when the POI has a value, e.g., 3, and the matching with \(\{1,4,4\}\) is tried. In this case, although the matching at the POI fails, we send the value 4 to the tracing server. We could also send its actual value, i.e., 3. This is just a design decision, but we think that including the value that produced the mismatch could be more useful to find the source of a discrepancy.

We call target expression to those expressions that need a special treatment in the instrumentation as the previously described one. In Erlang, these target expressions are: pattern-matchings, list comprehensions, and expressions with clauses (i.e., case, if, functions, ...). The goal of

\(^7\)We use this order because it is the one that allows us to find the nodes in the same order as they are in the source code.
this step is to divide the AST path into two sub-paths (\texttt{PathBefore}, \texttt{PathAfter}). \texttt{PathBefore} yields from the root to the deepest target expression (included), and \texttt{PathAfter} yields from the first children of the target expression to the POI node. The division of the path is shown hereunder, where \texttt{PathBefore} is shown in blue and \texttt{PathAfter} in red.

\[
\{\text{match,1}\},\{\text{tuple,1}\},\{\text{POI,2}\}
\]

5. Finally, the last step is the one in charge of performing the actual instrumentation. The \texttt{PathBefore} is used to traverse the tree until the deepest target expression that contains the POI is reached. At this point, five rules (described below) are used to transform the code by using \texttt{PathAfter}. Finally, \texttt{PathBefore} is traversed backwards to update the AST of the targeted function. The five rules are depicted in Figure 8.10. The main goal of these instrumentation rules is to introduce a send expression into the code that sends the value of the POI to the previously launched process tracer. The difficulty here is to prevent some Erlang features from affecting this sending like the scenario described before. The first four rules are mutually exclusive, and when none of them can be applied, the rule (\texttt{EXPR}) is applied. Rule (\texttt{LEFT_PM}) is fired when the POI is in the pattern of a pattern-matching expression. Rule (\texttt{PAT_GEN_LC}) is used to transform a list comprehension when the POI is in the pattern of a generator. Finally, rules (\texttt{CLAUSE_PAT}) and (\texttt{CLAUSE_GUARD}) transform an expression with clauses when the POI is in the pattern or in the guard of one of its clauses, respectively.

In the rules, we use the underline symbol (\_) to represent a value that is not used and \texttt{poi_id} represents the POI AST identifier (computed during step 2), which is used to link the traced value and information to a specific POI. There are several functions used in the rules that need to be introduced. Function \texttt{hd(l)}, \texttt{tl(l)}, \texttt{length(l)} and \texttt{last(l)} returns the head, the tail, the length, and the last element of the list \texttt{l}, respectively. Function \texttt{pos(e)} returns the child index of an expression \texttt{e}, i.e., its index in the list of children of its parent. Function \texttt{is\_bound(e)} returns \texttt{true} if \texttt{e} is bounded according to the AST binding annotations (see step 1). Function \texttt{clauses(e)} and \texttt{change\_clauses(e, clauses)} obtains and modifies the clauses of \texttt{e}, respectively. Function \texttt{fv()} builds a free variable. Function \texttt{get\_ai()}, defined by the user, implements the necessary instrumentation to extract from the execution the selected additional information associated to the POI.

Finally, there is a key function named \texttt{pfv}, introduced in Figure 8.11, that transforms a pattern so that the constraints after the POI do not inhibit the sending call. This is done by replacing all the terms on the right of the POI with free variables that are built using \texttt{fv} function. Unbound variables on the left and also in the POI are replaced by fresh variables to avoid the

\footnote{Function clauses need an additional transformation that consists in storing all the parameters inside a tuple so that they could be used in case expressions.}
Figure 8.10: Instrumentation rules for tracing

shadowing of the original variables. In the \textit{pfv} function, \textit{children(e)} and \textit{change\_children(e, children)} are used to obtain and modify the children of expression \textit{e}, respectively. In this function, lists are represented with the head-tail notation \((h : t)\).

Figure 8.12 shows the application of the rule \texttt{LEFT\_PM} to the code in Figure 8.8. Each fragment of the rule is shown in blue and represented next to
the corresponding part of the code. The application of the rule transforms one pattern matching expression into another one which right-hand side is a block. This transformation allows the tracing of the POI without modifying the semantics of the program. This is done by temporarily storing the values of the original right-hand side of the match into free variables, sending this values to the tracing server (tracer), and returning the free variable’s pattern of the inner matching as the result of the block. It is worth to mention that to construct the sending message we extract from the annotated AST (Figure 8.9) the AST identifier of the POI, including it into the message.

8.3.3 Extraction of additional trace information

The possibility of including in the execution trace some extra information about the execution environment, gives versatility to the POI testing approach. Although in many cases we may only be interested in the value generated for a POI without any context information, there are other scenarios where different
informations become really useful. Additional information can include performance checks between versions by including the recordings of execution time or memory usage, but there are also some program constructs where the information of POI-related (sub)expressions can be used to ease the location of the error when a mismatching trace is found. We show two examples of how to include in the trace different environment information that may be used when selecting a POI: (i) the value of the parameters when the POI is placed in a function call, and (ii) the current call stack each time the POI is evaluated.

Enhanced Method calls

When we place a POI in a call, we are saying that we are interested in comparing the result of this call, so the standard behaviour of a POI tester is to trace only these values. Nevertheless, when we detect a mismatching trace it is interesting to have an enhanced trace where not only the result of the call, but also its arguments, are traced. Therefore, we need to add to the additional information mapping a new element whose key is \texttt{ca} and whose value is a list that contains the call arguments.

In order to obtain the additional information call traces, we have to define a way for sending, receiving and merging the call result and its call arguments. The main idea is to send the argument traces before actually performing the call and the call’s result just after that. Thus, we should define how this additional information is added to the POI trace. Figure 8.13a shows how this instrumentation is done for Erlang.

\begin{figure}[h]
\begin{tabular}{ll}
\hspace{1cm} e(\texttt{e}) \Rightarrow & begin \\
fv_{ref} = \text{make\_ref}(), & 1 \hspace{1cm} \text{tracer}((\text{Stack, Trace}) \rightarrow} \\
[fv_{v}|fv_{v_i}] = \{e|fv_{v}\}, & 2 \hspace{1cm} \text{receive} \\
\text{tracer}([\text{add\_ci, POI, \{fv_{ref}.fv_{v}\}}]. & 3 \hspace{1cm} \{\text{add\_ci, POI, AI} \rightarrow} \\
\text{tracer}([\text{add\_ci, POI, \{fv_{ref}.fv_{v_i}\}}]. & 4 \hspace{1cm} \text{tracer}(([\text{AI \| Stack}, \text{Trace})]; \\
fv = fv_{v}(fv_{v_i}), & 5 \hspace{1cm} \{\text{add, POI, \{Ref, V\} \rightarrow} \\
\text{tracer}([\text{add, POI, \{fv_{ref}, fv\}}], & 6 \hspace{1cm} \{\text{CalleeArgs, NSStack} = \\
fv = \text{fv}_{v}(fv_{v_i}), & 7 \hspace{1cm} \text{remove\_name\_ref(Ref, Stack),} \\
\text{tracer}([\text{add, POI, \{fv_{ref}, fv\}}]), & 8 \hspace{1cm} \text{tracer}((\text{NSStack,} \\
fv = \text{fv}_{v}(fv_{v_i}), & 9 \hspace{1cm} \{\{\text{POI, V, store(ca, CalleeArgs)} \\
\text{tracer}([\text{add, POI, V} \rightarrow} & 10 \hspace{1cm} \text{\| Trace})}; \\
\text{tracer}([\text{add, POI, V} \rightarrow} & 11 \hspace{1cm} \text{tracer}((\text{Stack, \{POI, V \| Trace\}})) \\
\text{end} & 12 \hspace{1cm} \text{end.} \\
\end{tabular}
\end{figure}

\textbf{Figure 8.13:} Elements of our proposed call tracer enhancement in Erlang

When the code instrumentation process finds a call, i.e. \texttt{e(\texttt{e})}, the expression is then replaced by the block expression (\texttt{begin-end}) on the right-hand side. This instrumentation (i) creates a set of auxiliary free variables\footnote{All free variables used in the rule are represented as \texttt{fv}_{v}. Each one of these free variables is unique and different to all the original variables of the module.} to store all the evaluated context of the call (callee and arguments), (ii) sends to the tracer of these defined variables, (iii) performs the actual call using the value of the callee and the arguments, (iv) sends the result of the call to the trace server,
and (v) returns the result of the call to make the block return the expected result. This separate process needs to be done this way to avoid the multiple execution of call arguments, which may produce side-effects in some cases. It is worth mentioning the first expression of the block, which creates a unique reference (with function `make_ref/0` in Erlang) that serves to identify all the traces belonging to the same concrete execution of a call. This reference is also stored in a free variable, (`fv_ref`) and is used to link call arguments to call result at the tracing server.

All the information sent while running the instrumented code is received and merged by the tracer. In Erlang, the tracer is a server which is continuously receiving trace elements until the end of the execution or until a timeout is raised. Figure 8.13b shows a simplification of the Erlang function `tracer/1` which is in charge of this tracing process. The server state is a tuple containing: 1) a stack, where the callee and arguments are stored in the order they are received, and 2) the trace generated so far. Its body is a receive expression with three clauses: the first one is for the information sent by function calls’ callees and arguments, the second one is for the result of the function call, and the third one is for the rest of trace elements, i.e. those that do not come from a function call. When a callee or an argument value is received, it is simply stacked. When the call result is received, all its arguments, which are at the top of the stack, are unstacked (function `remove_same_ref/2`), and stored in the additional information of the call trace element. Finally, the rest of trace elements are simply added to the current trace with an empty additional information structure.

**Stack-recording POIs**

Stack traces are common elements in error reports due to the valuable information they provide to help find the source of an error. In our context, an error is not a common bug but an unexpected behaviour. However, stack traces can be also really helpful in this context. Suppose we are performing POI testing on two programs using a single POI inside a common function that is called from different parts of the program. When POI testing is run, we can get some reports informing of some mismatching traces, for instance, that the POI values are different in a particular execution point. Then, users should start placing POIs in previous stages of the evaluation in order to find the source of the discrepancy. However, it is not clear how to proceed in this debugging process, as there is not enough information about the discrepancy’s source. This discrepancy could happen for several reasons. For example, if we are using as POI a case expression, we need to explore alternative ways to provide users with some evaluation context when any mismatching trace is found. By including the stack trace to the unexpected behaviour reports, users can check whether both versions have perform the same calls or not, i.e. they have followed parallel paths. Even when the top of the stack trace is a call with the same arguments, the produced value can differ simply because some of the elements of the rest of the stack trace differ. The discrepancy in the followed paths can be, e.g. due to impure features of the language, like, for instance, the process dictionary in Erlang. Thus, it is not a simple task to identify these discrepancies. With the
addition of the stack trace information, users can go directly to the function
that start creating the bifurcation on the paths and start a debugging process
there. By using special comparison functions, this enhancement can be useful
even when some renaming or refactoring process has been performed.

In a similar way as we did with function calls, we need to add stack traces
to the each POI evaluation. This again involves modifying sending and reception
of trace elements. However, in this case, the modifications needed are much
simpler. First, the rules used by the instrumentation process need to augment
each message send to the tracer with the stack trace. In Erlang, this is done by
using the catch _:_:ST -> ... catch clause pattern when an exception has
been thrown\(^{10}\). On the other hand, the reception should be adapted accordingly
to process these new trace elements. This involves, modifying the receive’s
clauses. In concrete, we can use a single clause like the one in lines 11-12 of
Figure 8.13b:

\[
\{\text{add, POI, V, ST}\} \rightarrow \\
\text{tracer}([\{\text{POI, V, store(st, ST)} \mid \text{Trace}\}])
\]

However, the most challenging part here is not modifying the POI testing
approach, but getting useful stack traces. Some programming language, like Er-
lang, perform last call optimization (LCO) which solve important performance
issues. However, LCO comes with an important drawback: the stack traces that
are reported in errors can be incomplete. This can be very confusing and an-
noying for users when they use reported stack traces that could be used during
the debugging of a buggy code. Nevertheless, there are ways to inhibit LCO.
Of course, this should be done very carefully, as its impact in the performance
can be disastrous. For instance, a program transformation that changes the
code in a way that the last expression of function bodies is never a call. In this
way, we can get full stack traces by using the standard methods provided by

\(^{10}\)This pattern is only allowed in the handler of a try-catch expression. We do not further
describe the instrumentation process used to extract this stack trace for the sake of simplicity.
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The language. An alternative is to forget these standard methods and manually build the stack trace during the POI tracing instrumentation. With this approach, the stack trace is dynamically built and each time a POI trace is sent, a snapshot of the current stack (which is part of the server’s state) is stored in the additional information mapping. Finally, there is another alternative which does not include the stack trace during the testing process. Instead, before UBs are reported, their correspondent ITCs are rerun sending the stack trace for only a specific execution of a POI, e.g. the fourth time it is executed.

Both alternatives, LCO inhibition and manual stack trace building, can be useful tools to get the full stack trace, especially in those cases where the expected size of the stack traces are not huge. In the case of Erlang, by inhibiting LCO we get the standard stack trace provided by Erlang, which does not include all the call arguments, but just the callee. We can improve this in the manual version. Figure 8.14 shows two transformation rules that can be used to manually obtain stack traces. This transformation should be done after the POI instrumentation in order to be correct. Both rules use a template (represented by [\texttt{\texttt{eI}}\_\texttt{call}] to create stack traces. The idea behind this template is to send a \texttt{begin} trace just before starting the call and an \texttt{end} trace just after. This can be done in the calls (Figure 8.14a) or/and in the function definitions (Figure 8.14b\textsuperscript{11}). By transforming only the calls we can stack all the calls performed in user-defined code, even calls to external libraries. However, calls to user function performed from a non-user-defined code, e.g. from a \texttt{lists:map/2}, would not be stacked. By transforming only function definitions this benefit and drawback are reversed. Using both at the same time is probably the best choice. However, this configuration produces duplicated \texttt{begin-end} traces when a user-defined function is called from user-defined code. This is solved at the tracer side. Figure 8.15 shows a simplification of a stack tracer whose state is the current stack, i.e. \texttt{Stack}. The most interesting part is how the \texttt{end} traces are processed. Clause of lines 7-8 represents the case where the top of the stack

\begin{verbatim}
1  stack_tracer(Stack) ->
2    receive
3       {begin, Ref, Call} ->
4       stack_tracer([{Ref, Call} | Stack]);
5       {end, Ref} ->
6       case Stack of
7       [{Ref, _} | T] ->
8       stack_tracer(T);
9       [_ | T] ->
10      NStack =
11      unstack_till(T, Ref)
12      stack_tracer(NStack)
13     end
14    end.
\end{verbatim}

\textbf{Figure 8.15: Stack tracer}
8.3. POI testing adapted to Erlang

coincides with the end trace, i.e. a successfully finished call. On the other hand, clause of lines 9-12, represents calls where some error has been raised during their evaluation. Function unstack_till/2 unstack elements of the stack until the expected reference, i.e. Ref, is found. Errors raised during a call evaluation are the reason why the call is put inside a try-catch expression in the transformation rule shown in Figure 8.14a. The handler of this try-catch expression sends an end trace to inform the tracer that some error has occurred.

8.3.4 Test case generation using ITC mutation

The test case generation phase uses CutEr because its concolic analyses try to generate 100% branch coverage test cases. However, sometimes these analyses require too much time and we have to abort its execution. This means that after executing CutEr, we might have no test cases. Moreover, CutEr is not exhaustive enough when it evaluates a single branch. Therefore, in our context, it is insufficient to detect behaviour differences in a concrete branch, e.g. a wrong operator.

\[
tgen(top, pending, map) = \begin{cases} 
map & \text{if } size(map) \geq top \\
tgen(top, pending', map') & \text{if } size(map) < top \\
& \land \exists input \in pending \\
& \text{s.t. } trace(input) \not\in map \\
& \text{where } pending' = (pending \cup \text{mut}(input)) \setminus \{input\} \\
& map' = map \cup \{trace(input) \mapsto \{input\}\} \\
tgen(top, \{\text{proper_gen()}\}, map') & \text{if } size(map) < top \\
& \land \nexists input \in pending \\
& \text{s.t. } trace(input) \not\in map \\
& \text{where } map' = map \\
& \cup \{trace(input_p) \mapsto (\{input_p\} \cup inputs_{tp}) \\
& | input_p \in pending \land trace(input_p) \mapsto inputs_{tp} \in map\}
\end{cases}
\]

Figure 8.16: Test generation function

Therefore, we should produce more test cases to increase the reliability of the test suite. One option is to use the PropEr generator to randomly synthesize new test cases, but this would produce many useless test cases (e.g., test cases that do not execute the POI). Hence, in order to avoid a completely random test case generation, we use a test mutation technique. The function that generates the test cases is depicted in Figure 8.16. The result of the function is a map from the different obtained traces to the set of ITCs that produce them. The first call to this function is \(tgen(top, \text{cuter_tests}, \emptyset)\), where \(top\) is a user-defined limit of the desired number of test cases\(^\text{12}\) and \(\text{cuter_tests}\) are the test cases that CutEr generates. Function \(tgen\) uses the auxiliary functions \(\text{proper_gen}, \text{trace},\) and \(\text{mut}\). The function \(\text{proper_gen}()\) simply calls PropEr to generate a new test case, while function \(\text{trace}(input)\) obtains the corresponding trace when the ITC \(input\) is executed. The size of a map, \(size(map)\), is the total amount of elements stored in all lists that belong to the map. Finally, function \(\text{mut}(input)\) obtains

\(^{12}\)In SecEr, a timeout is also used as a way to stop the test case generation.
a set of mutations for the ITC input, where, for each argument in input, a new
test case is generated by replacing the argument with a randomly generated
value (using PropEr) and leaving the rest of arguments unchanged.

8.4 POI testing with multiple POIs

The previous sections introduced a methodology to automatically obtain traces
from a given POI. An extension of this methodology to multiple POIs enables
several new features like a fine-grained testing, or checking multiple functional-

ties at once. However, it introduces new challenges to be overcome.

In order to extend the approach for multiple POIs, we need to perform
some modifications in some of the steps of the single-POI approach. The flow
is exactly the same as the one depicted in Section 8.1, but we need to modify
some of its internals. There is no need for modifications along the process
of the ITC generation described in Section 8.3.1, since this process depends on the
input functions that, in our approach, are shared by all the POIs. On the other
hand, we need to adapt the tracing and mutation processes to work with the
multiple POI approach.

8.4.1 Code transformation with multiple POIs

The tracing method introduced in Section 8.3.2 needs to be slightly redefined
here. This section defined 5 steps that started from a source code and a POI and
ended in an instrumented version of the source code that is able to communicate
traces. Therefore, the only change needed is that, instead of having only one
POI, we have more than one. In order to deal with this change, we follow
the same 5 steps but change the way in which they are applied. In the single-

POI approach, they are applied sequentially, but here we need to iterate some
of them. In concrete, steps 1 and 2 are done only once in the whole process
while the rest of steps are done once per POI. The result of step 2 is now a
set of \textit{POI-AST identifier} relations instead of a single one. Then, we iterate
the obtained AST identifiers applying steps 3, 4, and 5 sequentially. Note that,
although the result of step 5 is a new AST, we are still able to find the AST
identifiers of the subsequent POIs since the transformations do not destroy any
node of the original AST, instead they only move them inside a new expression.
This justifies the double search design performed in steps 2 and 3. If we tried to
search for the POI in a modified AST we could be unable to find it. In contrast,
AST identifiers ensure that it can always be found.

In the multiple-POIs approach, there is also a justification of why the iden-
tifiers are numbers and why the identification process is done with a post-order
traversal. First of all, there is one question that should be discussed: is the
order in which the POIs are processed important? The answer is yes, because
the user could define a POI that includes another POI inside, e.g. POI\textsubscript{1} is the
whole tuple \{X, Y\} and POI\textsubscript{2} is X. This scenario would be problematic when
the POI-inside-POI case occurs inside a pattern due to the way we instrument
the code. If we instrumented first POI\textsubscript{1}, its trace would be sent before the one
of POI\textsubscript{2}. Note that this is not correct since POI\textsubscript{2} is evaluated first, therefore it
should be traced first. This justifies the use of a post-order traversal, where the
identifier of a node is maximal in its subtree. Thus, as the AST identifiers are
numbers, and their order is convenient in our context, we can order the AST
identifiers obtained from the POIs before starting the transformation loop.

The test case generation phase is also affected by the inclusion of multiple
POIs. In the original definition the traces were a sequence of values, therefore it
was easy to check whether a trace had appeared in a previously executed test.
However, with multiple POIs the trace is not such a simple sequence, since the
same POI in one program version can be associated to more than one POIs on
the other version of the code. Therefore, we need a more sophisticated way to
determine the equality of the traces.

8.4.2 Differences in trace equality

Several alternatives can be considered when comparing traces that contain val-
ues from multiple POIs. In concrete, we propose the three different comparison
functions provided to deal with this situation in Erlang.

A trace of a POI is defined as the sequence of values (together with some
context information) that the POI is evaluated to during an execution. It has
been represented with \text{trace}(\text{input})\text{, which obtains the corresponding trace when}
the ITC is executed. In the case of multiple-POI approach, the whole trace will
contain a sequence of tuples of the form \((\text{POI}, \text{value}, \text{AI})\) traced for all the
POIs defined by the user, preserving their execution order. Since the POIs can
be executed in any order, we need a way to compare this unsorted list of traces.
Therefore, we additionally need to define a relation between POIs. This relation,
that we represent with \(R_{POIs}\text{, is automatically built from the input provided}
by the user. It is a set that contains tuples of the form \((\text{POI}_{\text{old}}, \text{POI}_{\text{new}})\). Once
we have defined these components, we can compare traces in different ways
according to our comparison goal:

1. The first of the three mentioned comparison approaches is the one that
uses a simple equality function to compare two traces obtained from dif-
f erent versions of a program which equality function is defined as follows:

\[
\text{equal}(\text{trace}_{\text{old}}, \text{trace}_{\text{new}}, R_{POIs}) =
\begin{cases}
\text{true} & \text{if }\text{trace}_{\text{old}} = \[] \land \text{trace}_{\text{new}} = \[] \\
\text{equal}(\text{trace}’_{\text{old}}, \text{trace}’_{\text{new}}, R_{POIs}) & \text{if }\text{trace}_{\text{old}} = (\text{elem}_{\text{old}} : \text{trace}’_{\text{old}}) \\
& \land \text{trace}_{\text{new}} = (\text{elem}_{\text{new}} : \text{trace}’_{\text{new}}) \\
& \land \text{TCEF(}\text{elem}_{\text{old}} = \text{elem}_{\text{new}}) \\
& \land \text{elem}_{\text{old}} = (\text{POI}_{\text{old}}, _, _) \\
& \land \text{elem}_{\text{new}} = (\text{POI}_{\text{new}}, _, _) \\
& \land (\text{POI}_{\text{old}}, \text{POI}_{\text{new}}) \in R_{POIs} \\
\text{false} & \text{otherwise}
\end{cases}
\]

Note that the standard equality function is perfectly valid for comparing
traces during the test case generation phase, because all of them come
from the same source code. However, it is no longer valid for comparing
program versions since POIs can differ in the original program and the modified one. This equality function is useful when the user is interested in comparing the traces interleaved (i.e., when their interleaved execution is relevant). However, in some scenarios the user can be interested in relaxing the interleaving constraint and compare the traces independently.

2. The application of a relaxed comparison yields to the second comparison approach, which consists in building a mapping from POIs to sequences of POI traces in the following way:

\[
trace(input, POI) = [VEF((POI, v, ai)) | (POI, v, ai) \in trace(input)]
\]

The order is assumed to be preserved in the produced sequences. Using this sequences we can define an alternative equality function as follows:

\[
equal(trace_{old}, trace_{new}, R_{POIs}) =
\bigwedge_{(POI_{old}, POI_{new}) \in R_{POIs}} CFUN(trace(input, POI_{old}), trace(input, POI_{new}))
\]

This kind of comparison is suitable when the cardinality of the POI relation is 1-to-1 and there is no connexion between the selected POIs, i.e., the order they are executed is completely irrelevant.

3. There is a third equality relation that could be useful in certain cases. Suppose that we detect some duplicated code, so we build a new version of the code where all the repeated code has been refactored to a single code. If we want to test if the behaviour is kept, we need to define a relation where multiple POIs in the old version are associated with a single POI in the new version. This is represented in our approach adding to the \( R_{POIs} \) several tuples of the form \((POI_{old1}, POI_{new}), (POI_{old2}, POI_{new}), \text{etc.} \). A similar scenario can happen when a functionality of the original code is split in several parts in the new code. In both cases, a special treatment is needed for this type of relations. In order to do this, we define a generalisation of the previous \( equal \) function where this kind of relations is taken into account. The first step is to extract all the POIs in \( R_{POIs} \).

\[
pois(R_{POIs}) = \{POI_1 | (POI_1, POI_2) \in R_{POIs}\} \cup \{POI_2 | (POI_1, POI_2) \in R_{POIs}\}
\]

Then, we can define the set of POIs related with a given POI in \( R_{POIs} \).

\[
rel(POI, R_{POIs}) = \{POI' | (POI, POI') \in R_{POIs}\} \cup \{POI' | (POI', POI) \in R_{POIs}\}
\]

Finally, we need a new trace function that returns a single trace of values that are obtained from all the POIs related with a POI in \( R_{POIs} \).
8.5 POI testing in concurrent environments

\[
\text{trace}_{\text{rel}}(\text{input}, \text{POI}, \text{R}_{\text{POIs}}) = \\
[\text{VEF}((\text{POI}', v, ai)) \mid (\text{POI}', v, ai) \in \text{trace}(\text{input}) \land \text{POI}' \in \text{rel}(\text{POI}, \text{R}_{\text{POIs}})]
\]

We can now define an equality function that is able to deal with replicated POIs.

\[
equal\left(\text{trace}_{\text{old}}, \text{trace}_{\text{new}}, \text{R}_{\text{POIs}}\right) = \\
\bigwedge_{\text{POI} \in \text{pois}(\text{R}_{\text{POIs}})} \text{CFUN}\left(\text{trace}(\text{input}, \text{POI}), \text{trace}_{\text{rel}}(\text{input}, \text{POI}, \text{R}_{\text{POIs}})\right)
\]

In these approaches, the “equality” function does not operate completely with the “=” operator. Thanks to the flexibility given to the user during the comparison, two traces are considered “equal” when they fit the conditions defined in the comparison function \(\text{CFUN}\), which is provided by the user.

Equality functions constitute a new parameter of the approach that determines how the traces should be compared. For the comparison of versions using multiple POIs, it is mandatory to provide such a function, while for the test case generation phase depicted in Section 8.3.4 it can be optional. In the test case generation scenario, the user could be interested in obtaining more sophisticated test cases by providing their own equality function. In order to enable this option, an additional parameter can be added to the \(t\text{gen}\) function to provide a customised equality function that should be used when checking whether a trace has been previously computed.

8.5 POI testing in concurrent environments

Non-deterministic computations are one of the main obstacles for regression testing. In fact, they prevent us from comparing the results of a test case executed in different versions because the discrepancies found can be well produced by sources of non-determinism such as concurrency. In some specific situations, however, we can still use POI testing to report whether the behaviour of a concurrent program is preserved. For instance, consider the client-server model depicted in Figure 8.17. In this simple example, a POI should not be placed in \emph{Server}, because we cannot know \emph{a priori} whether \emph{req}_1 is going to be served before or after \emph{req}_2, and this could have an impact on the traces obtained from that POI. However, we could place a POI in any of the clients, as long as the request is not affected by the state of the server. This is acceptable for many kinds of server, but it is still a quite annoying limitation for many others.

However, in Erlang, as it is common in other languages, there is a high-level way to define a server. In particular, real Erlang programmers tend to use the Erlang-OTP’s behaviour named \emph{gen_server}. By implementing this behaviour, the programmer is only defining the concrete behaviours of a server, leaving all the low-level aspects to the internals of the \emph{gen_server} implementation. These concrete behaviours include how the server’s state is initialized, how a concrete request should be served, or what to do when the server is stopped. When using
gen_server, programmers could use the functions implementing these concrete behaviours as input functions of POI testing. In this way, they can check, for instance, that a server is going to reply the user and leave the server’s state in the same way across different versions of the program.

### 8.6 Implementation

We have implemented the POI Testing approach in a tool named SecEr (Software Evolution Control for Erlang), publicly available at: [https://github.com/mistupv/secer](https://github.com/mistupv/secer). SecEr is a tool for Erlang able to automatically generate a test suite that checks the behaviour of a point of interest. It can be used for regression testing, by generating a test suite for a future comparison or by automatically comparing two releases of an Erlang module. SecEr implements the POI testing approach in Erlang. The comparison performed by the tool focuses on a set of program points specified by the user. The tool automatically generates a test suite that checks the behaviour of those program points. These test cases try to maximise the branch coverage, covering a large quantity of different possible execution, and the tool notifies the user of any unexpected result. SecEr is implemented in Erlang and the implementation contains more than 4600 lines of code divided into 11 different Erlang modules with a high level of communication. SecEr is open source and publicly available at:

[https://github.com/mistupv/secer](https://github.com/mistupv/secer)

Figure 8.18 contains a scheme with the architecture of SecEr. In this figure, rounded squares stand for specific tasks (written in bold inside them) of the POI testing approach, solid squares stand for Erlang modules implemented from scratch, and dashed squares stand for external Erlang modules from existing tools used during the process. Solid arrows represent explicit module calls, dotted arrows new Erlang node creations, and dashed arrows thread creations. The tool is formed by 11 different modules strongly communicated. Each module performs a particular functionality dividing the responsibilities of the POI testing process:

- SecEr. This module is the entrance module when we call SecEr. The module receives and processes the arguments, creates the Erlang nodes where both code versions will be executed in parallel, and create threads
of two modules: **im_server** and **input_gen**. Finally, it is also in charge of generating the output by performing a call to the **report_constructor** module.

- **im_server**. This module represents the “input manager” server. The server of this module receive different messages from **input_gen** process, and is the module in charge of comparing the traces produced by the two program version executions. The state of this server includes the POI correspondence given by the user, the comparison function defined by the user (a default comparison function extracted from the **api** module if no function is given), and the traces generated so far classified in three different groups: traces considered *different* by the comparison function, traces considered *equal* by the comparison function, and the cases where one (or both) program executions resulted in a *timeout* before generating any trace value.

- **input_gen**. This module is in charge of the input generation, and is the most interconnected module of the tool. First of all it connects the tool with CutEr, obtaining a set of initial inputs (thanks to the **trace** module) with a high branch coverage over programs. Then, it is in charge of the instrumentation of both code versions, where it needs to create threads of the **fv_server** and the **cc_server** processes. After that, the module creates a **trace** thread (one in each Erlang node) for each program version.
Finally, if the desired coverage or the time limit have not been reached yet, the module spend the rest of the time generating more random inputs, executing them, and managing the traces generated by both programs.

- **trace.** The **trace** module records the sequence of values the POI is evaluated to during the execution of a program. During the CutEr execution, this process stores the “hidden” inputs used by the CutEr tool. Contrarily, in the rest of cases it stores the sequence of values (trace) generated by the execution of a program with a particular input. The trace is stored as a tuple that contains the POI, the value, and a map with the additional information specified by the user.

- **fv_server.** This module is the one in charge of feeding the instrumentation process with the “free variables” (variables that are not defined in the current scope) needed to make the transformation of the code. These variables are used by the rules defined in Figure 8.10.

- **cc_server.** The “conversion container” server module represents a server that stores map with information of the program being instrumented. It provides information about the last id used in the AST node labelling, the POI information given by the user to find them at the AST, and a map with the correspondence between each POI and the corresponding AST id.

- **criterion_manager.** This module is the one that performs the real instrumentation. It locates the path from the AST node to the POI and divide this path in two like described in Section 8.3.2. Finally, the module applies the rules in Figure 8.10 to transform the code. It is worth mentioning that, during the process, the module makes use of the services provided by threads **fv_server** and the **cc_server** to obtain the instrumented AST.

- **report_constructor.** This module is called at the end of the process when either the desired coverage of the generated test cases or the timeout are reached. This module expands all the information packaged in the **im_server** process, counting and classifying the detected errors, and summarises all this information in a report with the information specified by the user.

- **api.** The **api** module mainly contains different forms of configuration that can be used by SecEr. These configurations include VEF, TECF, and most of the configuration modes explained in Section 8.2.1. Some of these functions are used by the default SecEr configuration, but all of them can be used by the user when defining her own configuration file.

Additionally, SecEr includes a couple of extra modules that work at metaprogramming level: **smerl** and **typer_mod.** **smerl** extracts the AST of the Erlang program given, while **typer_mod** is a modification of the TypEr module that extracts Erlang types as a result instead of printing them in the standard output.
8.7 Experimental Evaluation

In this section we study the performance and the scalability of SecEr. In particular, we compare different configurations and study their impact on the performance. First, we collected examples from commits where some regression is fixed. Most of the considered programs were extracted from EDD [26] because this repository contains programs with two code versions: one version of the code with a bug and a second version of the same code with the expected behaviour, i.e. where the bug is fixed. In order to obtain representative measures, the experiments were designed in such a way that each program was executed 21 times with a timeout of 15 seconds each. The first execution was discarded in all cases (because it loads libraries, caches data, etc.). The average computed for the other 20 executions produced one single data. We have repeated this process enabling and disabling the two most relevant features of SecEr: (i) the use of CutEr and (ii) the use of mutation during the ITC generation. The goal of this study is to evaluate how these features affect the accuracy and performance of the tool. To compare the configurations we computed three statistics for each experiment: the average amount of generated tests, the average amount of mismatching tests, and the average percentage of mismatching tests with respect to the generated ones.

<table>
<thead>
<tr>
<th>CUTER + MUTATION</th>
<th>NO CUTER</th>
<th>NO MUTATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generated</td>
<td>Mismatching</td>
<td>%</td>
</tr>
<tr>
<td>ackermann</td>
<td>14.9</td>
<td>12.9</td>
</tr>
<tr>
<td>caesar</td>
<td>17059.94</td>
<td>1631.1</td>
</tr>
<tr>
<td>complex_number</td>
<td>69120.2</td>
<td>7226.55</td>
</tr>
<tr>
<td>erlson1</td>
<td>14780.05</td>
<td>1.55</td>
</tr>
<tr>
<td>erlson2</td>
<td>15494.85</td>
<td>9.86</td>
</tr>
<tr>
<td>mergesort</td>
<td>27718.85</td>
<td>25634.45</td>
</tr>
<tr>
<td>rih</td>
<td>28</td>
<td>28.05</td>
</tr>
<tr>
<td>roman</td>
<td>514.79</td>
<td>109.35</td>
</tr>
<tr>
<td>sum digits</td>
<td>428.3</td>
<td>322.3</td>
</tr>
<tr>
<td>ternary</td>
<td>89.9</td>
<td>28.05</td>
</tr>
<tr>
<td>turing</td>
<td>41828.65</td>
<td>25828.95</td>
</tr>
<tr>
<td>vigenere</td>
<td>115.35</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 8.1: Experimental evaluation of three SecEr configurations with a timeout of 15 seconds

Table 8.1 summarizes the experiments14, where the best result for each program has been highlighted in bold. These results show that our mutation technique is able to produce better test cases than random test generation. Clearly, the configuration that does not use CutEr (the one in the middle) is almost always the best: it generates in all cases the highest amount of test cases, and it also generates more mismatching test cases (except for the erlson2 program). The interpretation of these data is the following: CutEr invests much time to obtain the initial set of inputs, but the concolic test cases it produces do not improve enough the quality of the suite. This means that in general it is better to invest that time in generating random test cases, which on average produce more mismatching test cases. There are two exceptions: erlson2 and vigenere.

13 https://github.com/tamarit/edd/tree/master/examples
14 All data and programs used in this experiment are available online at https://github.com/mistupv/secer/tree/master/benchmarks
In erlson2 the error is related to a very particular type of input (less than 0.02% of the generated tests report this error), and CutEr directs the test generation to mismatching tests in a more effective way. With respect to the second program (vigenere), although the configuration that does not run CutEr generates more mismatching tests than the rest, the tests generated by CutEr allow the tool to reach a mismatching trace faster. This is the reason for the slight improvement in the mismatching ratio. The common factor in both programs is that the mismatching ratio is rather low. This is a clear indication that CutEr can be useful when some corner cases are involved in the regression.

We can conclude that the results obtained by the tool are strongly related to the location of the error, and on the type of error. If it is located in an infrequently executed code or it is a corner case, the most suitable configuration is the one running CutEr. In contrast, if the error is located in a usually executed code, we can increase the mismatching tests generation by disabling CutEr. Because we do not know beforehand what is the error and where it is, the most effective way of using the tool is the following: First, run SecEr without CutEr, trying to maximize the mismatching test cases. If no discrepancy is reported, then enable CutEr to increase the reliability of the generated test cases.

We have also evaluated the growth rate of the generated test cases and of the percentage of mismatching ITCs. For this experiment we selected the program turing because it produces a considerable amount of tests in the three configurations, and also because the mismatching ratio is similar in all of them and not too close to 100%. We ran the three configuration of SecEr with this program with a timeout ranging between 4 and 20 seconds with increments of 2 seconds.

The results of the experiment are shown in Figures 8.19a and 8.19b. In Figure 8.19a, the X axis represents SecEr timeouts (in seconds), and the Y axis represents the number of test cases generated. In all cases, the configuration that does not run CutEr generates the highest number of tests. This configuration has a linear growth. On the other hand, the configurations using CutEr show a slow onset. They need at least twelve seconds to reach a considerable increase in the number of generated tests. There is not a significative difference between the configurations using CutEr. This means that the mutation technique does not slow down the test generation. In Figure 8.19b, the X axis
represents SecEr timeouts (in seconds), and the Y axis represents the percentage of mismatching tests over the total amount of tests generated. Clearly, in the three configurations, the quality of the generated test cases increases over time (i.e., the mismatching tests ratio increases over time). The configuration that does not run CutEr presents the highest percentage. In this case, the two approaches using CutEr produce different results. With smaller timeouts, it is preferable to enable mutation.

8.8 Related Work

First of all, it would be interesting to classify our approach inside the categories defined by previous researches in the test generation context. In the bibliography, there are some surveys and papers about test case generation, like the orchestrated survey of methodologies for automated software test case generation ([8]), or the survey of test amplification [47]. On the one hand, [8] identifies five techniques to automatically generate test cases. In this work, our approach could be included in the class of *adaptive random technique as a variant of random testing*. Inside this class, the authors identify five approaches. Our mutation of test inputs shares some similarities with some of these approaches like selection of best candidate as next test case or exclusion. On the other hand, [47] identifies four categories that classify all the work done in the field. Our work could be included in the category named *amplification by synthesising (new tests with respect to changes)*. Inside this category, our technique falls on the "other approaches" subcategory.

Automated behavioural testing techniques like Soares et al. [184] and Mongiovi [137] are similar to our approach, but they are restricted in the kind of changes that can be analysed (they only focus on refactoring). In contrast, our approach is independent of the kind (or the cause) of the changes, being able to analyse the effects of any change in the code regardless of its structure.

There are several works focused on the regression test case generation. DiffGen [191] instruments programs to add branches in order to find the differences in the behaviour between two versions of the program, then, it explores the branches in both versions, and finally it synthesises test cases that show the detected differences. An improvement of this approach is implemented in the tool eXpress [192] where the irrelevant branches are pruned in order to improve the efficiency. Our technique, in contrast, is not directed by the computation paths, but it is directed by the POIs (i.e., what the user wants to observe). Another related approach is model-based testing for regression testing. This approach studies the changes made in a model, e.g., UML [142] or EFSM models based on dependence analysis [35], and test cases are generated from them. We do not require any input model neither infer it, so although some ideas are similar, the way to implement them is completely different. Finally, there are works that use symbolic execution focused on the regression test generation, like [159] and [27]. All these works are directed to maximise the coverage of the generated test suites. Moreover, they need an existing regression test case suite to start with. There exists alternatives, but with the same foundations, like [214] where a tree-based approach is proposed to achieve high coverage. Our approach is
not directed by coverage, but instead by the POIs, and we do not require any regression test as input.

Automated regression test case generation techniques like Korel and Al-Yami [98] are also very similar to our approach, but the user can only select output parameters of a function to check the behaviour preservation. Then, their approach simply runs that specific function and checks whether the produced values are equal for both versions of the program. Therefore, their approach helps to discover errors in a concrete function, but they cannot generate inputs for one function and compare the outputs of another function. This limits, e.g., the observation of recursion. In contrast, we allow to select any input function and place the POIs in any other function of the program. Additionally, their test input generation relies on white-box techniques that are not directed by the changes. Our approach, however, uses a black-box test input generation which is directed by changes.

Yu et al. [211] presented an approach that combines coverage analysis and delta debugging to locate the sources of the regression faults introduced during some software evolution. Their approach is based on the extraction and analysis of traces. Our approach is also based on traces although not only the goals but also the inputs of this process are slightly different. In particular, we do not require the existence of a test suite (it is automatically generated), while they look for the error sources using a previously defined test suite. Similarly, Zhang et al. [213] use mutation injection and classification to identify commits that introduce faults.

The Darwin approach [160] starts from the older version of the program, a program that it is known to be buggy, and an input test case that reveals the bug. With all this information, it generates new inputs that fail on the buggy program, and then run them using dynamic symbolic execution and storing the produced trace (in their context, a trace contains the visited statements). Finally, the traces from the buggy version and from the old version are compared to locate the source of the discrepancy. Although the approach could seem similar to ours, the goals are different. We try to find discrepancies, while they start from an already-found discrepancy.

Our technique for mutation of inputs share some similarities with RANDOOP [149]. In their approach, they start from test cases that do not reveal any failure, and randomly construct more complex test cases. The particularity of their approach is that the random test generation is feedback-directed, in the sense that each generated test case is analyzed to take the next decision in the generation. We do something similar, although our feed-back is directed by the POIs selected by the user.

DSpot [15] is a test augmentation technique for Java projects that creates new tests by introducing modifications in the existing ones. The number of variants that will be generated is known beforehand and determined by parameters like the number of operations or the number of statements. In order to define the output of a test case, they introduce a concept called observation point, which is similar to our POIs. The difference is that they define and select their observation points (in particular, attribute getters, the toString() method, and the methods inside an assertion) while in our approach is the user
who defines them. Additionally, our approach does not need an already existent test suite.

Sieve [164] is a tool that automatically detects variations across different program versions. They run a particular test and store a trace that in their context is a list of memory operations over variables. The generated traces are later studied in order to determine what have changed in the behaviour and why it has changed. Although their goal is not the same as ours, their approach shares various similarities with ours, in particular code instrumentation and trace comparison.

Mirzaaghaei [135] presented a work called Automatic Test Suite Evolution where the idea is to repair an existing test suite according to common patterns followed by the practitioners when they repair a test suite. A repair pattern can be something like the introduction of an overloaded method. A modification of our technique could be used to achieve a similar goal, by not only producing test case input, but also repair patterns in order to check whether they are effective repairing an outdated test suite.

There are other approaches that use traces to compare program versions, like the ones based on program spectra [170]. Different program spectra have been proposed (branch, execution trace or data dependence spectra), but value spectra [208] is the most similar to our additional information used to trace method calls. In particular, value trace spectra record the sequence of the user-function executions traversed as a program executes. After the spectra recording, spectra comparison techniques are used to find value spectra differences that expose internal behavioural deviations inside the black box. However, the spectrum is generated for all the user-defined functions while in our approach users decide which functions should be compared. Additionally, POI testing allows a more flexible use of these call traces. Finally, the motivation and also some techniques of the call traces are similar to the ones of algorithmic debugging [177]. In fact, this approach has been successfully applied to Erlang [26].

Most of the efforts in regression testing research have been put in the regression testing minimisation, selection, and prioritisation [210], although among practitioners it does not seem to be the most important issue [50]. In fact, in the particular case of the Erlang language, most of the works in the area are focused on this specific task [24, 193, 197, 199]. We can find other works in Erlang that share similar goals but more focused on checking whether applying a refactoring rule will yield to a semantics-preserving new code [95, 115].

With respect to tracing, there are multiple approximations similar to ours. In Erlang’s standard libraries, there are implemented two tracing modules. Both are able to trace the function calls and the process related events (spawn, send, receive, etc.). One of these modules is oriented to trace the processes of a single Erlang node [51], allowing for the definition of filters to function calls, e.g., with names of the function to be traced. The second module is oriented to distributed system tracing [53] and the output trace of all the nodes can be formatted in many different ways. Cronqvist [45] presented a tool named redbug where a call stack trace is added to the function call tracing, making possible to trace both the result and the call stack. Till [194] implemented erlyberly, a debugging tool with a Java GUI able to trace the previously defined features (calls, messages,
etc.) but also giving the possibility to add breakpoints and trace other features such as exceptions thrown or incomplete calls. All these tools are accurate to trace specific features of the program, but none of them is able to trace the value of an arbitrary point of the program. In our approach, we can trace both the already defined features and also a point of the program regardless of its position.
Chapter 9
Design-by-contract verification in Erlang

Defensive programming is a way to eliminate unexpected behaviours, e.g., division by zero, by checking the validity of arguments before operations are attempted. However, in mainstream programming this style is not a recommendable practice for various reasons, such as the need to add *boiler-plate* code which obscures the program logic, and because of the execution time overhead caused by such checks. In fact, the language considered in this chapter, Erlang, is infamous for its stance that defensive programming is to be avoided — “let it crash”.

Erlang programming has a number of interesting and innovative mechanisms for error detection and recovery, but these features are supposed to be used only for errors that are hard to avoid (i.e., because static type systems are not strong enough to characterise full program behaviour). Unfortunately, not all the errors fall in this category. Some errors are rather easy to detect, and should ideally be detected at “compile time” instead of being detected and corrected when a software is operational. Erlang, as Python or JavaScript, is a dynamic programming language. This means that the program compiler, if it even exists, does relatively few checks during compilation to help prevent errors when the program is later run. For this reason, static analysis techniques, popularised primarily by the Dialyzer tool [120], have been successfully and widely adopted by Erlang practitioners. Dialyzer can analyse the code and report some errors without requiring annotating program code in any way. However, the capability of Dialyzer to detect program bugs can be considerably improved by the use of type contracts [94]. Note that such contracts are not used only by Dialyzer to implement static type checking, but also serve to document the developed code, which improves the maintainability of the resulting software.

Even when the Dialyzer tool is used, and when programmers provide e.g. EUnit test cases (an Erlang testing tool) to further check program behaviour, program bugs can still remain. In this work, we propose a mechanism to further structure and strengthen such “defensive” programming tasks, i.e., the Erlang Design-By-Contract (EDBC) system, a runtime verification framework based on the Design-By-Contract [134] philosophy. The EDBC system is available as free and open-source software at https://github.com/serperu/edbc.

---

1 For example, process links help structure fault detection and fault recovery in complex applications.
In typical design-by-contract frameworks there are different types of contracts, with most of them being related to program functions or methods. The most common contracts are \textit{pre}- and \textit{postconditions} (see Chapter 7, Section 7.2). In addition to these, the EDBC system includes contracts to control other aspects of functions and methods: \textit{type contracts}, to check the correct dynamic typing given by Erlang, \textit{decreasing-argument contracts} to help analyse program termination, \textit{execution-time contracts} to document bounds for the execution time of functions, and \textit{purity contracts} which prohibit side effects such as Erlang process-to-process communication. All these contracts can be used in any Erlang program, regardless of whether the program is purely functional, or structured as a concurrent system, composed of a number of concurrent processes. To avoid the traditional execution overhead associated with the use of contracts, normally they are checked only during software production and maintenance. Consequently, the EDBC library provides a mechanism to disable such checks for running product code.

The rest of the chapter illustrates with examples how to use both sequential and concurrent contracts in the implemented approach (Section 9.1). Finally, the architecture and some implementation details are described (Section 9.2), such as the transformation processes used to correctly check the defined contracts in the correct order.

\section{Contracts in Erlang}

In this section, we introduce the contracts provided by the EDBC system and show how they can be used to check program behaviour at runtime with examples. The contracts proposed in EDBC are divided into two groups: contracts applicable in sequential Erlang, and contracts only applicable to concurrent Erlang. It is worth mentioning that, as an implementation decision, we have chosen to use Erlang macros to represent the syntax of all contracts. The reason is that similar tools like EUnit also uses macros for assert definitions.

\subsection{Contracts for sequential Erlang}

First of all, it is important to remark that the contracts described here are not only applicable in sequential Erlang programs, but they can be used in both sequential and concurrent programming. The contracts for sequential Erlang code provide additional information about Erlang functions. They can be used to document the way an Erlang function may be called or to delimit the behaviour that can be expected when calling it (i.e., concerning the computed result, side effects, termination properties, and so on).

1. \textbf{Precondition contracts}. With the macro \texttt{?PRE/1} we can define a precondition that a function should hold. The macro should be placed before the first clause of the annotated function. The single argument of this macro is a function without parameters, e.g. \texttt{fun pre/0} or an anonymous function \texttt{fun() \to \ldots end}, that we call \textit{precondition function}. A precondition function is a plain Erlang function. Its only particularity is
that it includes references to the function parameters. In Erlang, a function can have more than one clause, so referring the parameter using the user-defined names can be confusing for both EDBC and for the user. In order to avoid these problems, in EDBC we refer to the parameters by their position. Additionally, the parameters are rarely single variables but can be more complex terms like a list or a tuple (since Erlang permits pattern matching). For these reasons we use the EDBC’s macro \( ?P/1 \) to refer to the parameters. The argument of this macro should be a number that ranges from 1 to the arity of the annotated function. For instance, \( ?P(2) \) refers to the second parameter of the function. A precondition function should return a boolean value which indicates whether the precondition of the annotated function holds or not. The precondition is checked during runtime before actually performing the call. If the precondition function evaluates to \texttt{false} \texttt{false}, the call is not preformed and a runtime exception is raised.

Example 9.1. Consider a function \texttt{find(L,K)} that searches for the position of a value \( K \) in a list \( L \), and returns \( -1 \) if the value is not found. Figure 9.1a shows the usage of a precondition contract which expresses that the first parameter list should not be empty.

```erlang
1 ?PRE(fun() -> length(?P(1)) > 0 end).
2 find(L, K) -> ...
```

(a) Erlang function \texttt{find/2} annotated with contracts

** exception error: {"Precondition does not hold.
Call find([], 3), the list is empty."}

(b) Precondition contract violation

Figure 9.1: Precondition Contract

In case the precondition is violated, an Erlang exception is raised. For instance, if we attempt the function call \texttt{find([], 3)}, which fails the precondition check because the length of the list argument is 0, the resulting error message is shown in Figure 9.1b.

2. Postcondition contracts. Similar to preconditions, the macro \( ?POST/1 \) is used to define a postcondition that a function should satisfy. The macro should be placed after the last clause of the annotated function. Its argument is a function without parameters, which we call the postcondition function. In order to check postconditions, a way to refer to the result of the function is essential. For this reason, we have defined the macro \( ?R \), that refers to the result of the function call. Additionally, as in the \( ?PRE/1 \) precondition function, the \( ?P/1 \) macros can be used to refer to the actual parameters of the annotated function. The result of a postcondition function is also a boolean value. Postcondition functions are checked after a call terminates, and a runtime error is raised if the postcondition function evaluates to \texttt{false}. 
Example 9.2. Figure 9.2a shows an example of a postcondition contract associated with the function `find/2`. In this contract, an error is raised if the index returned by `find/2` is greater than the length of the list.

```
1  find(L, K) -> ...
2  ?POST(fun() -> ?R < 0 orelse
3      ?R < length(?P(1)) end).
```

(a) Erlang function `find/2` with contract annotations

```
** exception error: {"Postcondition does not hold. Call find([1,2,3], 3), returned value 5."}
(b) Postcondition contract violation
```

Figure 9.2: Postcondition Contract

Suppose an implementation of `find/2` returns the value 5 to the call `find([1,2,3], 3)`. In this case, the execution would raise the error shown in Figure 9.2b.

3. Decreasing-argument contracts. These contracts are meant to be used in recursive functions, and check that (some) arguments are always decreasing in nested calls\(^2\). There are two types of macros to define these contracts: `?DECREASE/1` and `?SDECREASE/1`. They both operate exactly in the same way with the exception that the `?SDECREASE/1` macro indicates that the argument should be strictly smaller in each nested call, while the `?DECREASE/1` macro also permits the argument to be equal. The argument of both macros can be either a single `?P/1` macro or a list containing several `?P/1` macros. These contracts should be placed before the first clause of the function. Decreasing-argument contracts are checked each time a recursive function call is made, by comparing the arguments of the current call with the nested call just before performing the actual nested recursive call. In case the argument expected to decrease is not actually decreasing, a runtime error is raised and the call is not performed.

Example 9.3. The functionality of this contract is shown in Figure 9.3. We use a wrong implementation of the Erlang program calculating the Fibonacci numbers shown (Figure 9.3a). When executing the function call `fib(2)`, the error message in Figure 9.3b is shown.

4. Execution-time contracts. EDBC introduces two macros that allow users to define contracts concerning execution times: `?EXPECTED_TIME/1` and `?TIMEOUT/1`. The macros should be placed before the first clause of the annotated function. The argument of these macros is a function without parameters called the *execution-time function*. An execution-time function should evaluate to an integer which defines the expected execution time in milliseconds. Within the body of an execution-time

\(^2\)Note that decreasing contracts only guarantee termination if the sequence is strictly decreasing and well founded, i.e. values cannot go below a certain limit.
function we can use ?P/1 macros to refer to the arguments. Permitting the execution-time function to refer to arguments is particularly useful when dealing with lists or similar structures where the expected execution time of the function is related to the sizes of arguments. Both macros have a similar semantics, the only difference is that with macro ?EXPECTED_TIME/1 the EDBC system waits till the evaluation of the call finishes to check whether the call takes the expected time, while with macro ?TIMEOUT/1 EDBC raises an exception if the function call does not terminate before the timeout limit is reached. As an example of time contracts, we consider a function which performs a list of tasks. Each task has its type (even or odd), and the allowed execution time is defined by this type (100 and 200 ms., respectively).

Example 9.4. Figure 9.4a shows the function and its associated time contract. Supposing we change the execution-time function to, for instance, 

\[
\text{fun()} \rightarrow 20 + (\text{length(?P(1))} \ast 100) \text{ end}
\]

we would obtain the contract-violation report shown in Figure 9.4b.

\[
\begin{align*}
1 & \text{?EXPECTED_TIME(fun()} \rightarrow \\
2 & 20 + \text{lists:sum([case (I rem 2) of} \\
3 & 0 \rightarrow 100; 1 \rightarrow 200 \text{ end || I <- ?P(1)] end)} \\
4 & \text{f_time}(L) \rightarrow [\text{f_time_run}(E) || E <- L]. \\
5 & \text{f_time_run}(N) \text{ when } (N \text{ rem 2}) == 0 \rightarrow \text{timer:sleep}(100); \\
6 & \text{f_time_run}(N) \text{ when } (N \text{ rem 2}) /= 0 \rightarrow \text{timer:sleep}(200).
\end{align*}
\]

(a) Function with Execution-time contracts

** exception error: {"The execution of ex:f_time2([1,2,3,4,5,6,7,8,9,10]) took too much time. Real: 1509.913 ms. Expected: 1020 ms. Difference: 489.913 ms) 

(b) Execution-time contract violation

Figure 9.4: Execution-time Contract

5. **Purity contracts.** When we say that a function is pure we mean that its execution does not cause any side effects, i.e., it does not perform I/O
operations, nor does it send messages, etc. That a function is “pure” can be declared by using the macro `?PURE/0` before its first clause. The purity checking process is performed in two steps. First, before a call to a function declared to be pure is performed, a tracing process is started. Then, once the evaluation of the annotated function call finishes, the trace is inspected. If a call to an impure function or operation has been made, a runtime exception is raised. Note that due to the use of tracing we can provide exact purity checks, ensuring that there are neither false positives nor false negative reports. Note that purity checking is not compatible with execution-time contracts, since checking execution times do require performing impure actions.

**Example 9.5.** In order to illustrate the checking of purity contracts we take a simple example used to present PURITY [155], i.e., an analysis that statically decides whether a function is pure or not. The example the authors presented is depicted in Figure 9.5a. We only added the contract `?PURE` in the test case `g4/0`, because the other test case, i.e. `g3/0`, performs the impure operation `erlang:put/2`. When `g4/0` is run, no contract violation is reported as expected.

```erlang
1 fold1(Fun, Acc, Lst) -> lists:fold(Fun, Acc, Lst).
2 fold2(Lst, Fun) -> fold1(Fun, 1, Lst).
3 g3() -> fold1(fun erlang:put/2, ok,
4 [computer, error]).
5 ?PURE.
6 g4() -> fold2([2, 3, 7], fun erlang:'*'/2).
```

(a) Example taken from PURITY [155]

```
** exception error: {"The function is not pure.
Last call: ex:g3().
It has call the impure BIF erlang:put/2
when evaluating g3().",",[{ex,g3,0,[]}]}
```

(b) Pure contract violation

*Figure 9.5: Purity Contract*

On the other hand, in case we add the contract `?PURE` to `g3/0`, then the execution will fail showing the error report in Figure 9.5b.

6. **Type contracts.** Erlang has a dynamic type system, i.e., types are not checked during compilation but rather at runtime. However, the language still permits to specify type contracts (represented by `spec` attributes) which serves both as code documentation, and as aid to static analysers like Dialyzer [120]. However, such type contracts are not checked at runtime by the Erlang interpreter, because of the potential associated cost at execution time. However, for programs still in production, checking such type contracts during runtime can be helpful to detect unexpected behaviours. For this reason, before a function is evaluated, EDBC checks the type contract of its parameters (if any), while its result is checked
after its evaluation. If a type error is detected, a runtime exception error is raised. Note that EDBC does not use any special macro to check type contracts, the standard spec attributes are used instead. Figure 9.6 shows an error that would be shown in case of calling fib(a) for the program defined in Figure 9.3b.

** exception error: {"The spec precondition does not hold.
 Last call: ex:fib(a).
 The value a is not of type integer()."," ...}  

Figure 9.6: spec contract-violation report

Note that the EDBC system can be used to define quite advanced contracts. As a comparison point, the Dafny tool [114], which was an inspiration for EDBC, permits the use of quantifiers to define conditions for input lists. Figure 9.7a shows as an example of how quantifiers are used in Dafny to characterise the function Find/2.

```
1 method Find(a: array<int>, key: int)
2  returns (index: int)
3  requires a != null
4  ensures 0 <= index ==> index < a.Length &&
5     a[index] == key
6  ensures index < 0 ==> forall k ::
7     0 <= k < a.Length ==> a[k] != key
8 {...}
```

(A) Function Find/2 annotated in Dafny

```
1  ?PRE(fun() -> length(?P(1)) > 0 end).
2  ?SDECREASES(?P(1))
3  find(L, K) -> ...
4  ?POST(fun() -> ?R < 0 orelse
5     (?R < length(?P(1))
7     end).
8  ?POST(fun() -> ?R > 0 orelse
9    lists:all(fun(K) -> K /= ?P(2) end,
10   ?P(1))
11  end).
```

(B) Function find/2 annotated in Erlang/EDBC.

Figure 9.7: Contracts for function find/2 annotated in Dafny and Erlang

Such contracts with quantifiers can be represented in EDBC too. Instead of using a special syntax as in Dafny, we can check conditions with quantifiers using a common Erlang function such as lists:all/2, which checks whether a given predicate is true for all the elements of a given list. Figure 9.7b shows how the contracts in Figure 9.7a are represented in EDBC. If we implemented this function as a recursive one, the list
would be decreasing between calls. Then, we could also add the contract \( \text{?SDECREASE(?P(1))} \) to the function.

Contracts added by users can also be used to generate documentation. Erlang OTP includes the tool EDoc [52] which generates documentation for modules in HTML format.

![contracts](image.png)

**Figure 9.8:** EDoc for the annotated function find/2.

We have modified the generation of HTML documents to also include information concerning EDBC contracts. As an example, the EDoc-generated documentation for the function find/2, with information of its contracts (some in Figure 9.7b and some new), and its type specification, is depicted in Figure 9.8. Finally, it is important to note that the contract checking performed by EDBC does not cause incompatibilities with other Erlang analysis tools. For instance, users can both define EDBC contracts, and include EUnit [28] test case assertions, in the same function.

### 9.1.2 Contracts for concurrent Erlang

The scenarios given in concurrent Erlang code are slightly different from the ones given in sequential Erlang. Normally, concurrent Erlang code is already highly structured. Most Erlang programmers do not write concurrent code from scratch, but rather rely heavily on proven concurrent Erlang behaviours (which can be considered a form of design patterns) present in the Erlang/OTP standard library.

The Erlang behaviours are formalisations of common programming patterns. The idea is to divide the code for a process in a generic part (a behaviour Erlang module), which is never changed, and a specific part (a callback Erlang module), which is used to tailor the process for the particular application being implemented. Thus, the behaviour module forms part of the Erlang/OTP standard library, and the callback module is implemented by the programmer. Such behaviours provide standard mechanisms to implement concurrent behaviours: the generic part provides a proven implementation of an often complex concurrent coordination task, which allows programmers to focus on the easier task on how to adapt this generic behaviour to the particular application at hand.
Thus, the definition and use of such behaviours, can be seen as a form of parametric software contract. The generic part of the contract guarantees the general conduct of the behaviour, which to be able to operate correctly, requires the specific part of the contract, i.e., that callback functions work correctly (e.g. are computationally efficient, and terminate normally).

The concurrent part of EDBC focus on an Erlang behaviour, which is heavily used in industrial applications, the gen_server behaviour. This behaviour is used to implement client-server architectures. In practice, the behaviour has a number of shortcomings which are addressed in EDBC by extending it to handle client requests which arrive when the server is not capable of servicing them, a common situation in asynchronous concurrent systems. A programmer using the normal gen_server behaviour must manually handle such asynchronous requests by implementing a queuing policy in the specific behaviour part. In EDBC, a modified gen_server is provided instead, where the generic behaviour part handles such asynchronous requests according to a simple rule, and which implements a flexible queuing policy, thus providing a concurrent contract which is considerably easier to use.

Before describing the concurrent contracts of EDBC, there is another type of contract in EDBC that does not consider the concurrency scenarios but is strictly related to concurrent environments, since it applies restrictions at process level. These contracts are the invariant contracts. Invariants are meant to be used in Erlang behaviours which has an internal state. An invariant contract is defined by using the macro ?INVARIANT/1. This macro can be placed anywhere inside the module implementing the behaviour. The argument of the ?INVARIANT/1 macro is a function, named invariant function, with only one parameter that represents the current state of the behaviour. Then, an invariant function should evaluate to a boolean value which indicates whether the given state satisfies the invariant or not. The invariant function is used to check the invariant contract each time a call to a function which is permitted to change the state finishes, e.g., when a call by the gen_server behaviour to the handle_call/3 callback function finishes. Note that invariant contracts can be used to check for the absence of problems in concurrent systems such as e.g. starvation. Examples of invariant contracts and their associated violation report are presented later in Figures 9.12 and 9.13.

The gen_server behaviour with contracts

One of the more commonly used Erlang behaviours is the gen_server, which provides a standard way to implement a client–server architecture. A callback module for this behaviour needs to define the specific parts of the server (process), e.g., what is the initial state of the server (e.g., implementing the Erlang function init/0), and handling specific client requests (e.g., implementing the Erlang functions handle_call/3 for blocking client calls, and handle_cast/2 for non-blocking client calls), etc.

Given the highly regular nature of specific parts of this behaviour, the use of some contracts is highly useful. For instance, invariants (?INVARIANT/1 contracts) constrain the (persistent) state of the underlying server process. Moreover, for the server to function correctly, the generic parts of the service require
the specific parts of the behaviour to satisfy a number of properties expressible as contracts: calls to `handle_call/3` (or `handle_cast`) must normally be side effect free (as the generic part handles replying to server requests) as expressed by the `?PURE/0` contract, and the code implementing `handle_call/3` should be efficient as expressed by the `?EXPECTED_TIME/1` contract.

We have also extended the `gen_server` behaviour to handle asynchronous client requests to the server. This extension provides a mechanism for the server to postpone requests which it is not yet ready to serve, but which should be served in the future when the server state changes. Concretely we add a new callback function that the behaviour specific part may implement: `cpre/3`. This function should return a boolean value indicating whether the server is ready or not to serve a given request. The rest of the `gen_server` callbacks are not modified. The three parameters of the callback function `cpre/3` are (i) the request, (ii) the `from of the request`\(^3\), and (iii) the current server state. The function `cpre/3` should evaluate to a tuple with two elements. The first element of the tuple is a boolean value which indicates if the given request can be served. The second element is the new server state.

The `gen_server_cpre` behaviour behaves in the same way as the `gen_server` behaviour except with a significant difference. Each time the server receives a client request, it calls to `cpre/3` callback before calling the actual `gen_server` callback, i.e., `handle_call/3`. Then, according to the value of the first element of the tuple that `cpre/3` returns, either the request is actually performed (when the value is `true`) or it is queued to be served later (when the value is `false`). In both cases, the server state is updated with the value returned in the second element of the tuple.

EDBC includes two implementations of the `gen_server_cpre` behaviour, each one treats the queued requests in a different way. The least complicated implementation resends to itself a client request that cannot be served in the current server state, i.e., a request for which function `cpre/3` returns `{false, ...}`). Since mailboxes in Erlang are ordered according to the arrival time of messages (i.e., in FIFO order), the postponed request will be the last request in the queue of incoming requests. This can be considered unfair, because, when once in the future the state of the server has changed thus potentially permitting the postponed client request to be served, the server could instead serve serve new client requests that have arrived later than the postponed client request.

The EDBC framework also provides a different version (which is fairer) of the `gen_server_cpre` behaviour. In this version, three queues are used to ensure that older requests are served first: `queue_current`, `queue_old`, and `queue_new`. Each time the server is ready to listen for new requests, the `queue_current` is inspected. If it is empty, then the server proceeds as usual, i.e., by receiving a request from its mailbox. Otherwise, if it is not empty, a request from `queue_current` is served. Consequently, the served request is removed from `queue_current`. The queues are also modified by adding requests to `queue_old` and `queue_new`. This is done when function `cpre/3` returns `{false, ...}`). Depending on the origin of the request

---

\(^3\)The `from of the request` has the same form as in the `handle_call/3` callback, i.e., a tuple `{Pid,Tag}`, where `Pid` is the process identifier of the client issuing the request, and `Tag` is an unique tag.
it is added to \texttt{queue\_old} (when it comes from \texttt{queue\_current}) or to \texttt{queue\_new} (when it comes from the mailbox). Finally, each time a request is completely served, the server state could have been modified. A modification in the server state can enable postponed requests to be served. Therefore, each time the server state is modified, \texttt{queue\_current} is rebuilt as follows:

\[
\texttt{queue\_old} + \texttt{queue\_current} + \texttt{queue\_new}
\]

Real scenarios to use \texttt{gen\_server\_cpre} behaviour

We show two real examples where \texttt{gen\_server\_cpre} has been proved useful. Those examples are the \texttt{selective receives} scenario and the \texttt{readers-writers} problem.

- \textbf{Selective receives.} In public forums such as \textit{stackoverflow}\footnote{https://stackoverflow.com} and the \textit{erlang-questions} mailing list\footnote{http://erlang.org/mailman/listinfo/erlang-questions}, where Erlang programming is discussed, there have been a number of questions regarding the limitations of the standard \texttt{gen\_server} implementation. Most of them concern how to implement a server which has the ability to delay some requests. For example, one question posted in stackoverflow.com\footnote{https://stackoverflow.com/questions/1290427/how-do-you-do-selective-receives-in-gen-servers} asks whether it is possible to implement a server which performs a selective receive while using a \texttt{gen\_server} behaviour. None of the provided answers is giving an easy solution. Some of them suggest that the questioner should not use a \texttt{gen\_server} for this, and directly implement a low-level selective receive. Other answers propose to use \texttt{gen\_server} but delay the requests \textit{manually}. This solution involves storing the request in the server state and returning a \texttt{no\_reply} in the \texttt{handle\_call/3}. Then, the request should be revised continually, until it can be served and use \texttt{gen\_server:reply/2} to inform the client of the result. Our solution is closer to the last one, but all the management of the delayed requests is completely transparent to the user.

```erlang
1 handle_call(test, _From, _State) ->
2   List = [0,1,2,3,4,5,6,7,8,9],
3   lists:map(fun(N) -> spawn(fun() ->
4       gen_server:call(?MODULE, {result, N}) end)
5             end, lists:reverse(List)),
6   {reply, ok, List};
7 handle_call({result, N}, _From, [N|R]) ->
8   io:format("result: " ++ integer_to_list(N) ++ ",n"):n",
9   {reply, ok, R}.
```

\textbf{Figure 9.9: handle\_call/2 for selective receive}

Figure 9.9 shows the function \texttt{handle\_call/2} of the \texttt{gen\_server} that the questioner provided to exemplify the problem. When the request
test is served, it builds ten processes, each one performing a \{result, N\} request, with N ranging from 0 to 9. Additionally, the server state is defined as a list which also ranges from 0 to 9 (Figure 9.9, lines 2 and 6). The interesting part of the problem is how the \{result, N\} requests need to be served. The idea of the questioner is that the server should process the requests in the order defined by the state. For instance, the request \{result, 0\} can only be served when the head of the state’s list is also 0. However, there is a problem in this approach. The questioner explains it with the sentence: *when none of the callback function clauses match a message, rather than putting the message back in the mailbox, it errors out.* Although this is the normal and the expected behaviour of a gen_server, the questioner thinks that some easy alternative should exists. However, as explained above, the solutions proposed in the thread are not satisfactory enough.

```
1 cpre(test, _, State) -> {true, State};
2 cpre({result, N}, _, [N|R]) -> {true, [N|R]};
3 cpre({result, N}, _, State) -> {false, State}.
```

**Figure 9.10: cpre/3 for selective receive**

With the enhanced versions of the gen_server behaviour we propose in this work, users can define conditions for each request by using function cpre/3. Figure 9.10 depicts a definition of the function cpre/3 that solves the questioner’s problem without needing to redefine function handle_call/3 of Figure 9.9. The first clause indicates to the gen_server_cpre server that the request test can be served always. In contrast, \{result, N\} requests only can be served when N coincides with the first element of the server’s state.

- **Readers-writers.** In this example we define a simple server that implements the readers-writers problem, as a second example of the use of the extended gen_server_cpre contract. We start by introducing an implementation of the problem using the standard gen_server behaviour. The server state is a record defined as:

```
-record(state, {readers = 0, writer = false}).
```

The requests that it can handle are four: request_read, request_write, finish_read, and finish_write. The first two requests are blocking (because clients need to wait for a confirmation) while the latter two do not block the client (clients do not need confirmation). Figure 9.11 shows the handlers for these requests. They basically increase/decrease the counter readers or switch on/off the flag writer.

Having defined all these components, we can already run the readers-writer server. It will start serving requests successfully without any noticeable issue. However, the result in the shared resource is a mess,
9.1. Contracts in Erlang

```erlang
1  handle_call(request_read, _, State) ->
2      NState = State#{state{readers = State#state.readers + 1},
3                      reply, pass, NState};
4  handle_call(request_write, _, State) ->
5      NState = State#{state{writer = true}},
6                      reply, pass, NState}.
7
8  handle_cast(finish_read, State) ->
9      NState = State#{state{readers = State#state.readers - 1},
10                 noreply, NState};
11  handle_cast(finish_write, State) ->
12      NState = State#{state{writer = false},
13                     noreply, NState}.
```

**Figure 9.11:** Readers-writers request handlers

mainly because we are forgetting an important problem: its invariant, i.e. $\neg \text{writer} \lor \text{readers} = 0$.

```erlang
1  ?INVARIANT(fun invariant/1).
2
3  invariant(#state{ readers = Readers, writer = Writer}) ->
4      is_integer(Readers) andalso Readers >= 0
5      andalso is_boolean(Writer)
6      andalso ((not Writer) orelse Readers == 0).
```

**Figure 9.12:** Readers-writers invariant definition

We can define an invariant for the readers-writers server by using the macro `?INVARIANT/1`. Figure 9.12 shows how the macro is used and the helper function which actually checks the invariant. Apart from the standard invariant (line 6 in Figure 9.12), the function also checks that the state field `readers` is a positive integer and that the state field `writer` is a boolean value (lines 4 and 5).

If we run the server with the invariant defined, we obtain feedback on whether the server is behaving as expected. In this case, the server is clearly not a correct implementation of the problem. Therefore, an error should be raised due to the violation of the invariant. An example of the errors is shown in Figure 9.13.

The error is indicating that the server state was `{state,0,true}` when the server processed a `request_read` which led to the new state `{state,1, true}` which clearly violates the defined invariant. The information provided by the error report can be improved by returning a tuple `{false, Reason}` in the invariant function, where `Reason` is a string to be shown in this contract-violation report after the generic message.

In order to correctly implement this feature, we use the function `cpre/3` to control when a request can be served or not. Figure 9.14 shows a function `cpre/3` which makes the server’s behaviour correct and avoids
violations of the invariant. It enables request_read requests as long as the flag writer is switched off. Similarly, request_write requests also require the flag writer to be switched off and the counter readers to be 0. If we rerun now the server, no invariant violation errors will be raised.

```
cpre(request_read, _, State = #state{writer = false}) ->
  {true, State};
cpre(request_read, _, State) ->
  {false, State};
cpre(request_write, _, State = #state{writer = false, readers = 0}) ->
  {true, State};
cpre(request_write, _, State) ->
  {false, State}.
```

Although this implementation is already correct, it is unfair for writers as they have less chances to access the shared resource. The EDBC code repository\(^7\) includes a number of implementations of the example, which implement various fairness criteria.

### 9.2 Implementation

EDBC is an Erlang library composed of a set of 8 Erlang modules and 4 shell scripts with more than 4300 lines of code. EDBC allows users to include contracts in their Erlang programs. In this section we describe the architecture of EDBC: the modules it is formed by, the scripts contained in EDBC, the tasks they perform, and the relationships between them. Additionally, we explain how the code is instrumented to support contract checking at runtime. EDBC is implemented in Erlang and is open source and publicly available in:

\[\text{https://github.com/serperu/edbc}\]

\[\text{https://github.com/serperu/edbc/tree/master/examples/readers_writers}\]
9.2.1 Architecture

Figure 9.15 shows how the modules of EDBC are classified according to their functionality. In the figure, rounded squares stand for different parts of the EDBC library (written in bold inside them), and solid squares stand for Erlang modules and scripts implemented from scratch. Solid arrows represent explicit module calls, dashed arrows represent input/output Erlang files, and dotted arrows represent behaviour usages.

![Architecture of EDBC classified by functionality](image)

- **edbc_parse_transform**. This module is the one that implements the instrumentation of contracts. It finds the macros defining contracts inside the given modules and expands them with new functions that verify each contract without changing the semantics of the program. This module creates a thread of running the `edbc_free_vars_server` module to extract free variables during the instrumentation process, and include in the transformed program successive calls to `edbc_lib`, which will evaluate the contracts during execution.

- **edbc_lib**. This module implements the generic evaluation of all kind contracts. Each function is in charge of evaluating a particular type contract. The inputs of these functions are, in turn, other high order functions that are called inside their body to obtain the results needed to grant the condition in the contract or to report any error found.

- **edbc_free_vars_server**. This module creates a server that generates variable names which are not used in the module being analysed. Each new variable name is formed by adding an identifier character (which is iteratively increased) at the end of the longest-named variable of the original program.

- **gen_server_cpre**. This module defines an enhanced Erlang behaviour based in the `gen_server` behaviour. This module defines an extra callback...
called \texttt{cpre} that represents the condition that needs to be fulfilled by the server to serve a particular request. When the request cannot be served, the message is resent to the server mail list to retry its processing later.

- \texttt{gen\_server\_qcpre}. This module further enhances the \texttt{gen\_server\_cpre} Erlang behaviour. Apart from including the \texttt{cpre} callback into \texttt{gen\_server}, it also includes a queue as a parameter, allowing the customisation of the server requests that cannot be served. This queue can be used to give priority to specific requests types when they are received by the server.

- \texttt{gen\_mod}. This module is a snapshot of a particular version of the \texttt{gen} module of Erlang/OTP that ensures the correct working of \texttt{gen\_server\_cpre} and \texttt{gen\_server\_qcpre}. This module isolates the functionality of this Erlang version and avoids the incompatibility due to changes in the implementation or exportations of the methods in the \texttt{gen} module. In the module, all the calls to \texttt{proc\_lib} module are replaced to calls to the \texttt{proc\_lib\_mod} module\textsuperscript{8}.

- \texttt{proc\_lib\_mod}. This module is a snapshot of a particular Erlang/OTP module called \texttt{proc\_lib} with some differences. The \texttt{proc\_lib\_mod} module changes the return values of some methods and replaces all the calls to \texttt{error\_logger} module by calls to \texttt{error\_logger\_mod}.

- \texttt{error\_logger\_mod}. This module is a snapshot of a particular version of the \texttt{error\_logger} module in Erlang, which is called from the \texttt{proc\_lib\_mod} module.

- \texttt{edbc\_erlc}. This script is equivalent to the \texttt{erlc} command used to compile Erlang code from the terminal. The script replaces the Erlang/OTP default parser module with the \texttt{edbc\_parse\_transform} module implemented in EDBC, which parses the contracts ad hoc when translating the source code for execution.

- \texttt{edbc\_erlcp}. This script compiles Erlang code from the terminal as the \texttt{edbc\_erlc} script does. Contrarily to \texttt{edbc\_erlc}, the compilation of the code with this script allow the appearance of contracts, but disables contract checking.

- \texttt{edbc\_erl}. This script launches an Erlang shell including the set of modules contained in a given directory. Additionally, if indicated, the shell can execute a particular given method after launching, e.g., a set of test cases referring to a contracted function.

- \texttt{edbc\_edoc}. This script generates the documentation of all the functions of a particular module. The documentation includes, for each contracted

\textsuperscript{8}To incorporate improvements introduced in the \texttt{gen} module of the Erlang/OTP library, all \texttt{gen\_mod}, \texttt{proc\_lib\_mod}, and \texttt{error\_logger\_mod} modules must be replaced by their homologous (without the \texttt{\_mod} suffix) modules in the Erlang/OTP library and adapted to work with EDBC by adding the \texttt{\_mod} to the corresponding method calls and modifying the returned value of some functions.
function, the information the defined contracts, providing information about the input, output, or functionality expected for the function.

9.2.2 Instrumentation

Note that the code produced by the instrumentation process is standard Erlang code, which can be executed by any standard Erlang runtime system in a completely normal fashion. Technically, the instrumentation is performed using so-called Erlang “parse transforms”, which permits defining syntactic transformations on Erlang code.

Consider a module with a number of annotated functions. The instrumentation process replaces such annotated functions with a copy of the (possibly modified) original function, together with a number of helper functions that are synthesised from the contracts. The instrumentation is performed in three steps:

1. First, if a function has an associated contract, then an instrumentation to store the relevant information regarding function calls (function name, arguments and stack trace) is performed. This creates a new function which becomes the function entry point, and the original function is renamed. When the new function is called, it stores the call information, and proceeds to call the original function.

2. Then, contracts of type $\text{?DECREASES/1}$ (including $\text{?SDECREASES/1}$) are processed. This instrumentation creates a function which checks if the size of its parameters have decreased between recursive calls. If they are decreased, delayed calls are executed, and if they are not, a contract violation exception is raised. During the instrumentation the original function is also modified by replacing all the recursive calls to calls to the new created function. Note that, due to this instrumentation and the previous one, we have changed the call cycle of a recursive call:

$$f_{ori} \rightarrow f_{ori} \Rightarrow f_{si} \rightarrow f_{ori} \rightarrow f_{dc} \rightarrow f_{si}$$

where $f_{ori}$ is the original function, $f_{si}$ is the function that stores the call information, and $f_{dc}$ is the function that checks the decreasing of arguments.

3. The remaining contract types are processed distinguishing between contracts of type $\text{?PRE}$, and contracts of type $\text{?POST}$. All contracts except $\text{?DECREASE}$ can in fact be generalised to one of of these two types of contract. Of course, each contract has its particularities, however, these particularities do not have any effect in the instrumentation process. The chain of calls becomes

$$f_{si} \rightarrow f_{pre/post*} \rightarrow f_{ori}$$

where $f_{pre/post*}$ are a number of functions (maybe none) introduced by $\text{?PRE}/\text{?POST}$ contracts. In the case of a recursive function which defines a
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?DECREASE contract, the call chain would be

\[ f_{si} \rightarrow f_{pre/post} \rightarrow f_{ori} \rightarrow f_{dc} \rightarrow f_{si} \]

Further note that most of the helper functions have a call as its last expression enabling, in this way, so called last call optimisations to reduce the runtime cost of instrumenting code. The only exception is the functions generated for postconditions, which needs to be stacked until internal calls are completely evaluated.

In the rest of the section we explain the particularities of each contract type. Contracts of type ?DECREASE/1, ?PRE/1 and ?POST/1 have not any particularity, i.e. they work as explained in the instrumentation process. The rest of contract types are implemented as described in the following.

- **Execution-time contracts.** These contracts are instrumented as ?PRE/1 contracts because the result, i.e. the parameter of the condition-checker functions of ?POST/1 contracts, is not needed. In fact, the evaluation of the condition-checker function does not return a boolean, but a number which represents the expected time. Then, the delayed call is run in the same process (?EXPECTED_TIME/1) or in a separate one (?TIMEOUT/1). Finally, according to the time needed to run the call, either the result is returned or a contract-violation error is raised (stopping also the evaluation in the case of ?TIMEOUT/1).

- **Purity contracts.** They are also implemented as ?PRE/1 contracts for the same reason as execution-time contracts. In this case, there is not any condition-checker function, so a dummy one is used. In order to check these contracts, we trace all the calls performed during the evaluation of the delayed call as well as receive/send events. The tracing process is performed using the BIF `erlang:trace/3`. A function call is considered impure if during its evaluation is performed a send, a receive or a call to an impure BIF (checked using the function `erl_bifs:is_pure/3`).

- **Invariant contracts.** These types of contracts are internally translated to ?POST/1 contracts and attached to functions which can change the state of an Erlang behaviour, e.g. `code_change/3, handle_call/3, init/1`, etc. Instead of the function result, the behaviour state is used to check whether the synthetized postcondition holds.

- **Type contracts.** For checking the validity of the values according to the expected types we use the Sheriff [82] type checker. Sheriff is run by calling the function `sheriff:check/2` which checks whether a given value belongs to a given type. We have gone a step forward making the type checking completely transparent for users and reusing their already-defined type contracts, i.e. their specs. A spec implicitly defines a condition for the parameters and a condition for the result. Therefore, a spec is translated to both a ?PRE/1 and a ?POST/1 contract which internally call to Sheriff and decide form its result whether to continue
the evaluation or to raise a contract-violation error with attached details about the violator value and its expected type.

Finally, contract checking can be easily disabled or enabled using a special compilation flag, thus e.g. permitting production code to be compiled and run without instrumentation.

9.3 Related Work

Our contracts are similar to the ones defined in [10], where the function specifications are written in the same language, i.e., Curry, so they are executable. Being executable enables their usage as prototypes when the real implementation is not provided. Their contracts are functions in the source code instead of macros, so it is not clear whether they could be removed in the final release. One of the authors extended this work in [77], where static analysis performed by an SMT solver at compile time was used to check the contracts. This analysis discharged the overhead produced by the dynamic verification of these contracts. In these works, there is not any mention about whether their contracts are integrated with a documentation tool like our contracts are with EDoc. Moreover, they only allow to define basic precondition and postcondition contracts, while we are providing alternative ones like purity or time contracts. Finally, Curry is a pure functional logic language not targeting concurrent computations. For that reason, contracts for purity checking or concurrency behaviours would not be very useful in a language like Curry.

The work in [155] presents a static analysis which infers whether a function is pure or not. Since the focus on the article is on static analysis whereas ours is on dynamic analysis, the purity checking is performed in completely different ways in each work. However, we can benefit from their results by, for instance, avoiding to execute functions that are already known to be impure, reporting earlier to the user a purity-contract violation. In the same way, our system can be used in their approach to check the validity of statically-inferred results.

The type contract language for Erlang [94] allows to specify the intended behaviour of functions. Their usage is twofold: i) as a documentation in the source code which is also used to generate EDoc, and ii) to refine static analyses provided by tools such as Dialyzer. The contract language allows for singleton types, unions of existing types and the definition of new types. However, these types and function specifications do not guarantee type safety. This guarantee comes with Erlang which incorporates strong runtime typing with type errors detected and reported at runtime. Although such a static analysis is quite capable in detecting typing violations, strong typing usually detects unexpected behaviour too far from its source. Therefore, when debugging a program, providing the feature to detect violations of such type contracts at runtime can be a useful aid to provide more precise error location.

The contracts proposed for the concurrent environments follow the same philosophy as the specifications defined in [59, 78]. Indeed, our function \texttt{cpre/3} takes its name from these works. Although these works were more focused on enabling the use of formal methods, or testing techniques, to verify nontrivial
properties of realistic systems, in this work we demonstrate that they can be used to concisely program server applications which are forced to deal with asynchronous requests that must be delayed, and moreover are also useful for runtime verification.

Dafny\textsuperscript{[114]} is a verification-aware programming language that allows us to define invariants and contracts in their programs. The main difference between their approach and ours is that their contracts are not checked during runtime, but statically. Once you define a contract in Dafny, the system checks whether it is fulfilled in every program compilation as your program grows. This continuous verification is very powerful and consider all the scenarios explicitly in the code, but comes with a higher computational effort. Contrarily, EDBC provides the same type of contracts for Erlang, but checked during runtime. Unfortunately, being runtime checked is double-edged: the compilation is a verification-free process that consumes less resources, but an incorrect use of functions is not noticed until the program is run and the contract is violated during the testing phase. Additionally, as Dafny implements its own programming language, the programmer needs to define complex contracts in a different language that the one used in her implementation. Contrarily, in EDBC, contracts are defined using resources of the native Erlang language, which makes its integration easier for programmers.

The aspect-oriented approach for Erlang (\textsc{eAOP}) presented in \textsuperscript{[29]} shares some similarities with our work. \textsc{eAOP} allows the instrumentation of a program with a user-defined tracing protocol (at an expression level). This is able to report events to a monitor (asynchronous) as well as to force some part of the code to block waiting for information from the monitor (synchronicity). Our system could be used to a similar purpose but only at the function level. Additionally, thanks to the functionality freedom allowed in our contracts, EDBC enables the definition of synchronisation operations at the user-defined contracts. More complex modifications of our system, such as the ones done in \textsuperscript{[126]}, can transform our work into a complete aspect-oriented system.

Also in Erlang, the work \textsuperscript{[43]} defines a runtime monitoring tool which helps to detect messages which do not match a given specification. These specifications are defined through an automaton, which requires an extra knowledge from the user concerning both the syntax of the specification, and in the whole system operation. We propose a clear and easy way to define the conditions for when to accept a request without needing any user input.

Finally, JErlang\textsuperscript{[156]} enables so called joins in Erlang. This is achieved by modifying the syntax of Erlang receive patterns to permit expressing matching of multiple subsequent messages. Although our goal and theirs are different, both approaches can simplify the way programmers solve similar kinds of problems. Indeed, we could simulate joins by adding a forth parameter to the function \texttt{cpre/3}. This additional parameter would represent the still unserved pending requests. When the last request of a user-defined sequence (\textit{join}) is received, the pending requests should be examined to check whether the required join can be served. A similar modification is needed to the callback \texttt{handle_call/3} interface so that the pending requests could be served using the \texttt{gen_server:reply/2} call.
Part IV
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Developed Tools and User Guides

In this chapter we show where to find, and how to install and use the tools presented along this thesis. These tools include two program slicers, a regression testing tool, and a library for doing DBC verification in Erlang. The description of each tool is divided in four parts: (i) how to find download and install the tool, (ii) a description about the options and commands to configure and run the tool, and (iii) use cases of configuration and execution of the tool with the description of the result/report produced by the tool.

10.1 JavaSlicer

JavaSlicer is a program slicer for Java implemented in Java that uses the JSysDG as the starting graph. JavaSlicer implements the representation described in Chapter 3 including in the JSysDG the newly defined object-flow and object-reference dependences. The tool gives the user the possibility of selecting any object variable of the program as slicing criterion, obtaining an slice that includes all the necessary statements to compute the value of the object variable itself, including the object it points to (its reference) and the value of all its data members. All the source code of JavaSlicer is publicly available at:

https://github.com/mistupv/JavaSlicer

and a resource-limited web version of the tool can be found at:

https://mist.dsic.upv.es/JavaSlicer/demo

10.1.1 Installation and first steps

To install JavaSlicer in your computer, it is necessary to download the JavaSlicer project from git:

- $ git clone https://github.com/mistupv/JavaSlicer
Generate Docker testing environment

To build a docker environment for easily testing the tool, enter the folder where the project has been downloaded (ensures that there is a file called Dockerfile inside it) and run these two commands:

```
$ docker build -t javasdg .
$ docker run --name javasdg_container -it javasdg bash
```

We will now find ourselves into a new shell where the tool and all its dependences have already been installed. Then, the slicer can be run (see First steps subsection) using the example programs contained in the examples folder or creating new java programs via vim text editor.

Manual Installation

JavaSlicer manages its dependencies through maven, so you need to have the JDK (\(\geq 11\)) and Maven installed, then run:

```
$ mvn package -Dmaven.test.skip
```

A fat jar containing all the project’s dependencies can be then located at:

```
./sdg-cli/target/sdg-cli-{version}-jar-with-dependencies.jar
```

From now on, for the sake of simplicity, we assume that this jar file has been renamed to JavaSlicer.jar.

First steps

JavaSlicer is a program slicer executed from the command line. In order to run the slicer, the user needs to specify a slicing criterion. JavaSlicer is run from the .jar file previously generated with the following command:

```
$ java -jar JavaSlicer.jar -c file#line:var
```

In the JavaSlicer command, there are two different methods to specify the slicing criterion. The simplest method is with the flag `-c file#line:var`, where `file`, `line`, and `var` must be specified by the user. If the variable appears multiple times in the given line, all of them will be selected.

The tool can be further configured by using different flags. Executing the jar file with the option `-h` (or `--help`) shows the flags accepted by JavaSlicer, which are described hereunder:

- `-f,--file <CriterionFile.java>`. The file that contains the slicing criterion.
- `-l,--line <line-number>`. The line that contains the statement of the slicing criterion.
- v, --var <variable-name>. The name of the variable of the slicing criterion. Not setting this option is equivalent to selecting no variable in the given line number. In case no variable is selected, the slicer will return the slice considering a reachability analysis to the selected statement.

- c, --criterion <file#line[:var]> . The slicing criterion, in the format "file#line:var". The variable is optional. This option may be replaced by -f, -l, and -v. If this argument is set, it overrides the individual ones.

- h, --help. Shows the text containing the information about the command and all the options it accepts.

- i, --include <directory[,directory,...]> . This command is used to include the implementation of classes that are located in other files or directories different from where the slicing criterion is. It includes all the .java files in the directories listed here as part of the dependence graph, letting the analysis and generation of summary edges for all the methods contained in these files. Methods that are not included here or part of the JRE, including third party libraries will not be analysed, resulting in less precise slices.

- o, --output <output-dir>. The directory where the sliced source code should be placed. By default, it is placed at the path ./slice.

- cp, --classpath <jarFile[:jarFile:...]> . The jar files of all the libraries that need to be included to compile the code to be sliced.

Example 10.1 (Running JavaSlicer). Consider the Java program shown in Figure 10.1, stored in a file called Example1.java located in a folder called ./examples in the base directory of the cloned repository. The slice of this program with respect to variable sum in line 11, would be obtained by following command:

```
-\$ java -jar JavaSlicer.jar -c ./examples/Example1.java#11:sum
```
Since no -o option has been specified, the slice is stored in the folder ./slice. This folder contains a file with the same name (Example1.java) that contains the corresponding slice, denoted with black code in Figure 10.2.

    1  public class Example1 {
    2       public static void main(String[] args) {
    3           int sum = 0;
    4           int prod = 0;
    5           int i;
    6           int n = 10;
    7           for (i = 0; i < 10; i++) {
    8               sum += 1;
    9               prod += n;
   10           }
   11           System.out.println(sum);
   12           System.out.println(prod);
    13       }
    14   }

Figure 10.2: Slice for the slicing criterion ⟨11, sum⟩ of the Java code in Figure 10.1

10.1.2 Use case

This section shows an additional example of how JavaSlicer is used via command line with a set of files distributed in different directories. Consider the Java code in Figure 10.3, which contains three different Java classes that make use of some hierarchy properties and are part of the regression test suite used to verify the slicer performance each time a change is introduced. The program creates two different objects of different types and makes a sequence of method calls using these objects as scope. Consider the slicing criterion ⟨8, b1⟩, where we are interested in the object variable b1 after the call to method getA() in line 8. In order to slice this program, we run the following command:

    $ java -jar JavaSlicer.jar -i ./examples/Example2/ -c ./examples/Example2/Example2.java#8:b1 -o ./examples/Example2Output

The result of this command is the creation of a new folder in the path specified by the -o flag (.examples/Example2Output), where the output of JavaSlicer is saved. The output results in a set of files with the same name than the original ones and with the corresponding program slice, shown in Figure 10.4.

In Figure 10.4, all the code related to variable a1 is completely removed, together with the methods in class A that are not called from class B. The constructor of class A remains in the slices because it is called from the constructor of class B with the corresponding super(...) call. The same occurs to method

\footnote{This use case can be found both in ./examples/Example2 or in the regression test suite at: https://github.com/mistupv/JavaSlicer/tree/develop/sdg-core/src/test/res/regression}
10.2. e-Knife (a CE-EDG Slicer for Erlang)

e-Knife is a program slicer that operates over the sequential part of the Erlang language. e-Knife is implemented in Java and operates with the EDG as base

```java
public class Example2 {
    public static void main(String[] args){
        A a1 = new A(1);
        B b1 = new B(5.6);
        a1.printA();
        b1.printA();
        b1.updateA(5);
        int z = b1.getA();
        System.out.print(z);
    }
}

class A {
    public A(int val) { a = val; }
    public int getA() { return a; }
    public void printA() {
        System.out.print(a);
    }
    public void updateA(int v) { a++; }
}

class B extends A {
    public B(double val){
        super((int) val);
    }
    public void updateB(B b){
        b.setB(10);
    }
}
```

**Figure 10.3:** Three classes used in the use case Example2

**Figure 10.4:** Slice w.r.t. \(\langle 8, b1 \rangle\) of the code in Figure 10.3

updateA() in class A, which is called by its homologous in class B). The execution of method updateA() in class A has a side effect over data member a and, for this reason, needs to be included in the slice. Additionally, method getA() must be also included since we are interested in b1 after the method call and so it needs to be executed. Finally, it is worth to mention that both a and b data members are part of the slice thanks to the corresponding object-flow dependences included by the underlying model.

10.2 e-Knife (a CE-EDG Slicer for Erlang)

representation graph. Additionally, the slicer allows for field-sensitive slicing by implementing the constrained-edges approach described in Chapter 4, which supports an accurate management of composite data structures like lists or tuples in Erlang programs. Given an Erlang program and a slicing criterion, e-Knife generates the corresponding CE-EDG and slice it with a high level of precision. All the source code of e-Knife is publicly available at:

https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang

and a resource-limited web version of the tool can be found at:

https://mist.dsic.upv.es/e-knife-constrained/

10.2.1 Installation and first steps

To install e-Knife in your computer, it is necessary to download the e-Knife project from git.

```
~$ git clone https://kaz.dsic.upv.es/git/program-slicing/e-knife-erlang.git
```

Generate Docker testing environment

If you want to generate a docker environment to test the tool, enter the folder where the project has been cloned (ensures that there is a file called Dockerfile inside it) and run these two commands:

```
~$ docker build -t eknife .
~$ docker run --name eKnife_container -it eknife bash
```

After running these two commands, the terminal will enter the docker shell, where the tool and all its dependences have already been installed. The user can now run the tool (see First steps subsection) with the benchmarks contained in the “examples” folder, or write and save her own programs via vim text editor.

Manual installation

There are some program dependences that need to be considered to install e-Knife in your computer. e-Knife manages its dependences using maven so you need to have the JDK ($\geq 11$) and Maven installed in your computer. Additionally, during its execution, the tool make successive calls to Erlang modules, so you need to have an Erlang/OTP distribution installed in your computer to execute e-Knife\(^2\). Finally, a makefile is used to build the project, thus you need to have Make also installed in your computer\(^3\). When all these dependences are fulfilled, you can now build e-Knife. The whole installation process can be done with the following sequence of commands:

\(^2\)The tool has been developed and tested with the Erlang/OTP 24 version.
\(^3\)The user that has problems installing the tool should visit the Troubleshooting section in https://kaz.dsic.upv.es/git/program-slicing/e-knife-erlang for further installation details. This section provides solutions to several communication problems generated by the jinterface Erlang library needed to run e-Knife.
The `make release` command generates a zip file called `e-knife-{version}.zip` with the executable version of the slicer. Additionally, an unzipped folder (called `dist`) is generated with a version of the slicer ready to be run.

### First steps

The release version of e-Knife contains a jar file and a folder (ebin) with additional resources used to run the slicer. It is important to keep these resources in the same directory. e-Knife does not provide a GUI, it is run from the command line instead. The user can run the jar file with the `--help` option (or without any argument) to obtain a list and description of the accepted slicer options.

The list of options usable when running e-Knife is the following:

- `-i,--input <file/folder>`. The file/folder where the source code is located.
- `-f,--file <file>`. The file (relative to `-i`) that contains the slicing criterion.
- `-l,--line <num>`. The line of the slicing criterion inside its file.
- `-v,--var <name>`. The variable being sliced inside the given line.
- `-n,--occurrence <num>`. The occurrence of the slicing criterion in the specified line.
- `-o,--output <file/folder>`. The file/folder where the slice will be stored.
- `-G,--print-graph <file.dot>`. Generates a dot file that contains the generated and sliced EDG.
- `-G,--print-graph <file.pdf>`. Generates a pdf file that contains the generated and sliced EDG.
- `--help`. Shows the text containing the information about the options accepted by the command.

**Example 10.2.** Consider the Erlang program shown in Figure 10.5, stored in a file called `example.erl`. This program is a translation to Erlang of the Java program shown in Figure 10.1.

The e-Knife slice of this program with respect to variable `Sum` in line 6, would be obtained with the following command:

```
$ java -jar e-knife.jar -i example.erl -f example.erl -l 6 -v Sum -o slice.txt
```
1 -module(example).
2 -export([main/0]).
3
4 main() ->
5   {Sum,Prod} = sum_prod(10,10,0,0),
6   io:format("p",[Sum]),
7   io:format("p",[Prod]).
8
9 sum_prod(N,0,S,P) -> {S,P};
10 sum_prod(N,L,S,P) ->
11   S1 = S + 1,
12   P1 = P + N,
13   sum_prod(N,L-1,S1,P1).

**Figure 10.5:** Erlang program to be sliced

This command generates the slice with respect to \(6, \text{Sum}\) in the `slice.txt` file. It is worth to mention that the slices computed over the CE-EDG may remove from the slice only some elements (subexpressions) of another expression in the code. For this reason, to maintain the computed slice structurally correct (e-Knife generates executable slices), these removed elements are replaced with the Erlang atom “sliced” in case of expressions and with `_` in case of patterns. These replacements are shown in the code with green code. For instance, in the slice of method `sum_prod` some parameters are not needed (replaced with `_`) to compute the value of the slicing criterion, and the corresponding arguments in the `sum_prod` call are replaced by the atom `slice` just to keep the method signature.

1 -module(main).
2 -export([main/0]).
3
4 main() ->
5   {Sum,} = sum_prod(sliced,10,0,sliced),
6   io:format("p",[Sum]),
7   io:format("p",[Prod]).
8
9 sum_prod(_, 0, S,_) -> {S,sliced};
10 sum_prod(_, L, S,_) ->
11   S1 = S + 1,
12   P1 = P + N,
13   sum_prod(sliced,L - 1,S1,sliced).

**Figure 10.6:** Slice for the slicing criterion \(6, \text{Sum}\) of the Erlang code in Figure 10.5

### 10.2.2 Use case

This section shows an additional example of how e-Knife is used via command line with a set of files distributed in different directories. Consider the Erlang code in Figure 10.7, which is part of Bencher (Chapter 6, Section 6.4.4), our interprocedural benchmark suite for program slicing.
The module contains 7 different methods called from different program points and used to compute the value of three different variables: \( V \), \( W \), and \( Z \). Each one of these variables is computed by using a different set of these methods according to a couple of input parameters received by the `main` method. Consider the variable \( Z \) in line 14 as the slicing criterion (\( \langle 14, Z \rangle \)). In order to compute this slice, we run e-Knife with the following command:

```
```

The result of this command is the creation of a new file in the directory specified in the `-o` flag (`./` in this case), where the output file generated by running e-Knife is saved with the selected name (`bench14Slice.erl`). The output results in a file with the corresponding program slice, shown in Figure 10.8.

As it can be seen in Figure 10.8, the computation of both variables \( V \) and \( W \) is never included in the slice, since \( Z \) is not dependent on them. This fact includes the removal of methods \( h \), \( j \), \( k \), and \( l \) which are only used in the computation of variable \( V \). Additionally, as it can be seen, e-Knife also excludes from the slice method \( f \) because, despite being called in line 23 inside method \( g \), the analysis performed when creating the CE-EDG detects that this case clause is unreachable: the previous pattern \( T \) corresponds to an unbound variable and would match any possible value of the case expression \( R \). Finally, besides removing from the slice all the code in grey, there are two expressions that are also replaced by the `_` symbol to make the slice executable: variable \( Y \) at line 4 and...
-module(bench14).
-export([main/2]).

main(X,_) ->
    Z = case X of
    terminate -> "the end";
    {A,B} -> {[A + B,B - A],3};
    {3,C} -> g(C);
    _ -> {20 * 3,8}
    end,
    T = 2,
    V = f(T) + h(2) + h(3),
    W = g([X,Y,{X,Y}]),
    Tuple = {Z,W,V},
    Tuple.

g(X) ->
    [_,_,{R,_}] = X,
    case R of
    [1,3] -> 21;
    [A,B] -> (A * B) / 9;
    T -> T;
    _ -> f(4)
    end.

f(7) ->
L = 2 + 9,
F = L * 3,
F + L;
f(4) -> 9;
f(2) -> 7;
f(X) -> X.

h(X) ->
    case X of
    2 -> j({2,4});
    3 -> k([4,8]);
    1 -> l(107)
    end.

j(A) ->
    X.

k(B) ->
    [H|T] = B,
    H.

l(C) -> C - 1.

Figure 10.8: Slice w.r.t. \(\langle 14, Z \rangle\) obtained after running e-Knife
for the code in Figure 10.7

and variable \(S\) at line 18, which are not used to compute the value of the slicing
criterion \(Z\).

10.3 SecEr

SecEr (Software Evolution Control for Erlang) is an implementation of the POI Testing approach described in Chapter 8. SecEr is a tool for Erlang able to automatically generate a test suite to check the behaviour of a point of interest. It can be used for regression testing in two different ways: (i) generating a test suite for a future comparison or (ii) by automatically comparing two releases of an Erlang program. The comparison performed by SecEr focuses on a set of program points specified by the user. The tool automatically generates a test suite that checks the behaviour of those program points. These test cases try to maximise the branch coverage, covering a large quantity of different executions, and the tool notifies the user about any unexpected result. SecEr is open source and is publicly available at:

https://github.com/mistupv/secer

10.3.1 Installation and first steps

SecEr makes use of the Erlang tools TypEr, PropEr, and CutEr. SecEr includes a version of these tools to ease its installation process. In the case of this tool,
the way of cloning the repository differs if we generate the docker environment or perform a manual installation.

**Generate Docker testing environment**

In this case, the docker environment can be generated by the following four commands:

```bash
~$ git clone https://github.com/mistupv/secer.git
~$ cd secer
~$ docker build -t secer .
~$ docker run --name secer_container -it secer bash
```

After running the docker image in the container, a new shell environment is entered, where the `secer` command (explained in the following sections) can be used from any directory.

**Manual installation**

To manually install SecEr, all CutEr external dependencies need to be also fulfilled ([https://github.com/cuter-testing/cuter](https://github.com/cuter-testing/cuter)). Additionally, the repository must be compiled with the `--recursive` option. The source code of the SecEr tool, together with a set of benchmarks and examples to start using the tool can be found and downloaded from the `mistupv` github repository by following these commands:

```bash
~$ git clone --recursive https://github.com/mistupv/secer.git
~$ cd secer
~$ make
~$ export PATH=$PATH:/path/to/secer/
```

**First Steps**

In this section, we describe SecEr and how to use it to automatically compare two program versions or obtain test cases from a source code. First, we show an example of a configuration file describing the different parts it contains. SecEr provides an API that internally implements different configuration modes, leaving to the user the definition of comparison functions. Then, we illustrate how SecEr is called from the command line, and finally we show some use cases that illustrate how SecEr is used.

**Configuration file for POI testing**

To explain the SecEr configuration process easier, we use a particular example of two programs versions that solve the happy numbers problem (Figure 10.9). A happy number can be defined as a number which will yield 1 when it is replaced by the sum of the square of its digits repeatedly. If this process results in an endless cycle of numbers containing 4, then the number is called an unhappy number. For instance, number 10 would be a happy number \(10 \rightarrow 1^2 + 0^2 = 1\) while number 11 would be an unhappy number \(11 \rightarrow 1^2 + 1^2 = 2 \rightarrow 2^2 = 4\).
-module(happy1).
-export([main/2]).

-spec main(pos_integer(), pos_integer()) -> [pos_integer()].

main(N, M) ->
happy_list(N, M, []).

happy_list(_, N, L) when length(L) == N ->
lists:reverse(L);
happy_list(X, N, L) ->
Happy = is_happy(X),
if Happy ->
happy_list(X + 1, N, [X | L]);
true ->
happy_list(X + 1, N, L)
end.

is_happy(1) -> true;
is_happy(4) -> false;
is_happy(N) when N > 0 ->
N_As_Digits =
[list(Y - 48 || Y <- integer_to_list(N)],
is_happy(lists:foldl(fun(X, Sum) -> (X * X) + Sum end, 0, N_As_Digits));
end.

(a) happy1.erl

-module(happy2).
-export([main/2]).

-spec main(pos_integer(), pos_integer()) -> [pos_integer()].

main(N, M) ->
happy(N, M, []).

(b) happy2.erl

Figure 10.9: Two different versions of a program to compute happy numbers in Erlang

Both program versions solve the problem to find the next \( M \) happy numbers starting from a particular positive integer \( N \).

SecEr permits to use configuration files that can be reused in different invocations. A configuration file is an Erlang program formed by a set of functions that can be invoked from the SecEr command. For instance, the configuration module test_happy of Figure 10.10 allows the use of functions relResult/0, relIsHappy/0, funs/0, and config/0 when calling SecEr from the command line. In this figure, we can see that POIs can be specified in two different ways: (i) with a tuple with the format \{‘FileName’, Line, Expression\} as shown in Figure 10.10 line 6, and (ii) with a tuple \{‘FileName’, {InitialLine, InitialColumn}, {FinalLine, FinalColumn}\} representing the initial and final line and column in the corresponding program file. This notation is shown in line 8.

To ease the definition of comparison functions in the configuration file, SecEr provides an API (module secer_api) that implements different utilities

---

Expressions with an specific name, e.g. variables, are denoted by a tuple \{var, ‘VarName’\}. Note that expressions denoted by reserved Erlang words (case, if...) must be specified in single quotation marks.

POIs of this type are internally translated to POIs of the first type.
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- module(test_happy).
- export([relResult/0, relIsHappy/0, funs/0, config/0]).

10 -module(test_happy).
22 -export([relResult/0, relIsHappy/0, funs/0, config/0]).

1 -module(test_happy).
2 -export([relResult/0, relIsHappy/0, funs/0, config/0]).

poiResult1() ->
{'happy1.erl', 7, call, 1}.
poiResult2() ->
{'happy2.erl', [32, 2], [32, 16]}.

poiIsHappy1() ->
{'happy1.erl', 12, call, 1}.
poiIsHappy2() ->
{'happy2.erl', 23, call, 1}.

relResult() ->
[poiResult1(), poiResult2()].
relIsHappy() ->
[poiIsHappy1(), poiIsHappy2()].

funs() ->
"[main/2]".

cfg() ->
secer_api:nuai_tr_config(mytecf(), myubrm()).

mytecf() ->
fun(T1E, T2E) ->
if (vef()(T1E)) == vef()(T2E) -> true;
(secer_api:get_ca(T1E) ==
secer_api:get_ca(T2E)) ->
diff_value_same_args;
true -> diff_value_diff_args
diff_value_same_args;
true -> diff_value_diff_args
diff_value_same_args;
true -> diff_value_diff_args
end.

myubrm() ->
[diff_value_same_args, [val, ca]],
diff_value_diff_args, [val, ca]]

vef() -> secer_api:vef_value_only().

Figure 10.10: Configuration file to test happy modules

Like the comparison modes described in Section 8.2.1, for instance, in Figure 10.10, line 24 defines a configuration for tracing function calls by using function secer_api:nuai_tr_config/2, which represents the configuration 1c shown in Section 8.2.1. This configuration requires a comparison function and a customised report for each defined error type. In this case it uses mytecf/0 to compare trace elements, which uses the value of the arguments at the call (lines 29 and 30) to classify errors. Finally, the error message is customised by myubrm/0, which indicates the part of the additional information to be shown when a particular error (the ones defined in mytecf/0 function) is detected. In myubrm/0 code in Figure 10.10, val stands for the POI value and ca for the arguments of the function calls selected as POI.

Calling SecEr

In this section we describe how, given two versions of the same program, SecEr can be used to check behavioural changes in the code. First, we show how to call SecEr from the command line, then, we show how the tool is run with the configuration described in Figure 10.10 to analyse the differences of both implementations of the happy numbers programs given in Figure 10.9. Finally, we show how SecEr can be also used to obtain a set of test cases given just one version of a program.

First of all, we need to show the SecEr command and the arguments it requires. The structure of the command is shown in Figure 10.11.

$ secer -pois "PAIRS_OF_POIS"
[-suite "POI"]
[-funs "INPUT_FUNS"]
-to TIMEOUT
[-config "CONFIG_FUN"]

Figure 10.11: SecEr command format
SecEr receives four arguments, but those arguments in brackets are optional.

- **-pois "PAIRS_OF_POIS"**. This argument contains a list with the pairs of POIs that must be compared during the execution. It must be a string (""") and can contain the explicit reference to the file, line and occurrence of each POI, or a call to a function containing this information in the configuration file, but must be always expressed by means of Erlang code.

- **-suite "POI"**. This argument contains a POI defined over a particular program version. The idea of this flag is to store in a separate file all the test cases generated for every input function when trying to evaluate the POI. These test cases are stored in the suite folder inside SecEr main directory, where the user can extract all the input calls generated to maximise the branch coverage of the given Erlang program.

- **-funs "INPUT_FUNS"**. This argument contains a list of functions in the form function_name/arity. Like the previous argument, it must be a string containing the corresponding Erlang code and can also be a call to a function to the configuration file. If no list of functions is given, SecEr selects the set of exported functions in the module as input functions.

- **-to TIMEOUT**. This argument is an integer that represents the amount of time (in seconds) that SecEr can use to generate test cases for each function given in the -fun argument.

- **-config "CONFIG_FUN"**. This argument contains the configuration selected to run SecEr. This configuration defines how POIs are compared according to their computed values, to the value of some part of the additional information, or to any kind of customised criteria defined by the user. An example of this configuration is the config function defined in Figure 10.10. If no argument is provided, SecEr considers only the equality between the values computed for both POI traces as described in the comparison approach 1 of Section 8.4.2. As the two first arguments, this argument must contain a string with Erlang code.

By default, the traces of the POIs are compared using the standard equality and in the order they appear during the program execution, as it is defined by the first comparison function in Section 8.4.2. Alternatively, we can customise our comparison by isolating the traces of different POIs. This customisation is specially useful to test multiple unrelated POIs in a single run. Among the functions provided in the secer_api module, we provide different configuration modes like, for instance, the mode that compares the traces independently (secer_api:cf_independent) as it is described in comparison approaches 2 and 3 in Section 8.4.2. The difference between both comparison modes is shown in Example 10.3.

**Example 10.3.** Consider two POIs, POI$_1$ and POI$_2$ in the original code, and their counterparts POI'$_1$ and POI'$_2$ in the new code. If an execution executes the POIs in the following order:
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Original code: \[ POI_1 = 42 \ldots POI_1 = 43 \ldots POI_1 = 50 \ldots POI_2 = 0 \]
New code: \[ POI'_1 = 42 \ldots POI'_1 = 43 \ldots POI'_2 = 0 \ldots POI'_1 = 50 \]

If we use the \texttt{cf\_independent} configuration option, SecEr would record the traces

\begin{align*}
\text{Trace } POI_1 & = [42, 43, 50] \\
\text{Trace } POI_2 & = [0]
\end{align*}

and will report that there are no discrepancies between the POIs. In contrast, if no configuration is specified, SecEr will consider the execution order of the POIs, and will alert that this order has changed.

Note that, in the implementation, the limit used to stop generating test cases is a timeout, while the formalization of the technique uses a number to specify the amount of test cases that must be generated (see variable \texttt{top} in Section 8.3.4). This is not a limitation, but a design decision to increase the usability of the tool. The user cannot know a priori how much time it could take to generate an arbitrary number of test cases. Hence, to make the tool predictable and give the user control over the computation time, we use a timeout. Thus, SecEr generates as many test cases as the specified timeout permits.

Finally, SecEr can also be used to generate and store a suite of tests given a program and a set of POIs. If we want to run the command to only generate a test suite, we need to provide a list of POIs (\texttt{LIST\_OF\_POIS}) contained in double quotes, a list of initial functions (\texttt{INPUT\_FUNCTIONS}), and a timeout (\texttt{TIMEOUT}). An example of SecEr invocation with two POIs is the following:

```
$ secer -suite "test\_happy:poiResult()" -funs "test\_happy:funs()"
    -to 10
```

**SecEr report**

When SecEr is called from the command line to compare two program versions, a report is always generated at the end of its execution. There are two possibilities: both versions of the code present the same behaviour for all the generated test cases, or \( n \) test cases failed during the comparison phase of the execution of both versions. Depending on the scenario the message SecEr provides is completely different. When comparison phase goes smoothly, a simple notification message is given to the user, providing the number of executed test cases and the positive result obtained.

```
$ secer -pois "test\_happy:relResult()" -funs "test\_happy:funs()"
    -to 10 -config "test\_happy:config()"
```

**Figure 10.12:** SecEr command to compare the happy number programs of Figure 10.9
Example 10.4. Consider the comparison of both implementations of the happy numbers problem given in Figure 10.9. Then consider the SecEr command in Figure 10.12 which makes use of the configuration file defined in Figure 10.10. When we run this command, SecEr returns the result in Figure 10.13.

```
$ secer -pois "test_happy:relResult()" -funs "test_happy:funs()"
   -to 10 -config "test_happy:config()"
```

Function: main/2
----------------------------
Generated test cases: 1142
Both versions of the program generate the expected result for the defined POIs

Figure 10.13: Result of calling SecEr with the configuration file defined in Figure 10.10

The message shows that, with the provided comparison configuration, the values of each pair of POIs have been the same for 1142 different test cases. These 1142 test cases have been generated by SecEr for the input function main/2 selected in the test_happy configuration file during the 10 seconds’ timeout given in the -to argument.

On the other hand, when any test case fails SecEr provides a report with more information in order to ease the location of the error source. This report can be augmented if any unexpected behaviour report message (function myubrm previously seen in some configuration files) is provided by the user for the kind of error given.

Example 10.5. In order to see the output of the tool when the behaviours of the two compared programs differ, we have introduced an error inside the is_happy/2 function of happy2 module in Figure 10.9b. The error is introduced by replacing the whole line 7:

```
X < 1 -> false; ⇒ X < 10 -> false;
```

With this change, the behaviour of both programs differs. When the user reruns SecEr using the new program, it reports the error message shown in Figure 10.14.

```
X < 1 -> false; ⇒ X < 10 -> false;
```

This message contains much more information than the previous report. In this case, it contains the number of generated test cases but also the amount of them that generate different execution values for the given POIs. These mismatching test cases are classified by the kind of error they generated (in this case all the errors were of the type: different_value_same_args) and an example of the test case that generated this kind of error is given as extra information (call to input function main(5,8) in the example). Then the given report is further augmented with the computed trace and any extra information extracted to the additional information by the configuration given to this particular type of error. In the example, since both POIs were method calls, the report shows
$ secer -pois "test_happy:relResult()" -funs "test_happy:fun$()"
    -to 10 -config "test_happy:config()"

Function: main/2
-------------------
Generated test cases: 1143
Mismatching test cases: 45 (3.93%)
Error Types:
  + different_value_same_args => 45 Errors
  Example call: main(5,8)

------- Detected Error -------
Call: main(5,8)
Error Type: different_value_same_args
---
POI: {'happy1.erl',7,call,1}
Trace:
    [[7,10,13,19,23,28,31,32]]
Call POI Info:
  Callee: happy_list
  Args: [5,8,[]]
POI: {'happy2.erl',32,call,1}
Trace:
    [[10,13,19,23,28,31,32,44]]
Call POI Info:
  Callee: happy
  Args: [5,8,[]]

Figure 10.14: Example of SecEr error message when an unexpected behaviour is found

the trace values and the callee and the list of arguments of the call, which may be handy to detect the source of the error.

10.3.2 Use cases

In this section, we show how POI testing can be used to find the location of a difference introduced during the software development phase. For this purpose, we apply POI testing iteratively. First of all, we select the POIs we want to compare, and we move the POI across the program in different executions to exclude possible error causes. We repeat this process until we find the instruction that generates the unexpected behaviour.

Calling traces

This use case illustrates how the call tracing is used to find out the source of a discrepancy. In particular, we compare two versions of an Erlang program that aligns columns of a string with multiple lines. The code of both versions is shown in Figure 10.15. There is only one difference between both code versions. While align_columns_ok.erl version code is implemented with line 31 of Figure 10.15, align_columns.erl version replace that line of code with line...
32. Both program versions are part of the benchmarks used in EDD (Erlang Declarative Debugger) [26].

```erlang
-module (align_columns_ok). / -module (align_columns).
-export([align_left/0, align_right/0, align_center/0]).
align_left() -> align_columns(left).
align_right() -> align_columns(right).
align_center() -> align_columns(centre).
align_columns(Alignment) ->
  Lines = [
    "Given$a$text$file$of$many$lines$\text{where} fields$within$a$line$",
    "are$delineated$by$a$single$'dollar'$character,$write$a$program",
    "that$aligns$each$column$of$fields"]
  Words = [ string:tokens(Line, ";") || Line <- Lines ],
  Words_length = lists:foldl( fun max_length/2, [], Words),
  prepare_line(Words_line, Words_length, Alignment) |
  Words_line <- Words].

max_length(Words_of_a_line, Acc_maxlength) ->
  Line_lengths = [length(W) || W <- Words_of_a_line ],
  Max_nb_of_length = lists:max([length(Acc_maxlength), length(Line_lengths)]),
  Line_lengths_prepared = adjust_list(Line_lengths, Max_nb_of_length, 0),
  Acc_maxlength_prepared = adjust_list(Acc_maxlength, Max_nb_of_length, 0),
  Two_lengths = lists:zip(Line_lengths_prepared, Acc_maxlength_prepared),
  lists:max([A, B]) || {A, B} <- Two_lengths].

adjust_list(L, Desired_length, Elem) ->
  L++lists:duplicate(Desired_length - length(L), Elem).

prepare_line(Words_line, Words_length, Alignment) ->
  All_words = adjust_list(Words_line, length(Words_length), "\"),
  Zipped = lists:zip(All_words, Words_length),
  [ apply(string, Alignment, [Word, Length + 1, \$\$]) \%align_columns_ok
       || (Word, Length) <- Zipped ].
```

**Figure 10.15:** Align columns program versions

They can be found at: https://github.com/tamarit/edd/tree/master/examples/align_columns. These programs only export three functions with zero parameters. Thus, they can be considered unit cases. We could use any or all of these functions as starting point for the behaviour comparison process, but, for simplicity, we will focus on just one of these three functions. The SecEr’s configuration file (Figure 10.16), defines that the function selected as input function is `align_left/0` (Figure 10.16, line 10).

In order to test the behaviour preservation between both versions with SecEr, it is a common practice to start by selecting as POI the last expression of each input function. Therefore, we select the POIs defined in line 3, which are paired by the relation defined in function `rel1()` in line 7 of Figure 10.16. The execution of SecEr shown in Figure 10.17 reveals an unexpected behaviour found in the execution of `align_left/0`. The current POI is a static call, for this reason we do not define any specific configuration for this run, we only compare the result of both method calls. In this case, the misbehaviour given can only be generated by the implementation of the function called. Then, we should look for the error source inside the function `align_columns/1` (line 7, Figure 10.15).

Therefore, in order to find the error source, we move the POI to the last expression of function `align_columns/1`, concretely to the call to `prepare_line/3`
10.3. SecEr

module (test_align).
-module (test_align).
-compile(export_all).

poi1Old() -> {'align_columns_ok.erl', 4, call}. poi1New() -> {'align_columns.erl', 4, call}.
poi2Old() -> {'align_columns_ok.erl', 14, call}. poi2New() -> {'align_columns.erl', 14, call}.
poi3Old() -> {'align_columns_ok.erl', 31, call}. poi3New() -> {'align_columns.erl', 32, call}.

rel1() -> [{poi1Old(),poi1New()}].
rel2() -> [{poi2Old(),poi2New()}].
rel3() -> [{poi3Old(),poi3New()}].

define the additional information provided by using the configuration defined by func-
tion config/0 (line 12 of Figure 10.16). This function uses the enhanced call
information to classify and report new types of errors. Another unexpected be-
behaviour is reported by SecEr for this pair of POIs. However, as we can observe
in Figure 10.18, this result has been extended with specific call information.
The reported error is different_value_same_args. Thus, it indicates that
both versions performed exactly the same call. Therefore, according to this
report, the error source must be inside the function prepare_line/3 (line 28,
Figure 10.15).

Then, we define a new POI inside the prepare_line code. Instead of select-
ing as POI its last expression, i.e. the list comprehension, which we already
know that behaves different, we select the expression inside this list compre-
rehension, i.e., the call to function apply/3 (line 31/32, Figure 10.15). Being this
expression a function call, we can reuse the previous configuration. Figure 10.19
shows the report provided by SecEr with this configuration. Note that the re-
ported misbehaviour is different_value_different_args now. This means
that there is a discrepancy in one of the arguments between the versions. Fi-
nally, we can easily find out what argument is the error source by looking at
the reported example provided by SecEr.

Stack traces

This use case demonstrates how the stack trace can help us when looking for an
unexpected behaviour source. Suppose that we are comparing the behaviour of
two different versions of an Erlang program that implement the mergesort algo-

Figure 10.16: Align columns configuration file
$ secer -pois "test_align:rel1()" -funs "test_align:funs()" -to 5

Function: align_left/0
---------------------------------
Generated test cases: 1
Mismatching test cases: 1 (100.0%)
Error Types:
  + different_value => 1 Errors
  Example call: align_left()

-------- Detected Error --------
Call: align_left()
Error Type: different_value
---------------------------------

Figure 10.17: SecEr report for the function call in line 14 as POI of code with line 24. Both program versions are part of the benchmarks used in EDD (Erlang Declarative Debugger) [26]. They can be found at: https://github.com/tamarit/edd/tree/master/examples/mergesort. Both programs export the function mergesortcomp/1, which has only one parameter, i.e., a list of integers. Therefore, this function is defined as input function in the configuration file (line 7 of Figure 10.21).

In this case, we are not defining a custom TECF as we did in the previous use case. Instead, we are just adding stack trace information to the final report of the detected errors. For this purpose, we take profit of the defined function secer_api:nuai_r_config/1 (line 9, Figure 10.21), which represents the scenario 1b in Section 8.2.1, including information about the stack trace when reporting the error.

The difference between these two versions is one of the recursive clauses of function merge/3. Therefore, it makes sense to select as POI the call to this function in line 17 of the Figure 10.20. Figure 10.22 shows the report given by running SecEr with this configuration. This report indicates that there is an unexpected behavior. Using the report, we can notice that the forth evaluation
$ secer -pois "test_align:rel2()" -funs "test_align:funs()"
   -to 5 -config "test_align:config()"
Function: align_left/0
-------------------
Generated test cases: 1
Mismatching test cases: 1 (100.0%)
Error Types:
  + different_value_same_args => 1 Errors
Example call: align_left()
----- Detected Error -----
Call: align_left()
Error Type: different_value_same_args
- - - - - - - - - - - - - -
POI: {'align_columns_ok.erl',14,call,1}
Trace:
   [["Given","a","text","file","of","many","lines","where","fields","within","a","line"]]
Call POI Info:
  Callee: prepare_line
  Args: [["Given","a","text","file","of","many","lines","where","fields","within","a","line"],
        [5,10,4,6,6,8,10,5,6,7,1,4],left]
POI: {'align_columns.ok.erl',14,call,1}
Trace:
   [["Given","a","text","file","of","many","lines","where","field","within",[],"line"]]
Call POI Info:
  Callee: prepare_line
  Args: [["Given","a","text","file","of","many","lines","where","fields","within","a","line"],
        [5,10,4,6,6,8,10,5,6,7,1,4],left]
-------------------

Figure 10.18: SecEr reports UB from call to prepare_line in line 14 as POI

of the POI differs between both versions, while their stack is the same.

Therefore, in order to know whether the error is in the arguments of the
call or in the called function, we run SecEr with a configuration such as the
one used in the previous use case. For clarity, we omit the details of this step
here. The unexpected behaviour report indicates that the problem is inside the
called function.

Then, the next step is to place a POI inside the function merge/3 (line 18,
Figure 10.20). We choose the clause that contains the recursive calls (line 21,
Figure 10.20) because it is the most visited clause during the evaluation. In
particular, we place the POI in the case expression in line 22 of Figure 10.20. When we rerun SecEr, we obtain the report shown in Figure 10.23. This report provides some interesting information about both POIs. The behaviour discrepancy has been detected in the values computed in the fifth evaluation of the POI. Additionally, both stack traces differ. In the stack trace produced by the old version there are two stacked calls to function merge/2 while in the stack trace of the new one there is only one. This means that the old version is performing an extra recursive call before reaching the base case. Then, the
$ secer -pois "test_align:rel2()" -funs "test_align:funs()"
   -to 5 -config "test_align:config2()"

Function: align_left/0
-----------------------------
Generated test cases: 1
Mismaching test cases: 1 (100.0%)  
   Error Types:
   + different_value_different_args => 1 Errors
      Example call: align_left()

----- Detected Error -----  
Call: align_left()  
Error Type: different_value_different_args
- - - - - - - - - - - - - -
POI: {'align_columns_ok.erl',31,call,1}  
Trace:
   ["Given "]
   Call POI Info:
      Callee: apply
      Args: [string,left,"["Given",11,32]]

POI: {'align_columns.erl',32,call,1}  
Trace:
   ["Given "]
   Call POI Info:
      Callee: apply
      Args: [string,left,"["Given",9,32]]

-----------------------------

Figure 10.19: SecEr reports UB from call to apply in lines

31/32 as POI

Figure 10.20: Mergesort program versions

final step is to place a POI in each recursive call observing the values of their
arguments as in the previous case. With the report provided by SecEr when
using this configuration, users can easily spot the error source.
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```
-module (test_mergesort).
poi1Old() -> {'merge_ok.erl', 17, call, 1}.
poi1New() -> {'merge.erl',17, call, 1}.
poi2Old() -> {'merge_ok.erl', 22, 'case', 1}.
poi2New() -> {'merge.erl', 22, 'case', 1}.
rel1() -> [{poi1Old(),poi1New()}].
rel2() -> [{poi2Old(),poi2New()}].
funs() -> "[mergesortcomp/1]".
config() -> secer_api:nuai_r_config([different_value,[val,st]])).
```

**Figure 10.21:** Mergesort configuration file

```
$ secer -pois "test_mergesort:rel1()" -funs "test_mergesort:funs()"
  -to 5 -config "test_mergesort:config()"

Function: mergesortcomp/1
-------------------------
Generated test cases: 5692
Mismatching test cases: 3369 (59.18%)
Error Types:
  + different_value => 3369 Errors
    Example call: mergesortcomp([0,-1,1,2,-3])
------ Detected Error ------
Call: mergesortcomp([0,-1,1,2,-3])
Error Type: different_value
- - - - - - - - - - - - - -
POI: {'merge_ok.erl',17,call,1}
Trace:
  [-1,0],[-3,2],[-3,1,2],[-3,-1,0,1,2]
Stack
  {merge_ok,mergesort,2,{line,17}}

POI: {'merge.erl',17,call,1}
Trace:
  [-1,0],[-3,2],[-3,1,2],[-3,0,-1,1,2]
Stack
  {merge,mergesort,2,{line,17}}
-------------------------
```

**Figure 10.22:** SecEr reports UB from call to `merge` in line 17 of Figure 10.20 as POI

**Concurrent Environments**

In this use case, we see how SecEr proves to be useful also in concurrent programs. Consider the code in Figure 10.24, which shows a fragment of the gen_server defined in:

[https://github.com/hcvst/erlang-otp-tutorial#otp-gen_server](https://github.com/hcvst/erlang-otp-tutorial#otp-gen_server)

The server’s state is simply a counter that tracks the number of requests served so far. The server defines three types of requests through the functions `handle_call` and `handle_cast`:

1. The synchronous request (i.e., a request where the client waits for a reply) `get_count`, which returns the current server’s state.
$ secer -pois "test_mergesort:rel2()" -funs "test_mergesort:funs()"
   -to 5 -config "test_mergesort:config()"

Function: mergesortcomp/1
---------------------------------------------
Generated test cases: 4878
Mismatching test cases: 2885 (59.14%)
   Error Types:
     + different_value => 2885 Errors
       Example call: mergesortcomp([5,-6,-6,2,3])

------- Detected Error -------
Call: mergesortcomp([5,-6,-6,2,3])
Error Type: different_value
-------------
POI: {'merge_ok.erl',22,'case',1}
  Trace:
    [[-6,5],[2,3],[-6,2,3],[3,5],[2,3,5]]
    Stack
      {merge_ok,merge,3,{line,25}}
      {merge_ok,merge,3,{line,23}}

POI: {'merge.erl',22,'case',1}
  Trace:
    [[-6,5],[2,3],[-6,2,3],[3,5],[-6,3,5]]
  Stack
    {merge,merge,3,{line,24}}
---------------------------------------------

Figure 10.23: SecEr report when using case expression in line 22 of Figure 10.20 as POI

2. The asynchronous request (i.e., a request where the client does not wait for a reply) stop, which stops the server.

3. The asynchronous request say_hello, which makes the server print hello in the standard output.

The first and the third requests modify the server’s state by adding one to the total number of requests served so far. The second one does not modify the state but rather it returns a special term that makes the gen_server stop itself.

To illustrate how SecEr can detect an unexpected behaviour change between two versions of the code, consider that the current (buggy) version is the one depicted in Figure 10.24, while the (correct) original version of the code contains line 34 instead of line 35.

Then, we can define a configuration file like the one in Figure 10.25 and run SecEr to see whether the behaviour is preserved or not. This configuration file uses two input functions (handle_call and handle_cast), and a POI relation that defines three POIs, one for each request output. If we run SecEr using this configuration we obtain the output showed at Figure 10.26. In the output we can see that no errors are reported for function handle_call, which means that the request get_count is served in the same way in both versions. In contrast,
10.4. EDBC

Erlang design-by-contract (EDBC) is a library composed by a set of Erlang modules that allow users to include in their programs verification contracts like preconditions or postconditions to detect runtime incoherences. Compiling and

Figure 10.24: hello_server.erl

![hello_server.erl code snippet]

Figure 10.25: Configuration file of hello_server programs

an error is reported in function handle_cast, pointing to the POI defined in line 5 of Figure 10.25. This means that for the request say_hello the behaviour has not been preserved, while for the request stop it has been preserved. In particular, the error found reveals that there is a discrepancy between the new server’s state returned by each version of the program.

This simple example shown how SecEr can be used to check behaviour preservation even in concurrent context. The key is that there is no need to run an execution with real concurrency, instead we can study directly the relevant functions that are used during the concurrent execution, like handle_call or handle_cast in the example.

10.4 EDBC

Erlang design-by-contract (EDBC) is a library composed by a set of Erlang modules that allow users to include in their programs verification contracts like preconditions or postconditions to detect runtime incoherences. Compiling and
Function: handle_call/3

-------------
Generated test cases: 19083
Both versions of the program generate the expected result for the defined POIs
-------------

Function: handle_cast/2

-------------
Generated test cases: 42
Mismatching test cases: 21 (50.0%)
Error Types:
+ different_value => 21 Errors
  Example call: handle_cast(say_hello,{state,4})

------ Detected Error ------
Call: handle_cast(say_hello,{state,4})
Error Type: different_value
-------------
Error Type: Unexpected trace value
POI: ({'hello_server.erl',33,tuple,1})
  Trace:
  
  POI: ({'hello_server_wrong.erl',33,tuple,1})
  Trace:
  
----------------------------

Figure 10.26: SecEr reports discrepancies in the functions implementing the requests

executing the code using EDBC results in a code transformation that explicitly include in the code the set of conditions defined by the included contracts. During runtime all the contracts are evaluated for each contracted function call, providing a normal execution without notification or raising an error message in case a particular call violates any of the contracts. EDBC also include two new Erlang behaviours that enhance the gen_server Erlang behaviour functionality. These behaviours gives the user the capacity of automatically delaying those incoming requests that are incompatible with the server’s state instead of just ignoring them.

https://github.com/serperu/edbc

10.4.1 Installation and first steps

To build and use EDBC in your computer, it is necessary to download the EDBC project from git.
10.4. EDBC

Generate Docker testing environment

Once the git project has been downloaded, a docker container can be built by running the following commands from the edbc folder:

```
~$ docker build -t edbc .
~$ docker run --name edbc_container -it edbc bash
```

After running the second command, a new shell environment will be entered, and we can start using the tool by following the command guide explained in the following subsections.

Manual installation

When manually installing the tool, it is important to consider that all the Erlang/OTP dependences are already included in the modules of EDBC. For this reason, one of the requirements to correctly run EDBC is to have an Erlang distribution installed in your computer. Finally, a makefile is used to build the project, thus you need to have Make also installed in your computer.

```
~$ git clone https://github.com/serperu/edbc.git
~$ cd edbc
~$ make
```

First steps

The release version of EDBC contains a set of folders with Erlang files with their associated binary folders (ebin). It is important to keep these resources in the directory they have been generated, because the scripts follow this structure when charging Erlang modules. EDBC does not provide a GUI, it operates with a set of scripts launched from the terminal. EDBC is formed by four different scripts with their associated arguments, located in the `scripts` folder:

```
~$ edbc_erlc FILE [OUTPUT_DIR]
~$ edbc_erlcp FILE [OUTPUT_DIR]
~$ edbc_erl EBIN_DIR [CALL]
~$ edbc_edoc FILE EDOC_DIR
```

- **edbc_erlc/edbc_erlcp**
  - FILE. Represents the Erlang file (which usually includes contracts) that needs to be compiled with EDBC for the testing of some methods.
  - OUTPUT_DIR. Contains the (optional) output path where the .beam files generated when compiling the file of the first parameter will be stored.

- **edbc_erl**
  - EBIN_DIR. Indicates the directory where the .beam files that must be loaded when launching the Erlang terminal. Most times, this directory is the output directory of the `edbc_erlc` command, which contains the modules to be tested.
– **CALL**. Contains a particular call to a loaded module that usually tests the contracted function. This parameter usually contains a function with a set of calls to contracted functions, which tries to discover potential inputs that violate any of the imposed contracts. If this argument is present, when the evaluation of the given call concludes the Erlang process is stopped. On the other hand, if the argument is missing, the Erlang process remains open until it is manually stopped.

• **edbc_edoc**

– **FILE**. Designate the Erlang file with contracted functions which documentation must be automatically obtained.

– **EDOC_DIR**. Includes the output path where the documentation files (a set of .html files) must be saved.

In order to use EDBC to execute a module with defined contracts, we need to run two of these scripts. First of all, we need to compile the module using the `edbc_erlc` script, and then run `edbc_erl` to initiate an Erlang node that automatically loads the previously compiled module.

**Example 10.6.** Consider the Erlang module in Figure 10.27 called `simple`, located in the path `./examples/src/simple.erl`. Module `simple` includes a function `f/1` with two contracts, a precondition contract and a postcondition contract. When we want to run different calls to this contracted function, first we need to compile it by executing the `edbc_erlc` script. Then, we can open an Erlang terminal with the `edbc_erl` script. The execution of the two mentioned scripts would be the following:

```bash
~$ ./scripts/edbc_erlc ./examples/src/simple.erl ./examples/ebin
~$ ./scripts/edbc_erl ./examples/ebin
```

The result opens an Erlang terminal where the `simple` module has been already loaded. Now, all its functions can be freely called from this terminal. When we call function `f`, if any contract is violated during `f`’s execution, it will show an error message. For instance, the call `f(6)` violates the postcondition contract and generates the error shown in Figure 10.28.

The commands used to run Example 10.6 has been coded in the Makefile of EDBC. This particular example can be run by executing in the terminal the command: `~$ make run_simple`. Many other example cases, which are useful to understand how EDBC is used, have been also coded inside Makefile. In the next Section, we also use an example that can be also found there.

### 10.4.2 Use cases

Consider the Erlang module `sel_recv` shown in Figure 10.29, which implements the problem of selective receives explained in Section 9.1.2 of Chapter 9 with the `gen_server_cpre` behaviour implemented in EDBC. The program in this file, prints a message every time a request is delayed (line 27). Consider
1 -module(simple).
2 -export([f/1]).
3 -include_lib("edbc.hrl").
4
5 ?PRE(fun pre_f/0).
6 f(0) -> 10;
7 f(N) ->
8   Prev = f(N-1),
9   Prev - 1.
10 ?POST(fun post_f/0).
11
12 pre_f() ->
13   case ?P(1) >= 0 of
14     true ->
15     true;
16     false ->
17       { false,
18         "The first parameter should be "
19         "greater than or equal to 0."}
20   end.
21
22 post_f() ->
23   io:format("f(~p) = ~p\n", [?P(1), ?R]),

** Figure 10.27: Module simple with pre- and post-condition contracts **

> simple:f(6).
f(0) = 10
f(1) = 9
f(2) = 8
f(3) = 7
f(4) = 6
f(5) = 5
f(6) = 4
** exception error: "The postcondition does not hold. Last call: simple:f(6). Result: 4"**
in function edbc_lib:show_post_report/3 (src/edbc_lib.erl, line 185)
in call from simple:f/1
in call from simple:f1610/1
in call from edbc_lib:post/2 (src/edbc_lib.erl, line 135)
in call from simple:f/1
in call from simple:f1610/1
in call from edbc_lib:post/2 (src/edbc_lib.erl, line 135)
in call from simple:f/1

** Figure 10.28: Contract violation returned from call simple:f(6) **

also the module sel_recv_test in Figure 10.30, that implements a simple test for the server. The test starts the server, calls to the test method of the server, and then stops it (note that the stop method contains a timer:sleep/1 call to let the user observe how messages are delayed and served before halting the Erlang process).

In the sel_recv, the server implements a precondition to serve any synchronous request. This precondition is specified by the cpre function. Method cpre always returns a tuple of two elements, where the first element indicates
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Figure 10.29: Server of the problem of the selective receives in Section 9.1.2 of Chapter 9

\begin{verbatim}
-module(sel_recv).
-behaviour(gen_server_cpre).
-includelib("edbc.hrl").
-export([start_link/0, stop/0]).
-export([init/1, handle_call/3, handle_cast/2, handle_info/2, cpre/3, terminate/2, code_change/3]).
-export([test/0]).

start_link() ->
gen_server_cpre:start_link({local, ?MODULE}, ?MODULE, [], []).

stop() ->
timer:sleep(100),
gen_server_cpre:stop(?MODULE).

test() ->
gen_server_cpre:call(?MODULE, test).

init([]) ->
{ok, 0}.

cpre({result, N}, _, State = [N|R]) ->
{true, State};
cpre({result, N}, _, State) ->
io:format("Message ~p delayed", [N]),
{false, State};
cpre(test, _, State) ->
{true, State}.

duplicate(test, _From, _State) ->
handle_call(test, _From, _State) ->
List = [1,2,3,4,5,6,7,8,9],
lists:map( fun(R) ->
spawn(fun() ->
gen_server_cpre:call(?MODULE, (result, N))
end)
end,
{reply, ok, List};
handle_call({result, N}, _From, [N|R]) ->
io:format("served: " ++ integer_to_list(N) ++ "\n"),
{reply, ok, R}.

handle_cast(_Request, State) ->
{noreply, State}.

handle_info(_Info, State) ->
{noreply, State}.

terminate(_Reason, _State) ->
ok.

code_change(_OldVsn, State, _Extra) ->
{ok, State}.
\end{verbatim}

Figure 10.30: Test for the problem presented with the sel_recv server of Figure 10.29

whether the request can be served or not, and the second one indicates the state of the server. In this case, according to the pattern matching of the cpre clause in line 24, the \{result, N\} request can only be served when N coincides with the first element of the list that indicates the state of the server ([N|R]). When this match is not given, the request is returned to the end of the server mailbox queue, for trying to solve it later.

To test this implementation, we execute these two commands:

```
$ ./scripts/edbc_erlc "examples/sel_recv/gen_server_qcpre/src/*.erl"
examples/sel_recv/ebin
$ ./scripts/edbc_erl examples/sel_recv/gen_server_qcpre/ebin
"sel_recv_test:test()"
```

This particular example can be run using the Makefile in the edbc root folder by executing the command: \$ make test_sel_recv_q in the terminal. The
use of '*.erl' in the first command compiles all the modules in the specified folder, and the second one runs the test function of the sel_recv_test module. The result of this execution is shown in Figure 10.31, where it can be appreciated that some messages need to be delayed (sometimes several times) before being processed by a specific server state.

<table>
<thead>
<tr>
<th>Message 9 delayed</th>
<th>Message 3 delayed</th>
<th>Message 9 delayed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message 8 delayed</td>
<td>served: 2</td>
<td>Message 8 delayed</td>
</tr>
<tr>
<td>Message 7 delayed</td>
<td>Message 9 delayed</td>
<td>Message 7 delayed</td>
</tr>
<tr>
<td>Message 6 delayed</td>
<td>Message 8 delayed</td>
<td>Message 6 delayed</td>
</tr>
<tr>
<td>Message 5 delayed</td>
<td>Message 7 delayed</td>
<td>served: 5</td>
</tr>
<tr>
<td>Message 4 delayed</td>
<td>Message 6 delayed</td>
<td>Message 9 delayed</td>
</tr>
<tr>
<td>Message 3 delayed</td>
<td>Message 5 delayed</td>
<td>Message 8 delayed</td>
</tr>
<tr>
<td>Message 2 delayed</td>
<td>Message 4 delayed</td>
<td>Message 7 delayed</td>
</tr>
<tr>
<td>served: 1</td>
<td>served: 3</td>
<td>served: 6</td>
</tr>
<tr>
<td>Message 8 delayed</td>
<td>Message 9 delayed</td>
<td>Message 9 delayed</td>
</tr>
<tr>
<td>Message 7 delayed</td>
<td>Message 8 delayed</td>
<td>Message 8 delayed</td>
</tr>
<tr>
<td>Message 6 delayed</td>
<td>Message 7 delayed</td>
<td>served: 7</td>
</tr>
<tr>
<td>Message 5 delayed</td>
<td>Message 6 delayed</td>
<td>Message 9 delayed</td>
</tr>
<tr>
<td>Message 4 delayed</td>
<td>Message 5 delayed</td>
<td>served: 8</td>
</tr>
<tr>
<td>served: 4</td>
<td>served: 9</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10.31: Result of running sel_recv_test:test()

To sum up, while the gen_server behaviour does not allow the delay of requests received by a server, the use of gen_server_cpre gives the user an extra tool to serve all the requests, delaying those requests that cannot be served in a specific moment due to the state of the server. In the example, the result shows that all the messages are served in the expected order despite being sent in the inverse order (order selected by the map function of lines 34–41). This example and many other ones implementing the readers-writers problem, a semaphore problem, and some others can be found in the github repository: https://github.com/serperu/edbc.
Part V
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Conclusions

The process of software maintenance starts from the moment our code is ready to be tested. In any real project, each fragment of code added to a software under construction is always followed by long testing and debugging sessions. These sessions go from the unitary tests used by the programmer during the development to the execution of structured test suites to assess the impact of every code change in the whole system. Additionally, the continuous changes in the system requirements sometimes introduce drastic code updates that require the application of new testing and debugging methods. Thus, in order to ensure the quality of the software, it is essential to include in the software production cycle effective and efficient debugging and testing mechanisms.

During the maintenance stage of any software project, corrective maintenance attracts significant attention since it is the one focused in fixing discovered problems and bringing software to an operational state for end users. Thus, this kind of maintenance usually has priority over other types of work [11]. Corrective maintenance completely depends on the detection of bugs with the use of complete testing methods, and on the location of these bug locations by means of advanced debugging methods.

Nowadays, many different types of testing techniques are used during software development and maintenance like model-based testing [46], fuzz testing [58, 119], concolic testing [113], or regression testing [185] among many others. Additionally, there exist different automatic or semi-automatic debugging techniques that guide the programmer during the search for the bug location in the code, e.g., abstract debugging [23], algorithmic debugging [178], or program slicing [204] to mention some of them.

In this thesis, we have addressed current state of the art problems present in some of these testing and debugging techniques, concretely program slicing, regression testing, and runtime verification. We highlight the main contributions of this thesis below.

- In Chapter 3, we specialised the definition of flow dependence in object-oriented (OO) programming [66]. First of all, considering the graph representation of the JSysDG, we have detected a problem in the representation of OO programs when object variables were selected as slicing criterion yielding the slicing process, in some cases, to incomplete slices. Then, after studying the nature of the error, we have defined a set of exclusive properties of object variables like partial and total definition, which prevent this kind of variables to be completely represented with the classic flow
dependence definition. In consequence, after considering this set of properties, we have defined two new program dependences called object-flow dependence and object-reference dependence that accurately represent the connection between each object variable and both its data members and memory position, respectively. Additionally, we have proposed a new slicing algorithm that ensures the use of these dependences to guarantee completeness and improves precision keeping the linear-time performance of the standard slicing algorithm. The result of these contributions have increased the robustness of the JSysDG, improving the quality of the generated slices and solving the slice’s completeness problem. Finally, we have implemented a new slicer for Java with the JSysDG in its basis (JavaSlicer) which includes object-flow and object-reference dependences. Our experimental evaluation has shown that incompleteness situations are frequently given in our benchmarks, generating an average slice increase of 26.69% (with an slowdown of approximately 1 millisecond) to achieve completeness in programs with more than one hundred nodes.

- In Chapter 4 we proposed a new approach for the representation and slicing of composite data structures, the Constrained-Edges Program Dependence Graph (CE-PDG) [61]. First of all, we augmented the PDG representation for explicit composite data structures by adding AST nodes representing inner components. Then, we added the new flow dependences between those components that appeared due to the decomposition of the data structures. After that, every edge was given a label containing a constraint used during the slicing process. Additionally, we defined a new slicing algorithm that takes profit of these constraints, limiting the access to some subcomponents of the data structures when traversing the graph, and enhancing the precision of the computed slices. This method is extended to interprocedural slicing by including in the process the generation of input, output, and summary edges and enhancing the CE-PDG to the CE-SDG. Finally, the representation model and the slicing algorithms have been implemented in a program slicer for Erlang called e-Knife, defined in Chapter 5. We have evaluated the impact of the proposed methodology in two different experiments: one for intraprocedural slicing and another for interprocedural slicing. In both experiments, the CE-SDG has shown a positive impact over the slice precision, reducing the size of the SDG slice in a 9.31% on average. We evaluate the results as positive, since the necessary overhead of achieving this considerable reduction is only a few milliseconds.

- Chapter 5 presented an alternative graph representation for programs, the Expression Dependence Graph (EDG), which can be used by any programming paradigm and language [63]. The EDG provides a fine-grained program representation, where each node corresponds with an AST node of the program instead of representing a program statement. As shown during this chapter, the EDG naturally represents the structure of many program statements that need special ad hoc transformations when being represented by the PDG. The decision of breaking down statements into
multiple nodes as the AST representation suggests entails a new problem: the lack of a dependence connection between statement elements. To solve this problem, a new type of dependence called value dependence is defined between the components (expressions) inside a statement. Value dependence is language-dependent and determines whether an expression inside a statement is required to compute the value of another expression inside the same statement.

The key idea of the EDG is that all expressions are represented with two different nodes: the first one represents the syntactical representation of the expression in the program, and the second one represents the value of this expression. The chapter presented the process to build the EDG from the AST and compared the time to generate and slice both the PDG and EDG and the difference in precision of slicing both graphs. Finally, a program slicer based on the EDG model called e-Knife has been implemented for Erlang. The empirical evaluation performed comparing the behaviour of the SDG and the EDG when slicing Erlang programs (we used the program slicing benchmark suite Bencher, described in Chapter 6) has shown that, on average, the EDG is capable of reducing the slices computed by the SDG in a 14.20%.

- Chapter 6 exposed a methodology to compute quasi-minimal slices, which are minimal slices for a specific set of program inputs [152]. The chapter described a model that produces quasi-minimal slices by (optionally) using a group of static program slicers, and implementing the tree-ORBS slicing algorithm and a set of automatically generated test cases that attempt to maximise branch coverage. The contribution of this chapter is two-folded: first, the modelling and implementation of a minimal slice generator for Erlang, and second, the generation of Bencher, the first suite of Erlang programs with challenging slicing situations and their associated minimal slices, which are invaluable to measure the quality of any program slicer for Erlang. Finally, we have evaluated the performance of the methodology when generating the Bencher slicing suite. The application of tree-ORBS has been proved to be way more accurate that modern program slicers that work at AST level, like Slicerl and e-Knife, further reducing the result given by their combination in a 15.84% size of the original program on average. The experience obtained in our experimental evaluation suggests two relevant facts: the use of programs slicers in the first phase is not mandatory but improves the performance of the process; and, in the general case, the removal of only one node per iteration in tree-ORBS is enough to reach the minimal slice from a pair program-slicing criterion.

- In Chapter 8, we proposed a new testing approach, the Point Of Interest (POI) testing [87, 89, 153]. POI testing is used to compare the behaviour of an arbitrary program point in different program versions. In this approach, implemented for the Erlang programming language in a tool called SecEr, the user defines pairs of POIs from both different versions that are supposed to compute the same values. Given a list of POIs and a set of input functions, the program analyses these functions to generate a suite
of test cases to automatically compare the pairs of POIs. Then, a set of transformation rules are applied over both programs to extract the values of the POIs as a side-effect when running each program. The cases where a pair of POIs generate mismatching results are detected and the user is provided with a report. Our tool SecEr, implemented in Erlang for Erlang is the first tool that implements this novel approach and, for this reason, it cannot be compared with any other tools based on POI testing. Thus, our experimental evaluation compared which of the different SecEr configurations used during the test case generation phase provides the best performance/time ratio. The results showed that, by far, the best generation process for most selected programs was the standalone test case mutation (where new test cases are obtained only recalculating some parameters of some previous test cases), improving the results obtained by concolic and random testing.

- Finally, Chapter 9 presented an implementation of the design-by-contract verification approach for Erlang [60]. This verification approach is implemented in a library for Erlang called EDBC. With the use of this library, the user can define contracts using a notation represented with Erlang macros. The library offers a set of seven different contracts (precondition, postcondition, invariants, time, purity...) for sequential and concurrent Erlang programs. All the defined contracts are evaluated during runtime, aborting the execution and reporting the user with an error message when any of them is violated. Additionally, EDBC defined new behaviours (gen_server_cpre and gen_server_qcpre) to resolve some specific situations in concurrent environments that use the gen_server behaviour in Erlang. The behaviours implement the possibility of delaying requests in a server considering the server inner state, annotating and classifying these requests with different priorities when needed. The EDBC library is implemented in Erlang for Erlang and all its contracts has been proved helpful in several practical situations described in this thesis.

In the field of static analysis, different analysis techniques rely on graphs to represent the whole set of dependences that exist between program statements. It is the case of most program slicing proposals, where a well-formed graph representation of the program is a key factor. Unfortunately, due to the continuous evolution of current programming languages, not all program statements can be trivially represented. In fact, although different programming languages contain similar constructions, they frequently need to be represented differently. This continued evolution is responsible for the permanent refinement of the existing graph representations, specially those used in program slicing. Despite that in some program slicing techniques it is acceptable to compute incomplete slices (e.g., those techniques where the slice needs to be computed for a particular set of inputs), in the general case, program slicers prioritise completeness over correctness. To this end, program slicers adopt a conservative position when dealing with difficult program structures, including in the slice the whole structure instead of making an elaborated dependence analysis over their components. In this thesis, we have proposed complementary and novel
techniques to enhance the representation of some program structures used in different paradigms, in some cases detecting and solving completeness problems (proposing a set of missing graph dependences such as object-flow and object-reference dependences), and in others increasing the accuracy of the computed slices by improving the graph representation (with the proposal of the CE-SDG and the EDG graph representations).

Since it was proposed by Weiser in 1981, the area of program slicing has been a highly explored topic, especially before the early 2000’s. Nowadays, the interest on other trending topics, like artificial intelligence or big data among many others, has significantly reduced the proposals exclusively focused on program slicing. In most cases, these researches related to program slicing use some of the powerful dependence analysis used in program slicing (such as flow dependence or control dependence analyses) as a support tool to reach other goals. Program slicing has been studied for different paradigms and languages. On the one hand, most of the studies done in program slicing are conducted for imperative programming where different program slicers have been developed. Unfortunately, the amount of program slicers implemented for imperative programming (mostly for OO languages like Java or C++) is limited. Most program slicers publicly available are commonly academic prototypes stuck in past language versions (it is hardly possible to use them due to the evolution of the host language) or modules integrated into higher refactoring tools with strict installation requirements that difficult their use. There are also other private program slicers for imperative languages like CodeSurfer or CodeSonar, but their implementation is not accessible so we can only speculate about their internal models and architecture. On the other hand, if we look at the declarative paradigm, few are the program slicers proposed for logic and functional languages. In this case, the modelling of features used in declarative programming (pattern matching, high order, anonymous functions...) or the use of data structures considered as raw data types (lists and tuples) are hardly explored. Some proposals to represent these features and structures are proposed in the literature for declarative languages like Erlang or Haskell, but the dependence analysis and program modelling in these languages is an interesting study niche still unexplored.

In general, many program slicing papers draw overall ideas to deal with certain language features without describing them in detail. This is the case of how to represent some classic Java features like enums and generic classes, or some other features added to Java a few years ago, like anonymous functions or lambda expressions. This is reinforced when we deal with structures typically used in declarative programming, like list comprehensions, pattern matching, or higher order functions, where most lack an explicit representation proposal. The same happens with the static dependence analysis of complex scenarios like concurrency, where only a few papers that model the memory-shared concurrency scenario have been published.

Today, program slicing is commonly considered as part of other complex static analyses rather than a technique used in a standalone way for program analysis. To increase its application during the debugging process, it would be interesting to apply it to specific parts of the code like certain program methods
or modules (instead of computing the whole model of a complete software system, which is highly time-consuming for large systems). To this end, it would be positive to propose models that accurately represent all the constructions of programming languages (considering languages of all programming paradigms) that are not specifically considered in the current graph representations. This is precisely what we did in this thesis, the proposals to represent different language features in Java and Erlang programs make the progress of our research to follow this line. As a result of our research we have defined new types of program dependences and new representations for several mentioned language structures. There is still much work left in the program slicing area and we are convinced that, if the research continues in this direction, we will incur in new program dependences yet unconsidered, which will enrich the current graph proposals and the program slicing applicability.

On the other side, in the area of testing and verification, this thesis contains two valuable contributions. The first one is the proposal of a new methodology called POI testing to detect software evolution bugs. The methodology can be used both to generate a suite of tests given a program and a function to be used as entry point and to compare two arbitrary points of two different code versions, which is the main novelty with respect to other approaches. The technique is promising, but the detection of behaviour differences depends on the generated suite of test cases, so the key factor to obtain a good result is the quality of the input generators. The computation of good inputs becomes more difficult when an input represents a complex data structure (e.g., a map or a sequence of nested lists and tuples). Another current limitation is that the POIs need to be manually identified by the programmer, and this is sometimes difficult when a massive refactoring is performed over the code. POI testing is still in its first stages of development and, in its current state, its use is more suitable for detecting code behaviour changes in isolated functions or modules. There is still much work to do to make it suitable for being automatically used in large industrial projects with complex data types. The second proposal is an implementation for Erlang of the design-by-contract verification, giving support for precondition, postcondition and many other types of contracts to Erlang programmers. POI testing and contracts can be used in a symbiotic way to test critical functions by generating a suite of tests with the first one, and running the corresponding contracted function with the second one. This way, any contract violation would be detected during the execution of the tests and the error can be corrected before publishing a new release.
Chapter 12

Future Lines of Research

In this section, we discuss possible directions for future research along the lines of our work. We split the discussion in two categories corresponding to the main topics covered in this thesis.

12.1 Program Slicing

Although different program slicing situations have been analysed during this thesis, there are numerous related language features that have not been addressed yet in our approaches:

- **Object-Oriented Program Slicing.** There are some features related to Java OO programs which representation have not been modelled yet. Some of them are: the representation of inheritance and data members of enum types in Java, the dependence connection between static fields and static blocks inside the representation of a CIDG (initialised at runtime during the first reference to a class), the modelling of inner classes with their own data members and methods with limited visibility, or the representation of dynamic objects that locally override certain class methods, among many others. The modelling and implementation of some of the mentioned scenarios would result into a very interesting contribution for the area of static analysis and, in particular, for program slicing. Our implementation should also be improved by introducing a point-to analysis implementation, entering in a new discussion about the viability of context-sensitive vs context-insensitive point-to analysis. A suitable point-to analysis, together with the introduction of the object-flow and object-reference dependences would result in an immediate improvement of the computed slices, by providing an accurate detection of all object variables pointing to the same object when considering the definition and use sets.

- **Field-Sensitive Program Slicing.** With respect to the field-sensitive model proposed in the thesis, some scenarios are still to be considered. For example, the particular application of the proposed model to other potentially recursive data structures such as records or objects is not defined yet. The model has potential to represent data members of these constructs, but the technique used for it needs to be modified because their elements are commonly implicit when they are used in programs.
A mix between the constrained model and the OO approach used for Java in the JSysDG may be useful to represent these data structures, but the viability of this representation and the disadvantages it may suppose need to be explored yet. Another unsolved scenario is the appearance of structural dependences due to pattern matching. For instance, the tuple patterns in list comprehension generators requires the elements of the list to fulfil a particular data structure for the pattern matching to succeed. We are currently studying this apparently new concept of dependence and how to solve it by using the constrained model. Finally, we are currently implementing some ideas that would make the slicer generate some parts of the representation (e.g., the summary edges) only on demand.

- **Expression Dependence Graph.** Our implementation of the EDG is an initial prototype that has been proved to be viable to accurately represent programs of different languages. There exist endless possibilities to enhance the EDG: implementing the model for different programming languages, adapting it to work with the object-oriented representation models, implementing the exception-sensitive mechanisms, increasing the EDG with new complex data structures like records, or enhancing the EDG with many other techniques already proposed in the literature would significantly increase the potential of program slicing. Additionally, testing the potential of the EDG to model large systems with hundreds of modules would also be of great interest.

- **Quasi-minimal slicing.** QM-slicing is another area that can be potentially enhanced. Even though the technique is language-independent (it could be implemented to work in any programming language), our implementation is specific for Erlang. A language-independent implementation would be able to generate different program slicing suites to test and compare program slicers for different languages. Additionally, new slicing benchmarks could be added to the Bencher suite to deal with other complex structures like records or dictionaries.

- **Other program slicing fields.** Despite they are not addressed in this thesis, some other complex situations are worth to be studied in the area of program slicing. This is the case, e.g., of a definition of a static model to represent concurrency. Unfortunately, the study of concurrency has been less investigated. Some papers have identified a new kind of dependence called interference dependence.

As it can be appreciated, the field of program slicing grows in parallel with the computer science field. Every time a new programming language appears, a new representation model is necessary to statically analyse this language. The evolution of programming languages implies the development of new program representation techniques, that are closely related to the program slicing area. For this reason, the work in the area of program slicing is far from being closed soon.
12.2 Testing and Verification

In the testing and verification fields, our proposals are far from being finished. Different enhancements are yet to be theoretically and practically developed in both researches:

- **POI testing.** POI testing is an upcoming idea proposed in this thesis and it can be enhanced in several directions. Currently, the approach is only defined for Erlang, i.e., the transformation rules are applicable to Erlang. The first addition would be to generalise those rules to be applicable for a generic language instead of being restricted to Erlang. This process would require the definition of language-agnostic transformation rules and models where the analysis tools should be replaced depending on the programming language. This process may result in a set of rules like the ones defined in Section 8.3.2 for the same statements depending on language-related properties. Other directions for future development would be to automatise POI testing. This would involve the design of a process to automatically detect potential POIs using a diff analysis, together with the ability of automatically re-running the process by moving the POIs to certain alternative expressions when an unexpected behaviour is detected, automatically delimiting the source code where the error source is. Additionally, another interesting inclusion would be the use of other analysis techniques combined with POI testing (like program slicing) to reduce the amount of code being inspected when an unexpected behaviour is detected, preventing irrelevant parts of the code to be selected as POIs.

- **Erlang contracts.** The contracts library implemented for Erlang may include other types of contracts for functions such as those that ensure that a function that always ends raising an error, e.g., with the purpose to control those functions that are designed to fail. There are also some contracts with limited input possibilities that may be augmented. For instance, decreasing contracts can only compare if an integer argument decreases in successive recursive calls, but it cannot define a decreasing property over a non-integer argument itself, for example, EDBC cannot measure if the size of a list successively decreases between calls. EDBC can also be further enhanced with new types of contracts that may not work only at function level but at expression level. For instance, contracts to control that a receive expression in Erlang is always provided with messages that follow certain patterns, raising exceptions in case any unexpected pattern is received. Another interesting addition would be to include a contract capable of accessing parameters of previous recursive calls to verify any property that must be kept during the whole recursive process (e.g., when an element is removed from a list, it must never be found again inside that list).

POI testing and the Erlang design-by-contract models are currently usable in a controlled environment, but still have a lot of work to do to become mature tools applicable in industry. Some features should be included to make them
more robust and give the programmer more instruments to control the quality of its development. In conclusion, POI testing is a novel powerful approach that has just been born with a large margin of improvement, and EDBC contains also a lot of unimplemented ideas that may result in very interesting approaches for runtime control of sequential and concurrent Erlang programs.
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Part VI

Appendices
Appendix A

Scientific Contributions

This appendix summarises all the contributions related to this thesis where the author has actively participated. The personal contributions of the author in all the mentioned research papers are the following: the author actively participated in the brainstorming sessions where the models and algorithms were defined, collaborated in the definition and proof of formal aspects like theorems and lemmas, and was an active part in the implementation and empirical evaluation of all the tools described in every paper.
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<table>
<thead>
<tr>
<th>Resource Name</th>
<th>Type</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bencher</td>
<td>Web page</td>
<td><a href="https://mist.dsic.upv.es/bencher/">https://mist.dsic.upv.es/bencher/</a></td>
</tr>
<tr>
<td>JavaSlicer</td>
<td>Tool repository</td>
<td><a href="https://github.com/mistupv/JavaSlicer">https://github.com/mistupv/JavaSlicer</a></td>
</tr>
<tr>
<td></td>
<td>Online version</td>
<td><a href="https://mist.dsic.upv.es/JavaSlicer/demo">https://mist.dsic.upv.es/JavaSlicer/demo</a></td>
</tr>
<tr>
<td>e-Knife</td>
<td>Tool repository</td>
<td><a href="https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang">https://mist.dsic.upv.es/git/program-slicing/e-knife-erlang</a></td>
</tr>
<tr>
<td></td>
<td>Online version</td>
<td><a href="https://mist.dsic.upv.es/e-knife-constrained/">https://mist.dsic.upv.es/e-knife-constrained/</a></td>
</tr>
<tr>
<td>SecEr</td>
<td>Tool repository</td>
<td><a href="https://github.com/mistupv/secer">https://github.com/mistupv/secer</a></td>
</tr>
<tr>
<td>EDBC</td>
<td>Tool repository</td>
<td><a href="https://github.com/serperu/edbc">https://github.com/serperu/edbc</a></td>
</tr>
</tbody>
</table>