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Abstract: The problem of university dropout is a recurring issue in universities that affects students,
especially in the first year of studies. The situation is aggravated by the COVID-19 pandemic,
which has imposed a virtual education, generating a greater amount of data in addition to historical
information, and thus, a greater demand for strategies to design projects based on Educational Data
Mining (EDM). To deal with this situation, we present a framework for designing EDM projects based
on the construction of a problem tree. The result is the proposal of a framework that merges the six
phases of the CRISP-DM methodology with the first stage of the Logical Framework Methodology
(LFM) to increase university retention. To illustrate this framework, we have considered the design
of a project based on data mining to prevent students from dropping out of a Peruvian university.

Keywords: CRISP-DM methodology; educational data mining; logical framework methodology;
designing projects; university dropout; university retention

1. Introduction

In a global context, dropout in university higher education is one of the effects of the
pandemic [1–5]. According to reports from the International Institute for Higher Education
in Latin America and the Caribbean of the United Nations Educational, Scientific and
Cultural Organization (UNESCO IESALC), about 23.4 million students and 1.4 million
teachers in Latin America and the Caribbean have been affected by the abrupt temporary
closure of higher education institutions, representing 98% of the population of students and
teachers in higher education in the region [6]. However, this problem has been studied for
many years due to its negative effects on the social, economic, environmental, and scientific
development of a country [7–13]. In a previous publication from UNESCO IESALC [1], the
author stated that in the context of the global pandemic, “it is inevitable to note that the
most immediate effects and future impacts are negative, sad and painful” [2]. Likewise, to
address the effects of the pandemic, UNESCO recommends promoting inclusive, relevant,
and quality initiatives to “leave no student behind” [6]. Among other aspects, this implies
developing strategies to address pedagogical, economic, and socioemotional needs [6,14].
A university student retention model is an instrument that allows monitoring these factors
and developing strategies to counteract desertion.

It is evident that university student dropout is a social problem [9] and not only a
technological one, but technological developments can address this problem and other
aspects related to higher education [6]. Therefore, it is necessary to merge methodologies
that consider the social and technological aspects, which allows proposing a comprehensive
solution framed in the factors associated with student dropout and retention, and in the
contributions of the Educational Data Mining (EDM) technology.
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One of the main methodologies for projects that address social problems is the Logical
Framework Approach (LFA) [15,16], widely used in bilateral and multilateral cooperation
agencies such as the agencies of the United States, Canada, Japan, Germany, Spain, United
Kingdom, Belgium, Norway, Sweden, Denmark, Finland, Switzerland, Italy, France, Greece,
Austria, the World Bank, FAO, IDB, and UNDP, among other organizations that require an
adequate design of plans and programs [16–18]. In Latin America, the Logical Framework
Methodology (LFM) is widely applied for planning, monitoring, and evaluating projects
and programs [19], and is considered a working guide for implementing the LFA in
investment projects [20,21].

A literature review was conducted to support the factors associated with university
student dropout and retention, as presented in Section 2. In this section, we also introduce
the Logical Framework and CRISP-DM methodologies, which we subsequently combine
and adapt to provide our methodology in Section 3. Our study proposes a framework for
the design of technological projects in the area of MDE, based on ML techniques, which
merges the six phases of the CRISP-DM methodology with the first stage of the MLM.
To illustrate the operation of this framework, it was applied to the specific case study of
designing projects to prevent students from dropping out of higher education institutions.
The contribution addresses this research question precisely: can these two methodologies
be merged for a better analysis of the problem of university student desertion and the
proposal of adequate solution alternatives aligned to the objective of student retention in
the university ecosystem? The advantages of this fusion can be focused on two aspects,
the first is to provide the problem tree as a tool to break down the dropout problem and
structure it in its causes and effects supported by a comprehensive literature review, which
additionally involves the factors associated with university student dropout, considering
the levels of big data analysis (descriptive, diagnostic, predictive and prescriptive). The
second is to provide a tool as an objective tree for the strategic analysis of student retention,
where its means and ends are reflected. This is supported by our literature review which
also considers the factors associated with university student retention. The means of
intervention are also framed in the levels of big data analysis. In Section 4 we provide a
discussion on our results and potential challenges to implementing a project following our
methodology. Finally, in Section 5 we conclude the paper.

2. Related Work

The literature review performed for this work notes the use of the Logical Framework
Methodology (LFM) for strengthening the management system [22]: analysis of national
health programs [22]; information management for public policies [23]; integrated man-
agement in the environmental area [21]; competitiveness in the agro-industrial area [24];
evaluation of policies for complex educational systems [25]; the definition of problems and
objectives in the field of software engineering; and organizational management [26].

The LFM, also known as Logical Framework (LF), is an objective-based planning
tool [17,23] to structure the tasks of a project by aligning inputs, activities and expected
results [27]. The Logical Framework Approach (LFA) was created in 1969 by the United
States Agency for International Development (USAID), but became more prominent in
1980 with the adjustments made by the German Agency for Technical Cooperation (GTZ),
the Inter-American Development Bank (IDB) and the World Bank (WB) [27].

The LFM is structured in two stages and ten steps. The first stage is called Identifi-
cation of the problem and solution alternatives, where the stakeholder analysis, problem
analysis, objective analysis, and strategy analysis comparing different alternatives are
carried out. The second is the Logical Framework Matrix (LFM), where an operational
plan for implementation is developed [19]. For this study, the first stage of the LFM is
considered since it is more systematized and recommended for the project identification
process [17], where the problem is better analyzed by breaking it down and determining its
causes and effects, giving rise to the tree of objectives for the design of intervention actions.
This framework of analysis begins with the understanding of the problem and is what is
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needed to strengthen the proposed methodology. The second stage of the LFM will not be
considered as the steps for the operational plan are better implemented with the phases of
the CRISP-DM methodology since it is a technological project. A brief description of each
step is given in the following paragraphs:

2.1. Step 1: Stakeholder Analysis

This identifies stakeholders directly or indirectly involved with the project, to know
the importance and involvement that the stakeholder has with the project.

2.2. Step 2: Problem Analysis

This seeks to define the central problem to identify the related effects and the causes
that originate it. In this step, the problem tree is constructed.

2.3. Step 3: Objectives Analysis

This starts from the negative conditions of the problem tree for the generation of
positive conditions that are desirable and feasible, and with which the objective tree is
constructed containing the means and ends, aligned, in a positive sense, to the causes and
effects of the problem tree.

2.4. Step 4: Analysis of Alternatives

This is the formulation of actions to solve the central problem identified. The actions
are based on the fundamental means set out in the tree of objectives, aligned with the
indirect causes that affect the central problem set out in the problem tree. The results
obtained are recorded in the matrix of solution alternatives.

2.5. Step 5: Analytical Project Structure

An objective tree is prepared according to the alternative evaluated as the most appro-
priate for the project, presenting the levels of the end, purpose, components, and activities.

2.6. Step 6: Summary of Objectives and Activities

This synthesizes the project activities in the logical framework matrix, converting
inputs into outputs and outcomes. The objectives with their respective activities are written
and evaluated.

2.7. Step 7: Indicators

This is the implementation of what is referenced in the objectives column of the
LFM and the description of the project goals aligned to each objective level. The LFM
recommends defining the minimum number of indicators to measure the expected results.

2.8. Step 8: Means of Verification

This defines the methods and sources of data collection to evaluate and monitor the
indicators and targets of the objectives included in the LFM.

2.9. Step 9: Assumptions or Hypotheses

The last column in the LFM contains the assumptions or hypotheses for each level
of the stated objectives. The assumptions are important because they affect the success or
failure of the project intervention.

2.10. Step 10: Intermediate Evaluation

This is not part of the LFM but it uses the matrix to monitor the mid-term evaluation
during the project implementation stage. The purpose of this evaluation is to identify gaps
in some areas of the project to establish corrective measures.

At the end of the ten steps, the LFM provides the stakeholder analysis, the problem
analysis, the objective analysis, the strategy analysis, and the logical framework matrix [19].
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However, some studies show difficulties in the process of evaluation of the LFM [25].
For the present analysis, the first stage of the LFM is considered, which is very necessary for
the problem identification process and the proposal of technological solution alternatives
in educational organizations [17,18,25].

A technological solution in this area can have several approaches [28], but considering
the large volume of data handled by computer systems in universities and the advancement
of machine learning techniques, our approach would be framed in educational data science
(EDS) [29–32], specifically in EDM, a discipline widely used in the analysis of education
and student learning [31,33–41].

One of the most employed strategies in EDM is Machine Learning (ML) [32,37,42] and
its main objectives in this domain focus on prediction and recommendation. A technology
project under this approach provides a powerful tool for education administrators to make
the best decisions for student retention based on data [29,30,40,43,44]. One of the most
widely used management methodologies for these projects is the CRIPS-DM methodology,
a tool that covers all the stages for the implementation of a technology project using Data
Mining (DM) [43–48], focusing its analysis on the technological part.

CRISP-DM (Cross Industry Standard Process for Data Mining) and SEMMA (Sample,
Explore, Modify, Model, Assess) are the most prominent methodologies for DM projects.
SEMMA focuses on the technical characteristics of the process development [46,49] and
CRISP-DM focuses on the business objectives of the project [43–46,49,50]. Another ad-
vantage of CRISP-DM over SEMMA relies on its ability to be integrated with a project
management methodology that complements the administrative and technical tasks [46], a
recommendation that is precisely developed in the present work where CRISP-DM and the
LFM will be integrated.

CRISP-DM is a hierarchical process model and presents six phases. The phases of the
CRISP-DM methodology are structured in generic tasks, mapped into specific tasks with
instances of the process. The way the phases and tasks interact is iterative. The description
of each phase is briefly explained in the following paragraphs:

2.11. Phase 1: Understanding the Business

The objectives and requirements of the DM project are stated from the business approach.

2.12. Phase 2: Data Analysis

Analytical work process, the objective is to start the exploration of the data in the database.

2.13. Phase 3: Data Preparation

The data file provided in the previous phase is used and the selection of relevant data,
aligned to the identified problem, is carried out, to be used later in phase 4, making use of
DM techniques. The objective is to obtain a clean dataset that represents a subset of data
extracted from the data file.

2.14. Phase 4: Modeling

For the modeling process, DM techniques are used, with the objective of performing
an adequate predictive analysis and choosing the algorithm with the best accuracy for the
proposed objective.

2.15. Phase 5: Evaluation of the Data Mining Techniques

In this penultimate phase of the CRISP-DM model, reports and visualizations of the
generated models are developed to establish a comparison of the results and perform
statistical analysis to determine the best predictive model.

2.16. Phase 6: Exploration or Implementation

Finally, in this phase, the results of the predictive model are analyzed, which is basically
the predictive knowledge, which must be transformed into actions aligned to the business
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process and oriented to the problem objective. Likewise, the results must be disseminated,
and the application must be maintained.

At the end of the six phases of the CRISP-DM methodology, a technological project
based on DM is obtained, implemented, and supported with an implementation plan,
monitoring and maintenance plan, final technical report, and project review report.

As a result of our review process, it became evident that there was a smaller amount of
research related to university student retention compared to the number of research studies
on student dropout in the university context, a situation already identified by Kerby [47].

Our methodological proposal differs from the LFM since it is adapted for technological
projects in the area of EDM, and it differs from the CRISP-DM methodology since it
determines the objectives of the DM processes based on an exhaustive analysis of the
problem of university student dropout, focused as a social problem or situation poorly
addressed, and not as a technological problem.

As a result of our methodology, the problem tree related to university student dropout,
the tree of objectives focused on university student retention, and a tree of fundamental
means and actions for university student retention framed in the LFM are presented. It
is concluded that technology projects must be developed to address social problems or
situations that are poorly addressed, and the proposal of a technological solution is based
on the analysis of the original causes of desertion, aligned with the means oriented to the
objective of university students retention.

3. Proposed Methodology

As mentioned above, it is possible to merge the CRISP-DM methodology with other
methodologies for technology project design and management [27]. In this study, the
merger with LFM is considered. This fusion poses a new methodological analysis for a
technological project that seeks to address a negative situation in society. Considering that
the CRISP-DM methodology focuses on the business objectives of the project, it becomes
necessary to reinforce its six phases [44–46,50] with the first stage of the LFM, with the
objective of focusing the problem and deploying actions aligned to the solution alternatives
identified for a technological project. In this study, a framework is proposed for the
process of identifying the problem of student dropout in a public university and proposing
solution alternatives based on Machine Learning techniques. The integrated methodology
is referenced in the following steps:

3.1. Step 1: Focus the CRISP-DM Tasks That Will Be Complemented with the First Stage of the
LFM

Figure 1 shows that the analysis of stakeholders, analysis of problems, analysis of
objectives and analysis of alternatives of the LFM strengthen in a transversal way the six
phases of the CRISP-DM methodology, specifically in the generic tasks 1.3, 2.1, 3.1, 4.1, 4.2,
4.3, 4.4, 5.1 and 6.1.

Figure 1. Merger between CRISP-DM and LFM methodology.



Electronics 2022, 11, 2902 6 of 19

3.2. Step 2: Develop Stakeholder Analysis

Stakeholders directly related to the project and those indirectly involved are identified.
Both groups of stakeholders will allow us to better delimit the objectives of the DM (generic
task 1.3). For our study, the most representative stakeholders are students, teachers,
university authorities and administrators, who will be the beneficiaries of the project.
They will also be considered in the implementation plan (generic task 6.1) to focus on the
stakeholders to be consulted to evaluate the efficiency of the implemented model.

3.3. Step 3: Develop the Problem Analysis

This step involves four activities where the central problem is identified, the effects it
produces, the causes that originate it, and the elaboration of the problem tree.

3.3.1. Activity 3.1: Identification of the Central Problem

For our topic of study, the problem posed is the deficient detection of university
student dropout. In the theoretical review it has been evidenced that one of the main
problems in the university ecosystem is student dropout [7,51–56], and its consequences
have negative impacts on the individual, university and society [51,56,57].

3.3.2. Activity 3.2: Identification of the Effects of the Problem

The direct, indirect and final effects should be indicated. For this analysis, the effects
were grouped according to the socioeconomic, institutional, academic and individual
dimensions affected by university dropout. A literature review was carried out to support
the four dimensions and the direct effects, as shown in Table 1. For example, for direct
effect 1 (ED 1): Negative effect on the economy of a university dropout student; it presents
an indirect effect that derives from the previous effect, so we propose indirect effect A.1
(EI A.1): Negative effect on the social poverty rate. The five direct effects with their
respective indirect effects have an impact on the final effect (EF) called: Limited sustainable
development of a country in the social, economic, environmental and scientific dimensions,
as referred to by some authors [7–13]. Table 1 presents the effects identified for university
student dropout.

Table 1. Direct, indirect and final effect approach.

Dimension Authors Direct Effect Authors Indirect Effect
(First Level)

Indirect Effect
(Second Level)

Indirect Effect
(Third Level) Final EFfect

Socio-
economic

[43,49,58,59]

Negative economic
impact of

university student
dropouts (DE 1)

[7,58,60–65] Not defined.

Negative effect
on the social
poverty rate.

(IE A.1)

Limited
development

of the
education
sector in a

country.
(IE B.1)

Limited
sustainable

development
of a country in

the social,
economic,

environmental
and scientific
dimensions.

(FE)

Deficient economic
investment in

universities. (DE 2)
[12,66] Not defined.

Decrease in the
number of

professionals
graduating

from a
university.

(IE A.2)

Institutional [43,49,55,59]

Negative effect on
the university

student dropout
rate. (SD 3)

[49,59,60,67–
69]

Negative effect
on the rate of

university
graduates

(bachelors and
graduates).

(IE 3.1)

Academic [43,62]

Low level of
student satisfaction
due to inadequate
teaching process.

(DE 4)

[11,43,68]

Low level of
quality perceived
by the university
student. (EI 4.1)

Individual [43,49,55,59,62]

Increased level of
frustration in the

university student
dropout. (DE 5)

[11,12,58–
60,62,70]

Increased level of
personal failure
in the university
student dropout.

(EI 5.1)
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3.3.3. Activity 3.3: Identification of the Causes of the Problem

Once the problem and its effects have been identified, the causes of the problem should
be analyzed, starting from the premise that the solution should be based on an adequate
analysis of the data stored in educational computer systems and taking as a reference the
benefits provided by big data and data analytics techniques. It is convenient to group the
set of direct and indirect causes according to the descriptive, diagnostic, predictive and
prescriptive level of analysis of big data.

For the specific case of the descriptive and diagnostic level, the analysis of direct
causes should be considered based on the four factors associated with student dropout:
individual, academic, institutional, and socioeconomic, proposed by Castaño [57].

The direct causes are identified with their respective indirect causes that originate
them, always considering the bid data analysis level approach. Likewise, for the analysis of
the direct causes CD 1 and CD 2, four factors associated with student dropout are focused.
The proposal is aligned with Castaño’s theoretical model [71], supported by authors of
studies conducted from 1970 to 2002, as shown in Figure 2.

Figure 2. Determinants of student dropout, by Castaño [57].

A literature review was conducted, from 2014 to 2021, of 17 articles proposing individ-
ual, academic, institutional and/or socioeconomic factors associated with college dropout.
Many authors address the issue of college dropout as a predictive analysis.

Table 2 shows the studies reviewed to identify the factors associated with student
dropout at the university level. For example, for the descriptive analysis, we ask the
question, “What happens? The answer poses the direct cause 1 (CD 1): Limited information
that determines the baseline of university student dropout; the indirect causes have to do
with the factors associated with the problem posed, for which four are presented: indirect
cause 1.1 (IC 1.1): Limited description of individual factors; indirect cause 1.2 (IC 1.2):
Limited description of academic factors; indirect cause 1.3 (IC 1.3): Limited description of
institutional factors; and indirect cause 1.4 (IC 1.4): Limited description of socioeconomic
factors. Therefore, the set of direct and indirect causes affect the problem of deficient
detection of university student desertion. Table 3 presents the causes of the problem of
dropout, referencing the authors that support the levels of data analysis of big data and
data analytics proposed for this study.
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Table 2. Factors associated with student dropout.

Direct Cause Factors Associated with Student
Dropout Aligned to DC 1 and DC 2. Proposing Authors

Limited information to determine the baseline of
university student desertion. (DC 1)
Deficient diagnosis to determine the

causes/characteristics (patrons) that originate
university student desertion. (DC 2)

Individual factors. [45,49,55,60,72–77]
Academic factors. [45,49,55,58,73–75,78–81]

Institutional factors. [49,60,72–80]
Socioeconomic factors. [45,49,55,58,68,72–77,79–82]

Table 3. Approach to direct and indirect causes.

Levels of Data Analysis Autores Question Direct Cause Indirect Cause

Descriptive analysis [54,83–89] What is happening?

Limited information to
determine the baseline
of university student

desertion. (DC 1)

Limited description of the
individual factors. (IC 1.1)

Limited description of
academic factors. (IC 1.2)

Limited description of
institutional factors. (IC 1.3)

Limited description of
socioeconomic factors. (IC 1.4)

Diagnostic analysis [85–88] Why is it happening?

Deficient diagnosis to
determine the

causes/characteristics
(patrons) that originate

university student
desertion. (DC 2)

Deficient diagnosis of
individual factors. (IC 2.1)

Deficient diagnosis of
academic factors. (IC 2.2)

Deficient diagnosis of
institutional factors. (IC 2.3)

Deficient diagnosis of
socioeconomic factors. (IC 2.4)

Predictive analytics [54,83–89] What can happen?
Limited predictive

model for university
student dropout. (DC 3)

Inadequate design of the
model for the recognition of
patterns that characterize the

dropout student. (CI 3.1)
Inadequate evaluation and
training of the predictive

model for university student
desertion. (RQ 3.2)

Inadequate implementation of
the predictive model for

university student dropout.
(IC 3.3)

Prescriptive analysis [83,85–89] How can it improve?

Limited
recommendation
model for student

university retention.
(DC 4)

Inadequate design of the
recommendation model for
student university retention.

(IC 4.1)
Inadequate evaluation and

training of the
recommendation model for
student university retention.

(IC 4.2)
Inadequate implementation of
the recommendation model for

student university retention.
(IC 4.3)

3.3.4. Activity 3.4: Elaboration of the Problem Tree

Based on Sections 3.3.1–3.3.3, the problem tree is elaborated. In Figure 3, the central
problem of the project is established, fully identified as the deficient detection of university
student dropout. In the upper part of the problem tree, the direct effects, indirect effects
and the final effect of the project are defined. In the lower part, the direct and indirect
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causes that originate the central problem are identified. The problem tree is very useful for
the design of the objectives tree that will be developed in step 4.

Figure 3. Problem tree for university student dropout.

3.4. Step 4: Develop the Objective Análisis

This involves four activities to identify the central objective, the ends it produces, the
means necessary to achieve the objective, and the elaboration of the objective tree.

3.4.1. Activity 4.1: Identification of the Central Objective

The definition of the central objective is derived from the central problem. The
objective must be limited to the scope of the identified problem, and under this restriction,
the central objective is defined as university student retention, one of the main concerns of
university institutions [43,47,58,59,90,91].

3.4.2. Activity 4.2: Identification of the Central Objective’s Goals

The next step is to define the direct and indirect goals sought by the proposed objective,
which together have an impact on the ultimate goal. In order to do so, it is necessary to
consider the direct and indirect effects, the final effect, consigned in the problem tree
aligned to a positive scenario that would originate once the central objective is achieved.
For this study, the objective is defined as university student retention. Additionally, it
should be kept in mind that the direct objectives should be focused on the socioeconomic,
institutional, academic, and individual dimensions, as referred to in the problem tree. A
bibliographic review was carried out in order to accredit the dimensions and direct goals
associated with student retention; the results are shown in Table 4.

Likewise, the indirect effects of the problem tree must be considered for the indirect
objectives, always focusing the objectives on a positive or favorable situation that is to
be achieved. Finally, all the direct and indirect goals lead to the ultimate goal sought
by the stated objective. For example, for direct end 1 (FD 1): Increase in the economic
expectation of students who pass a university retention program, there is only one indirect
end and it is aligned with indirect effect 1.1 (EI 1.1) of the problem tree, so indirect end
A.1 (FI A.1) is proposed: Positive effect on the social poverty rate. In the same way, the
approach for direct objectives 2, 3, 4 and 5 with their respective indirect objectives continues
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to be solved. The objectives as a whole lead to the ultimate goal (FU): Consolidate the
sustainable development of a country in the social, economic, environmental and scientific
dimensions [7–13]. Table 4 shows the goals proposed for the study.

Table 4. Approach to direct and indirect purposes and ultimate purpose.

Dimension Authors Direct End Authors Indirect End
(First Level) Authors Indirect End

(Second Level)
Indirect End
(Third Level) Last End

Socio-
economic

[13,49,64,68,
72,92,93]

Increase in the
economic

expectation of a
student who

passes a
university
retention

program. (DE 1)

[64,65] Not defined. Not
defined.

Positive effect
on the social
poverty rate.

(IE A.1)

Strengthening
the

development
of the

educational
service in a

country.
(IE B.1)

To consoli-
date the
sustain-

able
develop-
ment of a
country in
the social,
economic,
environ-

mental and
scientific
dimen-
sions.
(LE)

Efficient
economic

investment in
universities.

(DE 2)

[62,94] Not defined. Not
defined.

Increase in the
number of

professionals
graduating

from a
university.

(IE A.2)

Institutional [13,49,72,93]

Decrease in the
university

student dropout
rate. (DE 3)

[7,49,72,74,
94–96]

Increase in the
rate of graduates
(bachelors and

graduates) from
a university. (IE

3.1)

[74,92]

Academic [13,49,62,93]

High level of
student

satisfaction with
the teaching

process. (DE 4)

[62]

High level of
quality perceived
by the university
student. (IE 4.1)

[96]

Individual [13,62,93]

Increased level of
self-esteem in
students who

pass a university
retention

program. (DE 5)

[62,72,97,
98]

Decrease in the
level of personal

failure in the
student who

passes a
university
retention

program. (IE 5.1)

[62,97,
98]

3.4.3. Activity 4.3: Identification of the Means of the Central Objective

In this activity, the means required to achieve the objective should be analyzed. The
means may be first-order or fundamental, which together seek to achieve the central
objective. The means should be stated by maintaining the big data approach, grouping
them based on descriptive, diagnostic, predictive, and prescriptive analysis [60], similar to
the procedure performed to determine the direct and indirect causes in the problem tree.
First-order means, and their respective fundamental means are identified, and grouped
according to the type of big data analysis. Also, for the first-order means MPO 1 and MPO
2, the analysis focuses on four factors associated with student retention.

A literature review was also conducted for the case of student retention. From 2013
to 2020, in four papers the authors propose individual, academic, institutional and/or
socioeconomic factors associated with university retention. Table 5 shows a compilation
of studies conducted to identify the factors involved in student retention. Certainly, little
literature has been found to support the analysis of student retention in universities. For
example, for the descriptive analysis, we ask ourselves the question What should happen?
The answer poses the first order means (MPO 1): Sufficient information to determine the
baseline of university student dropout: the fundamental means are aligned to the indirect
causes defined in the problem tree and must be expressed in a positive sense that contributes
to the achievement of the central objective, therefore four are presented: fundamental
means 1. 1 (FM 1.1): Sufficient description of the individual factors; fundamental means 1.2
(FM 1.2): Sufficient description of the academic factors; fundamental means 1.3 (FM 1.3):
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Sufficient description of the institutional factors; fundamental means 1.4 (FM 1.4): Sufficient
description of the socioeconomic factors. Table 6 details the first-order and fundamental
means proposed for this study; in addition, authors who support the first-order means
are referenced.

Table 5. Factors associated with student retention.

First-Order Means Factors Associated with Student
Retention Aligned to MPO 1 and MPO 2. Proponent Authors

Sufficient information to determine the baseline
of university student dropout. (MPO 1)

Sufficient diagnosis to determine the
causes/characteristics (patterns) that cause

university student dropouts. (MPO 2)

Individual factors. [72,92,98]
Academic factors. [98]

Institutional factors. [72,92,98]
Socioeconomic factors. [12,72,98]

Table 6. First-order and fundamental means approach.

Levels of Data Analysis Authors Question First-Order Means Fundamental Means

Descriptive analysis [13,99–101] What is happening?

Sufficient information to
determine the baseline of

university student
dropout. (MPO 1)

Sufficient description of the
individual factors. (FM 1.1)

Sufficient description of academic
factors. (FM 1.2)

Sufficient description of institutional
factors. (FM 1.3)

Sufficient description of
socioeconomic factors. (FM 1.4)

Diagnostic analysis [99–101] Why is it happening?

Sufficient diagnosis to
determine the

causes/characteristics
(patterns) that cause
university student
dropouts. (MPO 2)

Adequate diagnosis of individual
factors. (FM 2.1)

Adequate diagnosis of academic
factors. (FM 2.2)

Adequate diagnosis of institutional
factors. (FM 2.3)

Adequate diagnosis of
socioeconomic factors. (FM 2.4)

Predictive Analytics [72,102–104]
Efficient predictive model

for university student
dropout. (MPO 3)

Efficient design of the model for the
recognition of patterns that

characterize the dropout student.
(FM 3.1)

Efficient evaluation and training of
the predictive model for university

student dropout. (FM 3.2)
Adequate implementation of the
predictive model for university

student dropout. (FM 3.3)

Prescriptive analysis [72,102–104] How can it improve?

Efficient recommendation
model for student

university retention.
(MPO 4)

Efficient design of the
recommendation model for student

university retention. (FM 4.1)
Efficient evaluation and training of

the recommendation model for
student university retention.

(FM 4.2)
Adequate implementation of the

university retention
recommendation model. (FM 4.3)

3.4.4. Activity 4.4: Elaboration of the Objectives Tree

At the end of step 4, and considering Sections 3.4.1–3.4.3, the objectives tree, also
known as the means-ends tree, is elaborated. Figure 4 shows the central objective, which
in our case is defined as university student retention. In the upper part, the direct and
indirect goals and the ultimate goal are defined. The lower part identifies the first-order
means and the fundamental means required for the fulfillment of the stated objective. The
objective tree is elementary for creating the tree of primary means and actions from which
the activities to be carried out to achieve the stated objective are outlined.
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Figure 4. University student retention objective tree.

3.5. Step 5: Develop the Analysis of Alternatives

In this step, the actions to build the possible solution alternatives for the technological
project are proposed.

3.5.1. Activity 5.1: Actions

The actions for the technology project are aligned to the fundamental means. Figure 5
shows the tree of fundamental means and actions for university student retention. It can
be seen that for each fundamental means, at least one action must be constructed, and an
action may or may not contain further actions to solve or execute the means required to
achieve the central objective. Technically feasible actions should be sought, taking into
account the interests of the project beneficiaries. It is noted that for actions 3.1.1 and 4.1.1,
other actions oriented to using techniques for the predictive model and recommendation
model, respectively, were proposed.
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Figure 5. Tree of fundamental means and actions for student retention.

3.5.2. Activity 5.2: Analysis of the Interrelationship between Actions

Based on the actions selected in activity 5.1, one or more solution alternatives are
projected, aligned with the fundamental means that affect the first order means, which as
a whole are oriented to the fulfillment of the central objective of the technological project.
Previously, the analysis of the interrelation between the actions for each alternative is
carried out, considering the following classification:

– Mutually exclusive: actions that cannot be developed at the same time.
– Complementary: actions that need to be developed jointly.
– Independent: actions that can be performed independently in relation to other actions.

3.5.3. Activity 5.3: Proposal of Solution Alternatives

Based on activity 5.2, the solution alternatives for the technological project that seeks to
retain university students are proposed, which will later go through an evaluation process
to determine the best alternative to be implemented in the project.

4. Discussion

The academic community in universities is aware that the management of academic
data, agglomerated in their digital repositories, must be treated to report substantial infor-
mation that allows the design of appropriate strategies for problem-solving, where one of
the most problematic points is student dropout. However, for the exploratory analysis of
data and the construction of predictive models based on educational data mining, a frame-
work is previously required. Thus, there are challenges that higher education institutions
must assume to have a solid data set that allows them to generate consistent predictive mod-
els, for example, the fact of having many empty cells or not considering important variables
in the design of its institutional database, which will reduce the possibility of obtaining a
greater knowledge of the management of all its processes and, therefore, the approach of
appropriate solutions. We will mention some of the challenges identified, which could pave
limitations on the effectiveness of a project designed by using our proposed methodology:
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• Data protection policy: the universities must safeguard the student’s personal data,
being advisable that at the moment of extracting the dataframe from some institutional
repository a codename can be assigned to each record and thus annul the exposure of
its identification code, names and surnames.

• Record filling protocol: institutional computer systems must have not only a user
manual but also a data filling protocol, which must be monitored by a monitoring
mechanism.Otherwise, records may be filled with inconsistent data.

• Database updating: the information in the database must be updated periodically
so that the predictive model has accurate and consistent information aligned to the
time factor. Certainly, there will be information such as the student’s age that can
be auto-generated with some programmed instruction, but there is information such
as the student’s socioeconomic data that can change over time, and if they are not
updated, the predictive model would not be able to report real results. It is therefore
advisable to have a policy for updating data.

• Capacity to adapt to the change of teaching modality: with the abrupt experience
that the pandemic brought us, the universities must have the necessary mechanisms
to provide teaching in the non-presential modality, being advisable to implement a
policy of hybrid education (face-to-face and remote). This brings us the challenge of
having an adequate technological infrastructure (virtual classrooms) and the design of
consistent and robust data repositories that store the data generated by the process of
teaching (teacher) and learning (student).

• To have a system to follow up on students who drop out: there are universities
that have technological infrastructure installed, with powerful and robust database
management systems, committed tutors and academics, students sensitized to the
issue of university dropouts, and other isolated mechanisms and policies. However,
the use of our methodology in such systems would strengthen the early detection of
possible dropout cases and, through a recommendation system, the possible actions to
be taken to reduce dropout rates.

5. Conclusions

The fusion of the CRISP-DM and the LFM is complementary and strengthens the
design of technological projects, specifically applied to address the problem of the deficient
detection of university student dropout. The objective of this fusion is to propose the best
solution alternatives to achieve student retention. This model will be used in the analysis
of dropout in a Latin American university. Likewise, the implementation of the model built
under the proposed methodology will allow reducing the university dropout rate thanks
to the adequate design of preventive intervention strategies based on data.

In the literature review carried out to support the factors associated with university
dropout and retention, it was observed that there is less research related to university
student retention, showing that there is more attention to studies related to student dropout
in the university context.

The proposal of a technological project based on Machine Learning techniques that
seek to address student dropout and retention in the university ecosystem must have a solid
synergy between the correct identification of the problem to be addressed and the actions
to be taken with the support of technology. It is often difficult to select a methodology
that addresses these two aspects because it is an extremely complex and multivariate
phenomenon [61]. Therefore, a good alternative is to combine two or more methodologies
that address the integrity of the requirements raised, as we have proposed in this paper.

Although in this work our methodology has been illustrated with the specific case
study of designing projects to prevent student dropout from universities, it can be adapted
and applied to any project in the area of EDM, based on ML techniques.
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