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Abstract: The current environmental concern has led both the industry and researchers to look for
alternate means of transport. Amongst them, the hyperloop has become a quite promising idea. In
order to overcome some of its limitations, including a compressor in its propulsive system has been
investigated. In this paper, a strategy to improve the design of the mixer, which will blend the bypass
and core streams coming out of the compressor, was addressed. Due to the lack of ad hoc compressors
and the impossibility of experimental testing, a multidimensional optimization methodology with
CFD tools was developed. A Taguchi DOE was employed for a preliminary 2D optimization from
an initial geometry, whereas a numerical adjoint method was explored for the whole 3D mixer. By
using this method, an initial decrease in the pressure drop of 16% was obtained with the 2D stage,
whereas an additional 10% reduction was achieved in the 3D optimization. With this, the propulsive
efficiency of the whole hyperloop system will be improved.

Keywords: hyperloop; mixer; compressor; optimization; coupling; CFD; Taguchi; adjoint

1. Introduction

In the last century, the transport environment has been dominated by fossil fuels
and their respective combustion propulsion systems. At the very beginning, this concept
became a revolution because of its distinctive speed and comfort in comparison to previous
means of transport. Nevertheless, with globalization and the easy access to these technolo-
gies, nowadays there is a situation where the excess of traditional fuel-propelled vehicles,
not only cars, but also planes or trains, is having a huge impact on the environmental
situation [1], and the predictions indicate that this will increase due to the higher energy
demand [2], setting an alarm about its prejudicial influence on nature and the worrying
high levels of CO2 emissions [3]. Because of these reasons, in the last years, the community
has turned its efforts into the development of new environmentally friendly means of trans-
ports [4] and alternative ways of propulsion [2,4]. Amongst them, the concept of hyperloop
appeared in 2013 [5]. This idea of vactrain (or vacuum tube trains), although it has its
origins in the past [6], consists of the concept of a high-speed train travelling through a tube
in partial vacuum in order to minimize the drag problems derived from the high velocities.
In the next years, the feasibility of the idea was studied by several investigators [7], and a
few aerodynamic and thermal analyses have been performed [8]. Many different ideas have
been developed about the propulsive systems, such as electric power fed by solar panels [9]
to electromagnetism for a suspension system [10,11] that avoids the friction losses which
could become a limiting variable at high speeds.

Therefore, the environmental benefits derived from a technology with these charac-
teristics are straightforward. Moreover, the possibility of reaching high speeds by ground
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travelling, with the comfort advantages it implies, also constitutes a fundamental advantage
against its apparent main market rival, air transport [12]. Even in the case of developing
nicer air transport satisfying environmental requirements, the overall time spent is way
longer than travelling by ground, not only because of transportation itself (take off, ascent,
descent. . . ), but also for the particularities of the part where the individual leaves their
initial location until the boarding is completed.

Nevertheless, the fact that it is a relatively new concept implies the apparition of
new problems, some of them typical from other technologies that are translated to the
hyperloop concept.

The main challenge that the hyperloop is facing is the concept of the Kantrowitz
limit [13]. Whereas technologies such as open-air high-speed trains or air transport itself
has no chocking problems due to external flow, a pod travelling through a closed tube
at high speed could cause a choking of the flow when supersonic conditions are reached.
Once the flow arrives at the constriction of a section between the tube and the pod, as the
frontal area is reduced, the velocity must increase. In consequence, it could lead to a
choke of the flow at certain points of the area contraction, making the pod act like a closed
piston [14,15]. This would lead to a huge increase in the drag of the vehicle, nullifying all
the aerodynamic initial advantages of the hyperloop concept. Therefore, the Kantrowitz
limit acts as a maximum speed limit the hyperloop can develop in order to avoid these
prejudicial effects. By developing conservation equations, the Kantrowitz limit would be
defined with the relation of the flow speed and the quotient between the frontal area of the
tube and the pod, commonly known as blockage ratio.

Therefore, the Kantrowitz limit being the main limiting phenomenon of the hyper-
loop development, it has become the main investigated topic, with proposed solutions
such as the utilization of aeronautical elements by adding airfoils to the external struc-
ture [16] or the optimization of the external pod [17,18] and the effect of this shape on the
wave phenomenon [19].

However, in the context of the present paper, amongst these proposed solutions,
the most interesting one is the proposal of using a compressor [20,21]. It shows that
by implementing an air bypass system such as a compressor that crosses the pod, the air
passing through the area between the pod and the tube will be reduced, and therefore
the velocity of the pod could be increased [22,23]. Moreover, the larger the flow that the
compressor is able to handle, the greater the drag reduction. However, within the found
literature, the problem of the adaptation of a compressor in the internal aerodynamic
system has not been addressed, as these works [20–23] consider the compressor and the
nozzle by means of a simple model in which some mass flow is swallowed at the vehicle
front and discharged at its rear part. The current work therefore predicts for the first time
the flow field in the compressor and the downstream geometry in the framework of a
hyperloop system.

Then, once the solution of using a compressor is exposed, the next step would be
its implementation. Nevertheless, this brand-new idea leads to new problems: both the
lack of compressors for cases with these characteristics, as they are deeply developed
in Appendix A, and the lack of completely designed pods adapted to have a compressor
that would allow a test of this concept in wind tunnels.

On the other hand, the main advances in CFD calculations make the characterization
of the compressor map and performance possible [24], potentially overcoming the second
problem. With respect to the lack of ad hoc compressors, this present paper proposes the
adaptation of existing compressors to the original hyperloop flow properties. Because of
the characteristics of the incoming flow, an axial compressor typical of air engines is the
best option. As a result, this paper addresses the new problem of the design of a mixer
downstream of the compressor, which allows the implementation of an axial compressor by
maintaining, within the possibilities, the achieved compression and mix the two currents
in order to, later, being expelled by the nozzle. To the author’s knowledge, such a core-to-
bypass flow mixer represents a new concept for the hyperloop, and due to its novelty, it
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has not been investigated. In order to overcome these problems, several hypotheses are
taken, and a suitable optimization strategy is proposed in several stages.

In conclusion, the outlined challenges shown in Section 1, together with the appendix,
serve as a motivation for the investigations in the next sections. In Section 2, a general
view of the paper is provided, including the system description and the optimization
strategy. In Section 3, the numerical model is developed, discussing the CFD methodology,
the physical models that govern the case and the assumptions made for the feasibility of
the optimization process. In Section 4, the chosen optimization process for both the 2D
and 3D cases is theoretically developed by exposing not only the method itself, but the
reasons of its choice. In Section 5, the results of the optimization process are shown. Once
again, the 2D and the 3D are justified separately and, finally, a simulation of the whole
compressor and mixer system is used to complete the process. Finally, Section 6 tries to
synthesize the main conclusions of the present paper, as well as present future work.

2. Overview of System Description and Optimization Approach

In this section, an overview of the problem faced by this paper is provided.
As it was introduced in Section 1, the issue of the Kantrowitz limit could be improved

by adding a compressor to the propulsive system. As it is shown in Figure 1, the outlet
of the compressor needs a geometry that readapts the two streams coming out of the
compressor in order to conduct the air towards the nozzle at the outlet part of the pod.
Therefore, the design of this body—from now on known as the mixer —is the main objective
of this paper. For that, Figure 2 reflects the geometry domain that is modelled, making the
differentiation between the compressor and the mixer.

Figure 1. Conceptual model of the complete pod with a frontal compressor.

Figure 2. Geometry of the compressor and the mixer.

Having the overall problem in mind, a multidimensional geometrical optimization is
proposed after exploring the following two approximations:

• Coupled: Both the compressor and the mixer are simulated simultaneously. The main
advantage lays in the fact that the possible effects that the mixer may have upstream
on the compressor are completely taken into account. Nevertheless, the computational
cost of a problem of these characteristics makes an approach like this impossible,
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as the number of required cells would increase by more than an order of magnitude.
With the independent mesh as established in Section 3.4, the compressor cell has
around 80M elements, whereas the mixer is properly solved with only 1M elements.

• Uncoupled: The main hypothesis consists in assuming that the mixer has no relevant
upstream impact on the compressor. As a consequence, the mixer can be calculated by
just imposing the outlet conditions of a previous simulation of the compressor alone,
diminishing considerably the computational cost.

Considering the extensive optimization numerical campaign of more than 100 simula-
tions conducted in Section 4, the coupled option was not affordable due to the significant
increase in computational effort. In consequence, the authors opted for the second option.
Indeed, each simulation, adding the time employed in both the mesh of each possible
geometry and the calculation of the solution, would cost 40× the computational effort of
the mixer alone.

With respect to the chosen approach, the next algorithm flowchart summarized in
Figure 3 was developed throughout the following methodology:

Figure 3. Flux diagram of the uncoupled process In square, the methodology steps. In oval, the results
of the optimization stages.

• Base geometry.
• Obtaining the BC values: after a preliminary design is proposed, the boundary con-

ditions from its design together with the compressor are obtained in order to start
the process.

• Optimization:

– First optimization (2D): A Taguchi DoE (design of experiments) is implemented
for a first optimization of the axisymmetric parts of the mixer.

– Second optimization (3D): by using an adjoint method, an optimization of the 3D
complete mixer is carried out.

• Coupling evaluation.
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3. Numerical Configuration
3.1. Meshing Strategy
3.1.1. Mesh Configuration 3D

Figure 2 shows the division between the existing compressor, in blue, and both parts of
the mixer, in red, whose geometric optimization is the main objective of the present paper.

For the sake of consistency, the geometry was divided in several sections. Thus, in
order to determine the different reference systems for the movement, the same mesh size
was imposed at the interfaces between the different sections. However, as it can be seen
in Figure 4, the sections which englobed the rotor and the stator were refined with respect
the rest of the geometry. As a result, a base mesh composed of polyhedral cells was used,
with a base size of 0.1 mm in general and 0.001 mm in the most critical sections, close to
the blades of the compressor. Moreover, in order to increase the resolution in the blades,
the curvature of the surface mesh in the blades was highly refined, increasing considerably
the number of elements in these zones, as shown in Figure 5. Prism layers were configured
on the walls, achieving a mean y+ value in the chosen mesh of 1.7, close to the ideal of 1.

Figure 4. Global external surface reference mesh (75M elements).

Figure 5. Mesh details at the leading edge of the rotor (reference mesh of 75M elements).

3.1.2. Mesh Configuration 2D

As is justified in Section 4, there was a stage where a 2D axisymmetric geometry
was used for its optimization. Figure 6 shows the used domain, where the dashed line
marks the correspondent axisymmetric part of the original geometry. Therefore, a 2D mesh
configuration with its correspondent independence process was also needed. The chosen
mesh followed a configuration analogous to the 3D case, using polygonal elements and a
prism layer mesh looking for y+ = 1 and a maximum aspect ratio around 50.
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Figure 6. 2D mesh. The dashed red line marks the end of the axisymmetric body in the original geometry.

3.2. Physical and Numerical Configuration

Before starting with the setup of the case, the nature of the novelty of the application
must be considered, meaning that some hypotheses widely accepted for modelling conven-
tional means of transportation could be invalid in the framework of the current paper. As it
was previously stated, the pressure conditions inside the tube of the hyperloop are con-
siderably lower than the atmospheric pressure. At this point, the main hyperloop projects
have considered an operating pressure of about 0.1 atm [15,20]. Therefore, the continuum
hypothesis for such air could be questioned. For that, it is common to check the Knudsen
number. Previous works in the field of hyperloop research have already confirmed that
according to that number, this low-pressure air can be accurately modelled as a fluid
continuum [20,25].

For the spatial discretization, the finite-volume approach of CFD software SIMCEN-
TER STAR-CCM+ was employed, selecting a second-order implicit scheme solved as a
density-based flow due to the remarkable compressible behaviour. With respect to the
temporal discretization, the nature of the case allowed the simplification of assuming
steady conditions, as the objective point was the compressor design condition, where
the flow tends to behave quite stably and steady. As for the turbulence treatment, one
could solve some turbulent scales using a detached eddy simulation (DES) [26] or even
a large eddy simulation (LES). Nevertheless, a RANS model of the turbulence using a
k-w SST configuration [27] should be enough to achieve a reasonable trade-off between
accuracy and computational time [28,29]. Indeed, the usage of such turbulence model
has been validated in the framework of axial compressors [28] and internal flow mixing
problems [30], which, if combined, would reduce the impact of the lack of experimental
validation in the scope of the current problem, since no compressor-assisted hyperloop
prototype systems exist. Moreover, with the aim of improving the similarity with real
conditions, a laminar-turbulent transition model was added with the objective to capture
the behaviour in those zones where, especially in the later 3D model with the compressor,
the flow presents a laminar condition. Is it worth mentioning that, traditionally, a turbulent
transition model asks for a finer mesh, but taking a look at the geometry of the compressor,
this was not the main limitation.

3.3. Boundary Conditions

The imposed boundary conditions must be divided between the main optimization
cases, where the mixer is calculated alone and the final case with the compressor and
the mixer.

3.3.1. Compressor

In order to get the flow conditions at the outlet of the compressor that would serve as
inlet boundary conditions to the mixer, a simulation of the design point in the compressor
alone was needed.

In this case, the total pressure at the inlet (12 kPa) was imposed, coming from the
upstream flow conditions of the operational performance of the hyperloop, that is, the sum
of the environment static pressure of 10 kPa plus the additional compression upstream of
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the compressor induced by the pod, which, together with the dynamic term due to the
pod reference velocity of 125 m/s, provided those additional 2 kPa, whereas the pressure
at the outlet was modified until the objective mass flow given by the design point of the
compressor (5.92 kg/s) was achieved.

With respect to the movement of the rotor, several strategies are found in the litera-
ture and they can be divided in a transient configuration, known as rigid body motion
(RBM) [31,32], and a steady configuration with a moving reference frame (MRF). This one,
in turn, is divided in two possible options: a frozen rotor [33] or a mixing plane (MP) [34].
In this work, knowing the stability of the selected point, which was, presumably, a design
point, some simplifications could be taken in order to maintain a reasonable computational
time. Thus, amongst all the options, it was opted for using an MRF with a mixing plane
to simulate the rotation of the rotor, as it should be accurate enough at design points
[35]. By doing so, the configuration of the case remained in steady conditions, and the
movement of the rotor was simulated by referring the rotor itself to this new MRF–mixing
plane (N = 11,000 rpm).

3.3.2. Mixer BC

The simulations with the mixer alone, on the other hand, required a different setup of
the conditions.

The given data coming from the compressor provided the averaged circumferential
velocity components and temperature distributions in both the bypass and the core inlet.
In the next section, how these distributions were obtained is explained. In consequence,
in order to respect the compressor outlet conditions in the mixer with the objective to get
over the coupling of the two components, these distributions were imposed at the inlet of
the mixer. Paying attention to the other hypothesis, which fixed the mass flow and the BPR,
this mass flow should be imposed in the outlet. Nevertheless, due to numerical stability
reasons, a pressure outlet condition was selected with a mass flow controller, in order to
find the static pressure corresponding to the desired mass flow.

3.3.3. Compressor and Mixer BC

The whole group of compressor and mixer together followed a conjunction of the two
other configuration for its boundary conditions, that is, a total pressure inlet of 12 kPa,
the same motion configuration for the rotor and a pressure outlet modified in order to get
the objective mass flow of 5.92 kg/s.

3.4. Independence of Mesh

Once the meshing strategy and configuration were exposed, as well as the determi-
nation of the boundary conditions, the next step consisted in ensuring the independence
of the spatial discretization. Three possible mesh sizes were calculated in order to check
the independence mesh. In Table 1, the main averaged values are included. It is worth
mentioning that the inlet referred to the inlet of the whole compressor (total), the outlet of
the core (core) and the outlet of the bypass (bypass), whereas the outlet always referred to
the outlet of the mixer.

πt =
Pt,outlet

Pt,inlet
(1)

ηt =
π

γ−1
γ

t−t
Tt,outlet
Tt,inlet

− 1
(2)

BPR =
ṁbypass

ṁcore
(3)
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Table 1. Independence of the 3D mesh.

Variable Coarse (25M Cells) Medium (75M Cells) Fine (155M Cells)

ṁ (kg/s) 5.886 5.92 5.92
BPR(−) 2.61 2.55 2.55

Pt,outlet (Pa) 15,550 16,490 16,500
Pt,core (Pa) 16,601 17,200 17,160

Pt,bypass (Pa) 16,031 16,649 16,612
πt−t(−) 1.29 1.37 1.37
πcore(−) 1.38 1.43 1.43

πbypass(−) 1.33 1.385 1.385
ηt−t(−) 0.7 0.73 0.73
ηcore(−) 0.75 0.8 0.8

ηbypass(−) 0.68 0.72 0.72

From the differences obtained between the 3 different meshes, with a general difference
of about 3% between the first two meshes and almost no variance with the fine mesh, it
can be concluded that the medium mesh already achieved mesh independence and was
therefore used.

An analogous process was performed for the 2D axisymmetric mesh, and the obtained
results are summed up in the next table. By looking at Table 2, the chosen mesh was the
medium mesh. It could be reasoned that, as the differences between the coarse and the
medium mesh were all around 1%, except for the BPR, where the difference was up to 3%,
the coarse one already reached independence. Nevertheless, as the number of elements
was still low in the next one, and looking for future possible calculations, the second one
was chosen, which presented almost negligible differences in comparison with the last
mesh tested.

Table 2. Independence of the 2D mesh.

Variable Coarse (9k Cells) Medium (19k Cells) Fine (40k Cells)

ṁ (kg/s) 3.73 3.746 3.741
BPR(−) 2.61 2.55 2.55

Pt,outlet (Pa) 5730 5771 5778
Pt,core (Pa) 8380 8311 8240

Pt,bypass (Pa) 4738 4790 4810

4. Optimization Process
4.1. Strategy

In Section 2, the problem was described in detail together with the way to face it.
Therefore, following those ideas and the algorithm flowchart from Figure 3, the strategy is
exposed in full detail in this section.

4.2. 2D Initial Geometry

A 0D-based design of the mixer was done as a first step. After obtaining the average
properties of the flow at the mixer input, different approaches for the design were evaluated.
For every approach, the flow evolution was considered isentropic, the mass was conserved
along the flow channels and no bleeding occurred. Secondly, several design strategies
were proposed for the initial mixer in order to obtain an initial geometry that, even for the
beginning, provided a promising solution:

D1: Isobaric mixer: the objective was to design a mixing area such that it matches the
static pressure of the core and bypass streams of the flow.

D2: Isospeed mixer: in this design, the mixing areas were imposed so the velocities of the
flow streams coincided.

D3: Iso-ρ · v mixer: in this design, the mixing areas were imposed so the product of
velocity and local density of the flow streams coincided.
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D4: Isomomentum mixer: this design guaranteed that the axial momentum of the bypass
and core flow streams was the same by varying the mixing section areas.

D5: Custom mixer: For this design a custom weighted optimization process was per-
formed to vary the mixing areas. The weights were applied to the stream velocity
difference, stream static pressure difference and target outlet velocity. The relative
respective weights applied were 1, 5, and 3.

After evaluating each design (see Figure 7), it was decided to use the custom approach
because, as it can be observed, it achieved a good compromise between the discharge pres-
sure comparison—almost equal to the isobaric configuration—and the velocity difference
between both branches.

4.3. 2D Optimization Stage

In the present paper, a multidimensional optimization strategy is proposed in order
to reduce the computational time needed. From the initial geometry in Figure 2, it was
observed that there was a subdivision in the geometry itself. A first part presented an
annular distribution where the primary and the secondary flows were mixed, whereas there
was a second transitional tubular section where the flow abandoned its annular character.

The results obtained at the inlet of the mixer were used as inputs in the isolated mixer
to be optimized.

Figure 7. Cont.
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Figure 7. Evaluation of the different tested methods in terms of area, pressure and velocity.
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From previous existing simulations of an isolated version of the compressor, the cir-
cumferential and radial distributions of pressure, temperature and velocity components
were obtained. For both core flow and bypass channel flow, the velocity averaging was
performed as:

vx(ri) =
1

2π

∫ π

−π
|
−−−−→
Vx(ri, θ)|dθ (4)

vr(ri) =
1

2π

∫ π

−π

−−−−−−−−−−−−→
(Vy(ri, θ), Vz(ri, θ)) ·

−−−−−−−−−−→
((cos(θ), sin(θ))dθ (5)

vθ(ri) =
1

2π

∫ π

−π

−−−−−−−−−−−−→
(Vy(ri, θ), Vz(ri, θ)) ·

−−−−−−−−−−−−→
((−sin(θ), cos(θ))dθ (6)

Moreover, the pressure and temperature averaging were, respectively, computed as:

p(ri) =
1

2π

∫ π

−π
P(ri, θ)dθ (7)

T(ri) =
1

2π

∫ π

−π
T(ri, θ)dθ (8)

Once the pressure, temperature and velocity average distributions were obtained,
they needed to be transformed as the original compressor simulation was performed on
a revision of the geometry without the real component discharge areas. Because of this,
the boundary conditions for the mixer design were adapted as follows:

1. The updated average Mach number in the core and bypass stations was calculated
using the conservation of mass equation assuming isentropic flow.

2. Assuming a conservation of the total temperature, the updated static temperature
was calculated from the CFD case total temperature and the updated Mach number
from the first step.

3. The updated static pressures were calculated using the isentropic relations and the
CFD case total pressure.

4. The updated density was computed with the equation of state for an ideal gas.
5. The flow axial velocity was calculated using the continuity equation and the updated

density.

The boundary conditions for the CFD cases were obtained as follows. Firstly, all of
them were conformally mapped onto the correct radii range from the original compressor
CFD radii for the bypass and core streams. Then, each of them was accordingly scaled:
the axial velocity, scaled to preserve the average obtained axial inlet speed; the radial and
tangential velocity, scaled to preserve the angular momentum of the flow streams; and the
static pressure and temperature, scaled by the ratio of the updated area and average value
from the original CFD case of static pressure and temperature, respectively.

The obtained profiles were used in the following stages of optimization and CFD
calculations.

Every optimization process is divided in several substages. In the present paper, we
opted for a conventional first approximation and the initial step consisted in determining
which variables to study. The initial 2D proposed geometry was built from quadratic
segment splines with 3 points each. In consequence, following the mixer shape, it led to
a geometry of 11 points. Each point, as it was part of the spline, presented 4 variables:
X and Y position, angle and curvature. This meant, when using a full factorial design of
experiments, a control points set of 55 which, by using a high, a medium and a lower level,
would imply a completely unaffordable set of cases. In consequence, by observing the
geometry and taking some hypotheses, such as geometric restrictions, the continuity in the
curvature of the splines and tangencies, the control variables were reduced to 13, as shown
in Figure 8.
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From there, several design of experiments (DoE) strategies were employed in the
framework of CFD optimizations: full factorial design [36], fractional factorial design [37],
Taguchi’s method [38,39] and even more complex methods [40].

By looking at the characteristics of each of the cases assessed, the Taguchi method was
selected due to its convenience for the case considered in the present paper.

Figure 8. Control variables of the Taguchi optimization method.

4.3.1. Taguchi Method

The Taguchi method [41] was originally intended for quality issues, and it has already
been used for engineering before [42]. Unlike other simpler methods such as the factorial
designs, the Taguchi method tests pair of combinations from all the possible combinations
by a method where the parameters and levels are organized in orthogonal arrays that do
not consider the interaction between the variables. By implementing the method, it can
be computed how much each of the parameters affects the mean and the variance of the
process and use it as a quality factor of the method itself.

The steps of a regular Taguchi method are developed as follows:

1. Determine the maximum or minimum target function. In this present paper, the goal
was the minimization of the total pressure drop between the inlet of the mixer and
the outlet.

2. Determine the variables involved, developed previously in this same section, along
with the levels of each variable, as well as the levels imposed for each variable. These
parameters are shown in Figure 8; they were geometrical parameters that determined
the geometry, whereas the levels were selected by trial and error in order to avoid
nonsense bodies.

3. Select the orthogonal array. The Taguchi methods usually provides an established
set of orthogonal arrays that the user can use according to the number of variables
and levels. In this case, the use of 13 variables with 4 levels each led to an orthogonal
array of L64.

4. Evaluate the mathematical method and the computation of the variables to provide
information about the quality of the process. In this case, once the method was
performed, the influence of each of the variables was evaluated by calculating the
corresponding sound/noise function for minimizing studies, which could be used for
a second optimization round if needed:

SNi = −10 · log
Ni

∑
u=1

y2
u

Ni
(9)

where i is the experimental number, u is the trial number and N is the number of trials
for each experiment.
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4.4. 3D Optimization Stage
4.4.1. Numerical Set up

For the 3D optimization method, an adjoint method was developed. The adjoint, which
has several applications outside of optimization, is a set of numerical methods that compute
the gradient of a function and its influence on an output function [43]. Between the large
fields of applications, both in numerical campaigns [44,45] or experimental approaches [46],
in the present paper, we used a geometrical optimization, which is one of its main uses in
the aeronautical field [47].

Commercial CFD code STAR CCM+ provides 3 approximations to the optimization
method due to the complicated nature of the adjoint method with the convergence of the
case. Therefore, after studying the 3 given options, the adjoint mesh deformation was
chosen. The method consisted in the deformation of an initial proposed mesh by computing
the deformation field based on the mesh sensitivity on control points. In consequence,
the selection of the deformation function, the control points and the cost function became
the critical decisions in the process and are exposed in the next sections.

With respect to the numerical solvers, the chosen strategy consisted in trying to be
in continuity with the primal flow—the initial given solution. Therefore, a second-order
discretization model was chosen. It must be highlighted that, when using an adjoint
method, the turbulence model must be frozen (except if the Spallart–Almaras model [48] is
used), but, as the primal flow was computed after every optimization iteration, the kw-SST
model was continuously used in this context. Finally, the GMRES-DR model [49], an
iterative method used for the resolution of nonsymmetric system of lineal equations, was
chosen to solve the adjoint numerical method.

The whole method is summarized in Figure 9, in order to have in mind the sequence
of the needed steps.

Figure 9. Flowchart of the implemented adjoint method.

4.4.2. Control Points and Deformation Function

The first step of the adjoint optimization method consisted in determining the control
points and the surfaces to be deformed. In order to ensure some stability in the process,
as the adjoint method is really sensitive to the selection of the mobile surfaces, some
simplifications were taken. Those parts that were close to the boundary conditions or to
geometric limitations remained immobile and the adjoint did not act over them. Then,
those mobile parts were fulfilled with control points whose coordinates served as inputs
to the deformation function. The distance of the points with respect to the surface was
adjusted by trial and error, but those trials were not included in the present paper due
to their lack of interest, as they led to nonsensical geometries. In Figure 10, the mixer is
divided in fixed parts, shown in green, and in mobile parts, shown in red. The control
points and their initial position are also included, reflecting their chaotic distribution.

For the deformation function, a first-order gradient descent was proposed. This
ordinary approximation permitted to compute the new position of the control points by
evaluating the deformation function from the cumulative deformation and the new position
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of the control points scaled by a relaxation factor. This factor should be positive, as the
optimization process minimized the cost function:

Fδ = F∆ − 5 · 10−6 · rpoints (10)

Figure 10. Control points of the adjoint method.

4.4.3. Cost Function

Once the control points and the deformation function were implemented, the next
step was the definition of the cost function to be optimized. Traditionally, the adjoint opti-
mization processes are focused on one single parameter. Nevertheless, the high restrictions
derived from the correct performance of the compressor generated the need to consider
other main variables whose evolution may be inversely proportional to the pressure drop
optimization. Because of that, in the present paper, an algorithm is proposed where a
specific weight is imposed to each one of the main variables. By modifying this weight,
the limits of the range in which each variable can oscillate are set.

Starting from the values coming from the 2D optimization in its 3D configuration,
after setting the objective value of each variable, the relative weight of each of them was
imposed with respect to the main variable, defined as the total pressure at the outlet.
In Table 3, the weights and the possible variations are summarized. As it can also be
observed in Table 3, a change of 10% of the mass flow must imply a reduction in the
pressure drop of 50% to be worth it, due to the high restrictions in the nominal value of the
mass flow used in the controller of the outlet, as defined in Section 3.3, whereas another
value such as the uniformity index (UI), defined in Equation (13), which apparently is less
restrictive in the context of achieving nominal points, did not present such resistances to
the changes. The bypass ratio, defined before in Section 3.4 was also controlled, in order to
ensure as much as possible our hypotheses were satisfied.

∆Pt = Pt,inlet,mixer − Pt,outlet,mixer =
Pt,inlet,core · ṁcore + Pt,inlet,bypass · ṁbypass

ṁtotal
− Pt,outlet,mixer (11)

Fcost = ∆Pt + KBPR · (BPR− BPRobj)
2 + KUI · (UIu −UIu,obj)

2 + Kṁ · (ṁ− ṁobj)
2 (12)

being

UIu = 1−
∑n

f

∣∣∣u f − u
∣∣∣A f

2|u|∑n
f A f

(13)

Table 3. Weights of the cost function.

Variable Weight Obj. Value ∆Variable ∆Pressure

BPR(−) 1120 2.66 0.1 0.3
ṁ (kg/s) 130 5.92 0.1 0.5
U Iu(−) 3224 1 0.1 0.1
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5. Results
5.1. 2D Optimization Evaluation

Once the method was established, the next logical step was its implementation. As was
indicated in Section 4.3.1, 64 total cases were evaluated. Table 4 presents the different levels
for each of the variables that constituted the design of experiments, as well as the influence
of each of them on the solution according to the signal-to-noise ratio provided by the
Taguchi method.

Table 4. Tested variables and their levels.

Variable Low Medium High SN Signal

1 0.309 0.31 0.312 422.4307
2 0.065 0.07 0.075 420.655
3 0.14 0.15 0.16 1685.3
4 −0.115 −0.12 −0.125 1690
5 0.236 0.237 0.238 1271
6 −167 −168 −169 423.5
7 0.133 0.134 0.135 423.5
8 −0.29 −0.3 −0.31 421.4
9 0.206 0.207 0.208 2.89
10 0.18 0.19 0.2 423.5
11 0.24 0.25 0.26 421.4
12 −0.0525 −0.055 −0.0575 2.88
13 0.122 0.123 0.124 421.4

In Table 5, the variable combinations that resulted in the minimum pressure drop,
along with other relevant results can be seen: the BPR, which can be proved to be within
reasonable limits that would not compromise the main hypothesis; the mass flow per unit
of angle, with which the mass controller at the outlet is checked; the UI of the velocity,
whose high number provides a great index of the performance of the mixer, as it is means
that the mixing performed as it should. Moreover, the table also includes a column where
the values in the correspondent 3D case are shown, in order to verify that the hypothesis of
axisymmetric flow in that part of the geometry was accomplished. It is also shown that
the differences between the initial and the optimum case were remarkable, whereas the
correspondent 3D values with respect to their homologous bidimensional values presented
differences of barely 1%, while checking that neither the inclusion of the third component
in the inlet velocity profiles nor the 3D solvers affected the solution in a determinant way.

Together with the surface average parameters, the contours of the main scalar variables
were compared with respect to the initial case. The Mach number and the total pressure
contours are shown in Figure 11, in order to check the flow patterns and the quality of
the mix. At a simple view it can be observed that the initial case presented an important
detachment of the flow in the union of the streams, where there was definitely room for
improvement. Moreover, in the outlet region, as a consequence of the heterogeneity of the
flow, it can be observed that there were two main differenced jets of different pressures
and velocities that compromised the mix. On the other hand, turning our attention to
the optimized geometry, it is shown that the smoothness of the exterior faces, together
with the new further position of the connecting point and the wider channel, helped the
flow streamlines to follow the geometry itself, as well as arrived at the mixing channel
with more homogeneous velocity values, as supported by the uniformity index. Finally,
the mixing phenomena was also checked. Nevertheless, the horizontal characterization of
the two branches prevented both streams from mixing, as can be seen in the passive scalar
(represented by φ in Equation (15)) patterns between zero and one where zero represented
the flow coming from the bypass and one the flow coming from the core. According to
related mixing studies [30], the mixing indexes at the outlet of the geometry presented
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extremely low and similar values for all cases, so it could not be used as a design criterion
(see Table 5).

MIΦ,new = 1− ∑i dAunmixed−Φ,i

∑i dAi
(14)

dAunmixed−Φ,i =


φi−φ̄

(1−φ̄)+δφ,new
if φ̄ ≤ φi ≤ 1

|φi−φ̄|
(0−φ̄)+δφ,new

if 0 ≤ φi ≤ φ̄
(15)

Table 5. Surface average results of the main variables.

Variable 2D Ini 2D Optim Correspondent 3D

ṁ(kg/s · rad) 0.942 0.944 0.94
BPR(−) 3.49 2.64 2.66
∆p (Pa) 270 229 229
U Iu(−) 0.93 0.96 0.98
MIφ(−) 0.0311 0.0309 0.0310

Figure 11. Flow field comparison between the initial (left) and the optimum (right) cases.

5.2. 3D Optimization Evaluation

Once a 2D optimized design was found, and after the revolution and the addition of the
second part of the whole mixer, the 3D optimization method was computed and evaluated.

Unlike in other methods, the changes derived from an adjoint method are really small
between iterations, as it is constantly adjusting itself, so it is quite difficult to see them in a
simple view. These changes are expected to be monotonous and asymptotic.
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In Figure 12, the results of the cost function are summarized. The left top figure shows
the minimization of the cost function itself. It is shown that the main correction was per-
formed on the first iteration of the adjoint method, and after each iteration, the corrections
were smaller than the previous one until the process converged to a final value.

The right top shows the evolution of the BPR. Like the cost function, the main change
appeared in the first iteration and then it converged until the final value. It is worth
mentioning that the BPR evolution, according to the objective value, was favourable to
the study, because it reached the objective value at the same time as the cost function
was minimized. On the other hand, by observing the UI and the mass flow of the case,
the tendency was exactly the opposite. As the cost function decreased, both the UI and the
mass flow moved away from the objective value. The UI decreased its value and so did the
mass flow. Nevertheless, as the weight for each of the values was quite restrictive, the final
mass flow and the objective mass flow differed by just 0.3%.

Figure 12. Cost function evaluation.

Once the cost function was analysed, the influence in the pressure drop had to be
checked in order to see if the method worked. In Figure 13, the minimization of the pressure
drop is shown and, following the same tendencies as those of the rest of the variables of
the cost function, the value decreased (mainly in the first iterations) and converged to a
final value of 402 Pa, which meant a decrease of approximately 10% with respect to the
initial value.
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Figure 13. Pressure drop minimization.

Together with the evaluation of the method, an analysis of the final geometry solution
was conducted. As mentioned earlier, by analysing the differences of the main scalar con-
tours between the original 3D geometry and the optimized one, no remarkable differences
could be easily observed, although the pressure drop was minimized. In order to support
the final results, an analysis of the total pressure stage by stage along the longitudinal
axis of the mixer was performed, included in Figure 14, observing that the decrease in the
pressure drop was mainly developed around the initial body of the mixer, where the main
parts eligible for their optimization were defined, whereas in the bottom part, as already
concluded, the solution was almost perfect, and no remarkable differences were observed.

Figure 14. Pressure drop by stages along the x axis in the mixer.

Together with the averaged values, the velocity contours are included in Figure 15 in
order to check the mentioned differences. Nevertheless, the nature of the adjoint method,
which acts by only changing small details of the geometry, and the already well-designed
mixer, which leads to small changes in the values, resulted in velocity contours where the
differences were almost not noticeable.
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Figure 15. Velocity patterns comparison between initial (left) and final (right) 3D geometries. The top
cut is given by the intersection of the geometry and the plane Z = −0.5. The bottom cut is given by
the intersection of the geometry and the plane Y = 0 (symmetry plane).

5.3. Coupling Compressor and Mixer

Finally, once the optimization of the independent mixer was carried out, one last
step was missing: the coupling of the compressor and the mixer. Moreover, a deeper
analysis of the flow evolution was included since, being the ultimate case, it was clearly of
interest. Having the averaged values of the main performance values of the compressor,
the confirmation of the initial hypothesis had to be checked, so those values had to be
compared, in order to assess the impact of the mixer design on shifting the compressor and
mixer’s working point.

Table 6 summarises some of the main results in the mixer and in the interface between
the compressor and the mixer, as it is the most sensitive part which gives information about
the strength of the taken hypothesis. By analysing the obtained data, it can be seen that
differences of around 3% and a maximum of 4.5% were found between the simulation of
the isolated mixer and the complete geometry, thus backing up quite strongly the adopted
hypothesis and, in consequence, the proposed method of independent mixer optimization
using a multidimensional approach.

Table 6. Flow conditions at the interface between the compressor and the mixer.

Variable Compressor Outlet
BC Compressor + Mixer Difference (%)

ṁ (kg/s) 5.92 5.92 0
ṁcore (kg/s) 4.3 4.25 1.3

ṁbypass (kg/s) 1.61 1.66 4
BPR(−) 2.67 2.55 4.5
Pt,out (Pa) 16,635 16,504 1
Pst,out (Pa) 13,400 13,200 1.5
Pt,core (Pa) 17,713 17,200 2.9

Pt,bypass (Pa) 17,104 16,649 2.6
πcore(−) 1.47 1.43 2.7

πbypass(−) 1.42 1.385 2.3
Tt,out (K) 328 327 0.3
Tt,core (K) 328 327 0.3

Tt,bypass (K) 329 327 0.5
ηcore(−) 0.84 0.8 3.5

ηbypass(−) 0.74 0.72 1.35
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It was also interesting to check the correct behaviour of the compressor. For that,
as mentioned before, the simulated point being a design point, the stream vectors corre-
sponding to the flow at the rotor and stator blades are shown in Figure 16; we observe that
the incidence of the flow was slightly positive but very close to zero. Moreover, the relative
Mach contours confirmed the correct behaviour of the channels, as the incipient shock
waves did not block them.

Figure 16. Relative velocity contours and vectors in a rotor and stator channel.

6. Concluding Remarks and Future Work

After developing the method and discussing the results, some relevant conclusions
were obtained.

After justifying the need to adapt an existing compressor for such a new application
both with the literature and with a numerical proof, a multidimensional optimization was
developed by combining different strategies in a sequential process in order to include for
the first time the mixer to the compressor element in the propulsive system of a hyperloop
system. As it was conducted through the whole paper, minimizing the pressure drop of
the mixer was the main objective, with the goal of achieving the highest pressure at the
outlet in order to, in the subsequent stages of the propulsive system, such as the nozzle that
returns the flow to the tube, reduce the aerodynamic losses. A first preliminary mixer was
proposed based on a 0D analysis at the outlet of the compressor. After several different
approximations, a custom function that took into account all of the approximations was
chosen, achieving the second lowest difference of pressure between the branches of all the
options, a reasonable low difference in velocities and the lowest outlet area, which could
help achieve a smaller mixer that, in the end, would imply a lesser cost.

With this design as a guide, a 2D optimization of the axisymmetric parts with a
remarkably low computational effort was performed, achieving a pressure drop reduction
of 16% with respect to the initial geometry. Moreover, the Taguchi analysis allowed us to
identify those geometrical parameters that had no impact on the solution, opening the door
for an iterative optimization method where those variables were not used. With the 3D
optimization, although the method presented some difficulties in terms of selecting which
surfaces were good candidates to be deformed, a conservative choice of the procedure was
proposed and an additional 10% in the minimization of the pressure drop was obtained.
Hence, looking at these numbers, the idea of performing a first stage with an axisymmetric
simplification turned out to be profitable, as a pressure drop improvement of 60% was
achieved in this process.

Finally, the evaluation of the main hypothesis was implemented, observing that there
was a maximum deviation in the bypass ratio of 4.5%, whereas the rest of the flow variables
just differed in values by around 1.5%. Nevertheless, the main limitation was due to the
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fact that the bypass ratio was constrained in order to match the operational design point
of the compressor, so potential better solutions in terms of pressure drop may not have
been taken into account. One possible solution would be the development of a method
where the compressor was included during the whole process; however, this would lead to
mesh domains 75 times bigger than the mixer alone, increasing in a considerable way the
computational cost.
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Appendix A

This appendix demonstrates the problematic about the lack of compressors mentioned
in the introduction. The literature shows that for internal ducts which would enable
a potential payload inside the vehicle, a common pressure ratio is in the order of 2–4.
Assuming a reference pressure ratio of three, and an isentropic efficiency of 90%, the specific
work of this example compressor operating in air at 300 K would be:

∆h = CpT
(π(γ−1)/γ − 1)

η
≈ 123.47 kW/(kg/s). (A1)

with the heat capacity of the air Cp = 1004.5 J/kgK and the ratio of heat capacities γ = 1.4.
Then, considering a vehicle diameter of 4 m and a compressor-to-vehicle-area ratio

of 0.746, the external diameter of this potential compressor is around 3.46 m. With a
design compressor tip’s peripheral Mach number of 1.4, this machine would operate near
2685 rpm. If the hub radius is considered negligible compared to the tip radius of the
machine, the mean radius peripheral velocity would be:

um = ωrm ≈ 243 m/s. (A2)

On the other hand, the axial flow velocity into the compressor can be calculated using
the continuity equation. For an operating pressure of 10 kPa [22], the tube density can be
calculated, assuming an undisturbed flow from the equation of state.

cm =
ṁ

Acρ
=

ṁ
Ac

P
RT

. (A3)
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The mass flow allowed to flow into the compressor represents a free design parameter
that can be adapted to optimize the system. For this example, one can assume a mass
flow equal to the incoming flow captured by the maximum cross section of the vehicle.
This would intuitively correspond with the point at which the vehicle exerts the minimum
perturbation as it travels through the tube. With the exposed conditions and the relations
shown, the incoming axial flow speed into the vehicle’s compressor with a vehicle travelling
at a Mach number of 0.7 is 325.78 m/s. It is important to note that the frontal area of the pod
is higher than the frontal area of the compressor (if they were equal, this analysis would
not make sense, as the meridional velocity would be equal to the pod velocity).

Calculating the stage loading and flow coefficients for this machine yields:

φ =
cm

um
≈ 1.34, (A4)

ψ =
∆h
u2

m
≈ 2.09. (A5)

The resulting load factor near two is high for an axial machine but still inside the state
of the art for known compressors [50]; moreover, it can be reduced by using a multiple
stage machine design. However, the flow factor is outside the envelope of the optimal
machines [51] and almost quadruples the recommended optimal region. In addition,
the axial Mach flow for this example is highly transonic, corresponding to a Mach number
in excess of 0.93. This flow will cause some troubles interacting with the blades of the
machines due to shockwaves and potential choking.

As it has been shown in this quick example, once the solution of using a compressor
is exposed, its implementation is far from easy, and there is a clear lack of knowledge of
high-flow-coefficient machines. For this reason, a first approach would likely be to use an
existing machine, but this approach poses a new challenge already mentioned: the lack of
completely designed pods adapted to have a compressor that allows the testing in wind
tunnels of this concept.

Abbreviations
The following abbreviations are used in this manuscript:

BPR bypass ratio
CFD computational fluid dynamics
DOE design of experiments
RANS Reynolds averaged Navier–Stokes
SST shear stress transport
UI uniformity index
MI mixing index
SN Signal-to-noise

Roman Letters
Ma Mach number
Re Reynolds number
ṁ mass flow rate
P pressure
h enthalpy
u velocity
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Greek Letters
φ flow coefficient
ψ loading coefficient
θ circumferential coordinate
η efficiency
π corresponding pressure ratio
k kappa
ω omega
γ specific heat ratio

Subscripts and Superscripts
obj objective
Re Reynolds similarity
s static conditions
t total or stagnation conditions
t, s total-to-static value
t, s total-to-total value
m mean value
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