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Abstract: In this paper, a new methodology for the determination of the boundaries between oscilla-
tory and non-oscillatory motion for nonviscously damped nonproportional systems is proposed. It is
assumed that the damping forces are expressed as convolution integrals of the velocities via heredi-
tary exponential kernels. Oscillatory motion is directly related to the complex nature of eigensolutions
in a frequency domain and, in turn, on the value of the damping parameters. New theoretical results
are derived on critical eigenmodes for viscoelastic systems with multiple degrees of freedom, with no
restrictions on the number of hereditary kernels. Furthermore, these outcomes enable the construction
of a numerical approach to draw the critical curves as solutions of certain parameter-dependent
eigenvalue problems. The method is illustrated and validated through two numerical examples,
covering discrete and continuous systems.

Keywords: critical damping; nonproportional damping; modal critical equation; oscillatory motion;
nonviscous dampers

1. Introduction

Currently, there are many applications, from micro-scale systems to large structures,
that require the control of vibration, sound, and wave propagation for proper operation.
New techniques to optimize energy dissipation have been proposed in recent years, from
the consolidation of time-dependent viscoelastic materials [1–4], to the emergent phe-
nomenon of metadamping [5,6]. In part, the advances in new dissipation mechanisms
have been carried out thanks to the constant increase in computing capacity, since the new
discoveries are generally accompanied by more complex mathematical models. In the
context of vibration control with nonviscously damped materials, it is especially important
to know how to choose the characteristics of the dissipative devices or materials to ensure
that the system becomes overcritically damped in one or more modes. In this article, we
investigate criticality in nonviscously damped multiple-degrees-of-freedom (dof) systems,
considering any number of exponential hereditary kernels.

Nonviscous damping is characterized by dissipative forces which depend on the past
history of the velocity response via convolution integrals over hereditary kernel functions.
Denoting, with u(t) ∈ Rn, the array with degrees of freedom, the equations of motion are
expressed in integro-differential form, as [1]:

Mü+
∫ t

−∞
G(t− τ) u̇ dτ + Ku = f(t), (1)

where M, K ∈ Rn×n are the mass and stiffness matrices assumed to be positive definite
and positive semidefinite, respectively; G(t) ∈ Rn×n represents the time-domain damping
matrix, assumed to be symmetric. Viscous damping arises just as a particular form of
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Equation (1), with G(t) ≡ C δ(t), where C is the viscous damping matrix and δ(t) the
Dirac’s delta function. Checking for solutions of the form u(t) = u est in Equation (1)
transforms the time-domain equations into a nonlinear eigenvalue problem with the form:[

s2M + sG(s) + K
]
u ≡ D(s) u = 0, (2)

where G(s) = L{G(t)} ∈ Cn×n is the frequency-domain damping matrix, D(s) is the dy-
namical stiffness matrix, and s = iω is the Laplace parameter. The roots of the characteristic
equation:

det[D(s)] = 0, (3)

are the eigenvalues of Equation (2). Viscoelastically damped structures are characterized
as a frequency-dependent damping matrix. The time-domain response will be affected by
the nature of the eigenvalues of Equation (2). In turn, complex eigenvalues are associated
to oscillatory motion; meanwhile, real negative eigenvalues lead to nonoscillatory modes.
When the nonviscous damping model is based on hereditary exponential kernels, some-
thing that will be assumed in the current investigation, the number of eigenvalues will
be invariably greater than 2n because there exist p real nonviscous modes associated to
hereditary exponential kernels [7,8]. Thus, undamped or lightly damped systems present
2n oscillatory modes with a relatively small real part in magnitude, together with p real
nonviscous eigenvalues. However, as the damping level increases, the complex eigenvalues
move away from the undamped ones in the complex plane. For high-damping forces, some
conjugate–complex pair of eigenvalues may drop into the real axis, vanishing the oscillatory
nature. The root locus in the complex plane depends on the damping parameters presented
in the matrix G(s). In general, viscoelastic models are mathematically defined by several
parameters so that the set of all of them defines a multidimensional parametric domain.
The nature of eigenvalues closely depends on where the multidimensional point of such
parameters lies. Critical manifolds are sets in this parametric domain, limiting the under-
critically and overcritically damped regions. Geometrically, one-dimensional manifolds
represent critical curves, which depicts critical relationships between two parameters. Then,
critical regions are 2D areas enclosed by such critical curves. Lázaro [9] proved that critical
manifolds of dynamical systems with viscoelastic damping can be found by eliminating
the Laplace parameter s from the two equations:

det[D(s)] = 0 ,
∂

∂s
det[D(s)] = 0. (4)

Purely viscous forces are characterized by being proportional to the velocity of the
response. In the frequency domain, this fact simplifies the study of the critical damping
conditions with respect to the use of nonviscous damping. In fact, Papargyri-Beskou and
Beskos [10] proved that, for viscous systems, approximations of critical curves may be
derived by assuming that the critical eigenvalues are s = −ωj, 1 ≤ j ≤ n, where ωj
denotes the jth natural undamped frequency. Bulatovic [11] proved new necessary and
sufficient conditions for critical damping based on the determinant of the system and on the
minors of certain matrices, depending on the eigenvalues. Mathematically, the inclusion of
hereditary exponential kernels in the damping model leads to an increase of the order of
the characteristic polynomial. The first attempts to determine the conditions of overcritical
damping were proposed by Muravyov and Hutton [12] and Adhikari [13]. These works
were developed with just one hereditary kernel, addressing the problem by carrying out
an exhaustive analysis of the nature of the root of the resulting third-order characteristic
polynomial. Müller [14] studied the nature of eigenvalues for single-dof systems based
on a Zener three-parameter damping model. The critical oscillatory motion of nonviscous
beams has been studied by Pierro [15], solving the eigenvalues for one and two exponential
kernels and discussing their nature (real or complex). Wang [16] obtained fractional orders
compatible with critical damping in fractional derivative-based, viscoelastic, classically
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damped structures. The problem of determining the critical manifolds of a single degree-of-
freedom oscillator for any number of hereditary kernels has been analytically solved in exact
form by Lázaro [17], by transforming Equation (4) into parametric closed-form expressions.
For large multiple-dof systems, the general method proposed by Lázaro [9], consisting of
eliminating s from Equation (4), cannot be carried out since an analytical expression of the
determinant is, in general, not available. Trying to overcome that, Lázaro [18] proposed an
approach for systems with multiple degrees of freedom, but the proposal was restricted to
problems of one single hereditary kernel.

At present, the problem of finding approximate solutions to the critical curves of
multiple-dof systems with multiple hereditary exponential kernels remains open. In this ar-
ticle, a novel approximate method that allows for obtaining these curves without limitations
on the number of exponential kernels is proposed. In addition, the developments carried
out deepen the problem from a theoretical point of view and improve some results already
published, something that helps to consolidate the knowledge about this problem. These
new theoretical results lead to a new equation, which is verified by critical eigenvalues.
From critical curves arise, in parametric form, the solution of an eigenvalue problem whose
nature depends on the type of curve to be solved. The proposed approach is validated
by means of two numerical examples: a four-dof discrete lumped-mass system, and a
continuous beam finite element model with viscoelastic supports.

2. New Results on Critical Damping of Structures with Viscoelastic Dampers

In this paper, nonviscous damping, based on Biot’s model [19], will be considered. In
general, the damping matrix can be written as the superposition of N hereditary exponential
functions, expressed both in the time and frequency domains as:

G(t) =
N

∑
k=1

Ck µk e−µkt , G(s) = L{G(t)} =
N

∑
k=1

µk
s + µk

Ck, (5)

where µk > 0, 1 ≤ k ≤ N stand for the relaxation (or nonviscous) parameters, and
Ck ∈ Rn×n are the symmetric damping matrices of the limited viscous model, obtained as
the relaxation parameters tend to infinite; that is,

N

∑
k=1

Ck = lim
µ1 ...µN→∞

G(s). (6)

The coefficients µk control the time- (and frequency-) dependence of the damping
model, while the spatial location and the level of damping are modeled via the matrices
Ck. From now on, the matrix G(s) will be assumed to depend on a set of damping
parameters which monitor the dissipative behavior. Thus, G(t) and G(s), from Equation (5),
depend at most on pmax = N + Nn(n + 1)/2-independent parameters: N distinct non-
viscous parameters, say µk, and 1 ≤ k ≤ N plus n(n + 1)/2 matrix entries within each
Ck, 1 ≤ k ≤ N:

µ1, . . . , µN , C1 =


C(1)

11 · · · C(1)
1n

...
. . .

...
C(1)

1n · · · C(1)
nn

, . . . , CN =


C(N)

11 · · · C(N)
1n

...
. . .

...
C(N)

1n · · · C(N)
nn

 (7)

where C(k)
ij = C(k)

ji is the ij-entree of Ck, assumed to be symmetric. Real applications
depend, in general, on less parameters, say p << pmax. Just for the shake of simplicity in
our exposition, the array θ =

{
θ1, . . . , θp

}
is introduced to denote the set of independent

damping parameters. Hence, both the viscoelastic and dynamical stiffness matrices can be
written as functional arrays of s and θ, denoted as G(s, θ) and D(s, θ), respectively, such
that:

D(s, θ) = s2M + s G(s, θ) + K. (8)
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Let us consider the following system of n+ 1 equations expressed in terms of the unknowns
given by the (n + 1)-tuple (s, u1, . . . , un):

Fj(s, u1, . . . , un, θ) ≡
n

∑
k=1

Djk(s, θ) uk = 0 , 1 ≤ j ≤ n,

Fn+1(s, u1, . . . , un, θ) ≡ f (u1, . . . , un) = 0, (9)

where Djk(s, θ) is the entry (j, k) of the dynamical stiffness matrix D(s, θ), and f (u1, . . . , un)
is a real-valued function of the n components u1, . . . , un, which enables fixing the eigen-
vector u = {u1, . . . , un}T . Thus, some normalization forms can be used by the function
f (u), for instance, f (u) = ∑n

k=1 u∗k uk − 1 (unit vector), f (u) = ∑n
k=1 ∑n

j=1 u∗j Mjk uk − 1
(mass-normalized vector), or f (u) = uj − 1 (jth unit component), where the above u∗

denotes the conjugate–complex vector of u. Equation (9) can be read as a system of n + 1
equations with n + 1 unknowns, say (s, u1, . . . , un), which, in turn, are functions of the
p parameters via θ ∈ Rp. If the actual state of the damping model, represented by θ,
induces light damping, then there exist n conjugate–complex eigensolutions of the form
(sj, uj), (s∗j , u∗j ), 1 ≤ j ≤ n, and r real nonviscous eigenmodes (sj, uj), 2n + 1 ≤ j ≤ 2n + r,

where r = ∑N
k=1 rank(Ck) [7]. As the damping level (through the variation of parameters

θ), some of the conjugate–complex eigensolutions may come close to the real axis. If one
of these eigenvalues drops into the real axis, then the two pairs of conjugate–complex
eigenvalues are transformed into a double real eigenvalue, and then θ will lie exactly on
a critical manifold. At this point, the resulting negative eigenvalue is critical and double;
therefore, it will be the root, simultaneously, of both expressions in Equation (4). If the level
of damping continues to increase, the array θ will be completely inside an overdamped
region and the double root will be split into two overcritical (real and negative) eigenvalues
with non-oscillatory natures. At this point, it may be useful to distinguish between over-
damped modes and nonviscous modes. Both are properly non-oscillatory modes because they
correspond to real and negative eigenvalues. However, while the presence of the former
strongly depends on the level of damping, the amount of the latter, r = ∑N

k=1 rank(Ck),
depends on the spatial distribution of the viscous matrices Ck, rather than the value of
their coefficients. Therefore, the reader must be aware that nonviscous modes without
an oscillatory nature will be present always in nonviscously damped structures based on
kernels with exponential decay, no matter the damping level. Some works specifically
devoted to the study of nonviscous modes can be found in the references [8,20–22], where,
in particular, Mohammadi and Voss propose a mathematical characterization [20] and study
their distribution [21]. However, in the context of the current investigation, overdamped
modes are those whose non-oscillatory nature (as negative real numbers) can be affected
by the damping level, so that they can be transformed into complex underdamped modes
with oscillatory natures for low damping conditions.

Let us assume certain combination of damping parameters θ = θ0, lying within the
overdamped region and leading, consequently, to (at least) two overdamped modes. Let
us denote, respectively, by s0 ∈ R− and by u0 ∈ Rn, the eigenvalue and eigenvector
of one such modes. The (n + 1)−tuple (s0, u0) ∈ Rn+1 is, then, a particular solution of
Equation (9). Small variations of θ around θ0 lead to a functional dependence of s and u
with to θ. Mathematically, it is said, then, that there exist two functions:

s = s(θ) : Rp → R , u = u(θ) : Rp → Rn, (10)

which are implicitly defined by the expression in Equation (9) around the point (s0, u0),
holding that s0 = s(θ0) and u0 = u(θ0). In addition, we will assume that:

∇ f (u0) =

{
∂ f
∂u1

, . . . ,
∂ f

∂un

}T

u=u0

6= 0. (11)
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The expressions in Equation (9) can be written in a more compact form as:

F(y, θ) = 0, (12)

where F(y, θ) : Rn+1+p → Rn+1 is a vector field defined as:

F(y, θ) = {F1(y, θ), . . . , Fn(y, θ), Fn+1(y, θ)}T , (13)

with y = (s, u) ∈ Rn+1 and θ = {θ1, . . . , θp} ∈ Rp. Sufficient conditions to guarantee
the existence of the functions of Equation (10) are provided by the implicit function theo-
rem. Assuming that F(y, θ) is a continuously differentiable function in a neighborhood of
(y0, θ0), where y0 = {s0, u0}T and F(y0, θ0) = 0, then if the Jacobian matrix J F,y(y0, θ0) is
invertible, it can be ensured that there exists an open set U ⊂ Rp around θ0 and a unique
continuously differentiable function y = g(θ) : U → Rn+1, such that g(θ0) = y0 and
F(g(θ), θ) = 0 for all θ ∈ U. The existence of the function g(θ) = {s(θ), u(θ)} is directly
related to the location of θ within the domain of the damping parameters. Thus, if θ0 lies
on a critical surface, the above functions are not well defined since small variations of
the damping parameters lead to an indefinite state with two possible conjugate–complex
solutions. An assessment of the conditions under which the Jacobian matrix becomes
non-invertible will provide valuable information about critical damping. According to the
definition of the Jacobian matrix, and after some straight operations, it yields:

J F,y =

[
∂F
∂y

]
=



∂F1
∂s

∂F1
∂u1

· · · ∂F1
∂un

∂F2
∂s

∂F2
∂u1

· · · ∂F2
∂un

...
...

. . .
...

∂Fn
∂s

∂Fn
∂u1

· · · ∂Fn
∂un

ine
∂Fn+1

∂s
∂Fn+1

∂u1
· · · ∂Fn+1

∂un


=


∂D
∂s

u D

ine
0 ∇T f

 ∈ R(n+1)×(n+1) (14)

This result shows that the Jacobian matrix is formed by four matrix blocks. In ref. [18], it
was demonstrated that if D′(s)u = 0 (denoting (•)′ = ∂(•)/∂s), then rank

[
J F,y

]
< n + 1,

and therefore, J F,y is non-invertible and the functions s(θ) and u(θ) are not well defined
at that point. However, the inverse statement is not true in general; that is, eigensolutions
holding D′(s)u 6= 0 might lead to rank

[
J F,y

]
< n + 1. In the current paper, that result will

be improved by finding the necessary and sufficient conditions for which Jacobian matrix
is non-invertible, enabling a much more general characterization of the critical damping.
These conditions are presented in the following theorem:

Theorem 1. Assume that s ∈ R− and u ∈ Rn are a real eigensolution for a certain value of the
damping parameters θ ∈ Rp. In addition, it will be assumed that rank[D(s, θ)] = n− 1. Under
these hypotheses, the Jacobian is non-invertible, i.e., det

[
J F,y

]
= 0, if and only if uTD′(s, θ)u = 0.

Proof. First, let us consider that det
[
J F,y

]
= 0. Since we are free to choose f (u), it can

be assumed that the last row of J F,y, i.e., the vector {0,∇T f }, is linearly independent of
the previous n rows; therefore, rank[D′(s, θ)u, D(s, θ)] ≤ n− 1. Then, there exist n real
coefficients, α1, . . . , αn, not all of which are zero, such that:

D′(s, θ)u = α1 d1 + · · ·+ αn dn, (15)
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where dj = {Dj1(s, θ), . . . , Djn(s, θ)}T denotes the jth column/row of the matrix D(s, θ),
due to the symmetry. Writting Equation (15) in matrix form yields:

D′(s, θ)u = D(s, θ) α, (16)

where α = {α1, · · · αn}T 6= 0T . Since u is an eigenvector, D(s, θ)u = 0, and consequently:

uTD′(s, θ)u = uT(D(s, θ) α) =
(

uTD(s, θ)
)

α = 0T α = 0. (17)

Inversely, assume that uTD′(s, θ)u = 0. Then, the vector D′(s, θ)u belongs to the
vector subspace:

S = {x ∈ Rn : uT x = 0}.

It is straightforward that the dim(S) = n− 1 because u ∈ Rn is a non-zero vector. Moreover,
since u is an eigenvector associated to s, the n following relationships hold:

D(s, θ)u = {uT d1, . . . , uT dn}T = 0, (18)

where dj has already been defined above. It is clear that dj ∈ S , for 1 ≤ j ≤ n. Since
dim(S) = n − 1 and rank[D(s, θ)] = n − 1, then (without loss of generality) the set
of vectors d1, . . . , dn−1 is a basis of S . Thus, there exist n − 1 coefficients, β1, . . . , βn−1,
such that:

D′(s, θ)u = β1 d1 + · · ·+ βn−1 dn−1. (19)

Therefore,
rank

[
D′(s, θ)u, d1, . . . , dn−1

]
= n− 1. (20)

Adding dn to the previous set does not change the rank because, by hypothesis, it is
rank[D(s, θ)] = n− 1, yielding, then:

rank
[

D′(s, θ)u D(s, θ)
]
= n− 1,

which leads to rank
[
J F,y

]
≤ n and, therefore, det

[
J F,y

]
= 0.

The previous result provides a new theoretical characterization of critical eigenmodes
as those modes whose functional dependency on the damping parameters is not well
defined. According to such result, a combination of damping parameters is said to be
critical if at least one mode (s, u) verifies the following relations:

D(s)u = 0, (21)

uT ∂D
∂s

u = 0. (22)

The Equation (22) results are of interest, from a theoretical point of view, but are not useful
in practice since the critical eigenvectors are unknown. However, according to the following
theorem, the location of critical eigenvalues along the real axis may be conditioned if the
associated eigenvectors are close to the classical normal modes.

Theorem 2. Assume that s ∈ R− is a critical eigenvalue with eigenvector u ∈ Rn of Equation (21),
and ω1 ≤ . . . ≤ ωn are the n undamped natural frequencies. Then:

(i) s ≤ −ω1;
(ii) Furthermore, if u is close to a normal mode φj, in the sense that u = φj + ∑k 6=j ajkφk with

∑k 6=j a2
jk � 1, and, in addition, if the inequality ∑k 6=j a2

jk ω2
k ≥ ω2

j ∑k 6=j a2
jk holds, then

s ≤ −ωj

(iii) (Ref. [23]) If the system is purely viscous, with G′(s) ≡ 0, then s = −
√

uTKu
uTMu .
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Proof. (i) Let us transform the relationship of Equation (21) into a scalar equation by left
multiplying by the eigenvector uT . Both Equations (21) and (22) yield:

s2 M(u) + s g(s, u) + K(u) = 0, (23)

2sM(u) + g(s, u) + s g′(s, u) = 0, (24)

where M(u) = uT M u , g(s, u) = uT G(s)u , K(u) = uT K u. Dividing Equation (23)
by s, and subtracting both equations, we obtain:

− sM(u) + K(u)/s− s g′(s, u) = 0. (25)

Since G(s) = L{G(t)} verifies the conditions of Golla and Hughes [24], thereby represent-
ing a strictly dissipative viscoelastic model, then:

g′(s, u) = uTG′(s)u = uTL{tG(t)}u ≤ 0 , ∀u ∈ Rn. (26)

After straight operations in Equation (25):

− 1 +
K(u)

s2M(u)
=

g′(s, u)
M(u)

≤ 0, (27)

which leads to the inequality s2 ≥ K(u)
M(u) . Discarding positive solutions, s ≤ −

√
K(u)
M(u) . It is

known [25] that:

ω1 = min
u∈Rn

uT K u
uT M u

, (28)

whence the inequality s ≤ −ω1 holds.
(ii) Assume that the eigenvector u is close to the jth normal mode φj. Without loss of

generality, u can be written as:

u = φj +
n

∑
k=1
k 6=j

ajkφk, (29)

where ∑n
k=1
k 6=j

a2
jk � 1. Hence:

uTMu =

(
φT

j + ∑
k 6=j

ajkφT
k

)
M

(
φj + ∑

k 6=j
ajlφ

T
l

)
= φT

j Mφj + 2 ∑
k 6=j

ajkφT
j Mφk + ∑

k 6=j
∑
l 6=j

ajkajlφ
T
k Mφl

uTKu =

(
φT

j + ∑
k 6=j

ajkφT
j

)
K

(
φj + ∑

k 6=j
ajkφj

)
= φT

j Kφj + 2 ∑
k 6=j

ajkφT
j Kφk + ∑

k 6=j
∑
l 6=j

ajkajlφ
T
k Kφl

(30)

Using, to the modal orthogonality, relations φT
j Mφk = δjk and φT

j Kφk = ω2
k δjk, the above

expressions can be simplified, yielding:

uTMu = 1 + ∑
k 6=j

a2
jk , uTKu = ω2

j + ∑
k 6=j

a2
jkω2

k . (31)

Plugging these expressions into the Rayleigh quotient and rearranging the resulting expres-
sion:

K(u)
M(u)

=
ω2

j + ∑k 6=j a2
jkω2

k

1 + ∑k 6=j a2
jk

= ω2
j +

∑k 6=j a2
jkω2

k −ω2
j ∑k 6=j a2

jk

1 + ∑k 6=j a2
jk

. (32)
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According to the hypothesis of Theorem 2, it is ∑k 6=j a2
jkω2

k ≥ ω2
j ∑k 6=j a2

jk; therefore:

s2 ≥ K(u)
M(u)

≥ ω2
j . (33)

Finally, since s < 0, it leads to the searched inequality s ≤ −ωj.
(iii) If the system is purely viscous, then G′(s) ≡ 0; therefore, it is g′(s, u) = 0. Thus,

from Equation (25), it yields, straightforwardly:

s = −

√
uTKu
uTMu

. (34)

The point (iii) of this theorem, proved here as a particular case of nonviscous systems, was
already deduced by [23] in the context of the decoupling of defective linear dynamical
systems.

According to the first part of Theorem 2, the presence of critical eigenvalues within
the range −ω1 < s < 0 can be discarded. Perhaps more important is the point (ii) of the
theorem, which allows for bounding critical eigenvalues associated to each undamped
mode, provided that the system can be considered as slightly nonproportional. In the next
section, this result will be used to derive the proposed methodology.

3. Derivation of Critical Curves: The Modal Critical Equation

In the previous section, a new theoretical characterization of critical eigenmodes has
been derived, considering critical modes as those whose functional dependency on the
damping parameters is not well defined. According to one such result, a combination of
damping parameters is said to be critical if it leads to (at least) one mode (s, u) verifying
the following relations:

D(s)u = 0, (35)

uT ∂D
∂s

u = 0. (36)

The aim of this section is to develop a numerical method based on the above equations to
determine points of the critical curves. These curves graphically represent thresholds in the
parametric domain where the oscillatory nature of a complex mode is lost, giving rise to
two overdamped distinct real modes. Consider the two scalar relationships, Equations (23)
and (24). Now, dividing both equations by s g(s, u) and g(s, u) + s g′(s, u), respectively, and
subtracting, yields:(

s2

sg(s, u)
− 2s

g(s, u) + s g′(s, u)

)
M(u) +

1
s g(s, u)

K(u) = 0. (37)

After some straight operations, this equation can be rearranged in a more compact form:

s2 g(s, u)− s g′(s, u)
g(s, u) + s g′(s, u)

=
K(u)
M(u)

. (38)

The starting point of the developments is focused on this equation. For purely viscous
systems, with g′(s, u) ≡ 0, Equation (38) is reduced to s2 = uT K u/uT M u, as proved
above. Papargyri-Beskou and Beskos pointed out [10] that, for nonproportional systems,
the approach:

s2 ≈
φT

j Kφj

φT
j Mφj

= ω2
j
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can be assumed with accurate results. This affirmation can be justified directly from the
approximation of Equation (32), which states s ≈ −ωj with an error of the second order of
magnitude in terms of the coefficients ajk of Equation (29). These coefficients, in turn, are
directly related to the nonproportionality of the system. Indeed, Adhikari [1] proved that
ajk is directly related to the off-diagonal terms of the modal damping matrix, i.e.:

ajk = −s
gjk(s)
Dkk(s)

+ s2
n

∑
l=1

j 6=l 6=k

gkl(s)gjl(s)
Dkk(s)Dll(s)

+ · · · , j 6= k, (39)

provided that the matrix S(j) =
[
S(j)

ik

]
∈ Rn×n fulfills the condition

∥∥∥S(j)
∥∥∥ < 1, where:

S(j)
ik = −s

gik(s)

Dii
(1− δik)(1− δkj)(1− δij) , 1 ≤ i, k ≤ n,

gik(s) = φT
i G(s)φk,

Dii(s) = s2 + sgii(s) + ω2
i , (40)

and δij denotes the Kronecker delta function. Equation (38) depends on u on both sides. It is
clear that if the system is proportional, then gik(s) ≡ 0, 1 ≤ i, k ≤ n, and such an equation
will depend on s and on the given mode φj. Proportional systems admit closed-form
analytical solutions for critical curves, as proved in reference [26]. However, the presence
of u in Equation (38) requires some assumptions to reach approximate solutions. A more
detailed inspection of the nature of equation Equation (38) enables a determination of the
dependence of the off-diagonal terms of the damping matrix. Indeed, O(•)-notation will
be considered to distinguish this order of magnitude. Thus, in general, a certain vector
or scalar will be of order h, say O(h), if its components depends on the hth order of the
entries gik(s) and their s-derivatives, g′ik(s). For instance, products of the type gik(s)g′lm(s)
or g′ik(s)g′lm(s) are both considered to be of order O(2). If the system exhibits lightly
nonproportional damping, it is expected that terms of a higher order involved in the
equations could be neglected with respect to those ones of order zero. Based on the above
considerations, we are interested in addressing the nonproportionality order defined above
for each of the terms involved in Equation (38) and, ultimately, the order of the entire
equation. Thus, for g(s, u), it yields:

g(s, u) = uTG(s)u =

φT
j +

n

∑
k=1
k 6=j

ajkφT
k

G(s)

φj +
n

∑
k=1
k 6=j

ajkφk

 = gjj(s) +O(2). (41)

Similarly, and using the orthogonality relations, it is straightforward that:

g′(s, u) = g′jj(s) +O(2) , K(u) = ω2
j +O(2) , M(u) = 1 +O(2). (42)

Plugging the above relations into both sides of Equation (38), it yields:

s2 g(s, u)− s g′(s, u)
g(s, u) + s g′(s, u)

= s2
gjj(s)− s g′jj(s) +O(2)
gjj(s) + s g′jj(s) +O(2)

= s2
gjj(s)− s g′jj(s)

gjj(s) + s g′jj(s)
+O(2)

K(u)
M(u)

=
ω2

j +O(2)
1 +O(2) = ω2

j +O(2).

(43)

Finally, we find that:

s2
gjj(s)− s g′jj(s)

gjj(s) + s g′jj(s)
= ω2

j +O(2). (44)
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Encouraged by this result, we postulate that, in those cases where the eigenvector u is close
to φj, it can be stated that:

s2
gjj(s)− s g′jj(s)

gjj(s) + s g′jj(s)
≈ ω2

j . (45)

In the context of this article, this equation will be called theModal Critical Equation (MCE)
associated to the jth mode. This scalar equation, together with the eigenvalue problem
D(s)u = 0, makes up the system of equations for solving the critical curve. We find, in this
equation, the two particular cases that have been already solved in the literature: (a) purely
viscous damping, studied by Papargyri-Beskou and Beskos [10], and (b) proportional
nonviscous damping, investigated by Lázaro and García-Raffi [26]. Both cases deserve
some comments before addressing the proposed strategy to solve the general case of
nonproportional nonviscously damped systems.

Mathematically, the purely viscous case is characterized by a frequency-independent
damping matrix, G(s) ≡ C. Equation (45) degenerates into the n equations s2 ≈ ω2

j for all
modes 1 ≤ j ≤ n. The results obtained fit the actual overdamped regions, generally, quite
well, as is reflected in ref. [10]. One of the numerical examples of the current paper shows
the outcomes for viscous systems, reinforcing those results.

The second particular case which can be derived from Equation (45) is that of propor-
tional damping. Indeed, if gij(s) = φT

i G(s)φj = gjj(s) δij, then it follows that Equation (45)
is no longer an approximation, but that both sides of the equation are irrefutably equal. Fur-
thermore, as shown by [26], the eigenvalue problem can be decoupled using the undamped
modal space, and the critical curves arise as exact closed forms. The graphical realization of
such curves matches perfectly with the overdamped regions, and overlappings represent
regions with several overdamped modes.

The current developments, carried out for nonviscous nonproportional systems,
should be consistent with those aforementioned (viscous damping and proportional non-
viscous damping); thus, approximate critical surfaces arise by eliminating the Laplace
parameter s from both the characteristic equation and MCE, namely:

det[D(s)] = 0, (46)

s2
gjj(s)− s g′jj(s)

gjj(s) + s g′jj(s)
= ω2

j , 1 ≤ j ≤ n. (47)

Symbolically manipulating determinants is not computationally efficient for moderate or
large systems: on one hand, only in some cases is it possible to solve Equation (47) analyti-
cally, because this equation could, ultimately, be expressed as a polynomial whose order
increases with the number of hereditary kernels N. On the other hand, even if analytical
solutions are available, their substitution in Equation (46) would lead to expressions that
are unapproachable for moderate or large systems, due to the computational complexity
behind the determination of analytical expressions of determinants.

In order to address these limitations, we will make use of the result obtained in Theorem 2(ii),
which establishes, under the hypothesis of light nonproportional damping, the range −∞ <
s ≤ −ωj for any critical eigenvalue associated to the jth normal mode. Hence, the following
dimensionless parameter associated to mode j is defined:

α = −
ωj

s
. (48)

Therefore, translating the above limits to the new parameter, it is clear, then, that 0 < α ≤ 1.
From now on, the variable s, throughout the dimensionless parameter α, should not be read
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as an unknown but as an independent parameter. Both the eigenvalue problem, D(s)u = 0,
and the MCE can be expressed, in terms of this new parameter, as:[(

−
ωj

α

)2
M−

ωj

α
G(−ωj/α) + K

]
u = 0, (49)

(
−

ωj

α

)2 gjj(−ωj/α) + (ωj/α) g′jj(−ωj/α)

gjj(−ωj/α)− (ωj/α) g′jj(−ωj/α)
= ω2

j , 1 ≤ j ≤ n. (50)

Considering the general form for matrix G(s) consisting of N hereditary kernels (see
Equation (5)), we have:

G(−ωj/α) =
N

∑
k=1

µk
−ωj/α + µk

Ck =
N

∑
k=1

α

α−ωj/µk
Ck,

gjj(−ωj/α) = φT
j G(−ωj/α)φj =

N

∑
k=1

α

α−ωj/µk
φT

j Ck φj,

g′jj(−ωj/α) = φT
j G′(−ωj/α)φj = −

N

∑
k=1

µk
(−ωj/α + µk)2 φT

j Ck φj,

= −
N

∑
k=1

α2µk
(µkα−ωj)2 φT

j Ck φj.

(51)

Plugging these expressions into Equations (49) and (50), and after further simplifications, it
yields:

N

∑
k=1
RjkCk u = Mj u, (52)

N

∑
k=1
R2

jk φT
j Ckφj =

2
α2 + 1

N

∑
k=1
Rjk φT

j Ckφj , 1 ≤ j ≤ n, (53)

where:
Rjk =

α

α− ωj
µk

, Mj =
ωj

α
M +

α

ωj
K. (54)

All the parameters that control the dissipative model are included within Equations (52)
and (53): indeed, the relaxation coefficients µk, 1 ≤ k ≤ N are represented by the auxiliary
variablesRkj = α/(α−ωj/µk), and the viscous coefficients are represented as the entries
of Ck. The strategy to build a critical curve starts by choosing two of these parameters
of interest; let us denote them as θ1 and θ2. Both can be either two viscous coefficients or
two nonviscous coefficients, or even one of each type (possible combinations are listed
below and in Table 1). Setting a mode j, then, by sweeping out the parameter α in the range
0 < α ≤ 1, the graph of a curve arises, solving the different solutions of Equations (52)
and (53) in the unknowns θ1 and θ2. Therefore, a family of n curves may be plotted:

{θ1(α), θ2(α), 0 < α ≤ 1}n
j=1, (55)

although, for large systems, the most representative modes can be taken, as shown later in
Example 2. It turns out that Equations (52) and (53) constitute, themselves, an eigenvalue
problem in the parameters θ1 and θ2. In some cases, one of these parameters may be
obtained as a linear or quadratic function of the other parameter from Equation (53), and
after plugging into Equation (52), an one-parameter eigenvalue problem is obtained. In
other cases, this is not possible, and both parameters must be solved simultaneously as
part of a two-parameter eigenvalue problem. The different scenarios arise after combining
the damping parameters in pairs, leading to four possible type of curves (see Table 1). The
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details explaining how to transform Equations (52) and (53) into eigenvalue problems are
explained in Example 1. Below, the four distinct types of curves which can be found are
listed, together with a brief description of the algebraic numerical problem that arises:

Type I. Critical curves between two viscous coefficients {ci(α), ck(α)}, where ci and ck
are entries of Ci and Ck, respectively. If i 6= k, both coefficients belong to matrices
associated to different kernels. Otherwise, if i = k, then both parameters are part
of the same viscous matrix, a case which can be denoted as {ci1(α), ci2(α)} . Since
both Equations (52) and (53) are linear in the viscous parameters, {ci1(α), ci2(α)},
one of these coefficients can be solved from Equation (53) and plugged into
Equation (52), leading to a linear eigenvalue problem.

Type II. Critical curves that relate pairs of different nonviscous coefficients {µi(α), µk(α)}
corresponding to different hereditary kernels. The numerical method is based
on considering the auxiliary variables {Rji,Rjk} instead of µi and µk. Due to the
mathematical structure of Equations (52) and (53), both parametersRji andRjk
must be solved simultaneously by a two-parameter linear eigenvalue problem.

Type III. Critical curves between a viscous and a nonviscous coefficient, both correspond-
ing to the same ith kernel, {ci(α), µi(α)}, where ci is an entree of Ci. Since both
ci and µi belong to the same kernel, straight rearrangements of Equations (52)
and (53) lead to a linear eigenvalue problem involving one parameter.

Type IV. Critical curves of a viscous coefficient of the ith kernel, say ci, with the kth re-
laxation parameter µk, i 6= k: {ci(α), µk(α)}. Again, using Equation (53) to solve
for ci, and after straight manipulations, the matrix equation (52) can be trans-
formed into a quadratic eigenvalue problem with one parameter. As known, any
quadratic eigenvalue problem can be reduced to a double-sized linear problem.

The most important contributions, from a theoretical point of view, have been pre-
sented: (i) the new characterization of the critical modes given in Equation (36); (ii) the
derivation of the modal critical Equation (45), and (iii) the development of a numerical
model—summarized in both Equations (52) and (53)—which enables reducing the compu-
tation of any critical curve to solve an eigenvalue problem repeatedly along the interval
α ∈ (0, 1]. In the following section, the aforementioned outcomes will be validated through
two numerical examples, covering discrete and continuous systems.

Table 1. Types of critical curves and the corresponding eigenvalue problem required for their
determination (see Example 1 for details about the procedure to obtain such eigenvalue problems).

Curve Parameters {θ1, θ2} Equivalent Eigenvalue Problem

Type I {ci, ck} one-parameter linear
Type II {µi, µk} two-parameter linear
Type III {ci, µi} one-parameter linear
Type IV {ci, µk} one-parameter quadratic

4. Numerical Examples
4.1. Example 1: Discrete System

In the first example, a discrete four-degrees-of-freedom mass-spring structure will be
considered. Figure 1 represents the distribution of the four masses m = 10 kg linked by
linear springs with coefficient k = 103 N/m. The mass and stiffness matrices yield:

M = mI4 , K = k


2 −1 0 0
−1 2 −1 0

0 −1 2 −1
0 0 −1 2

 (56)
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Damping is introduced through two types of nonviscous dampers, distributed as shown in
Figure 1 and modeled, respectively, with two different hereditary exponential functions,
leading to the damping matrix:

G(t) = µ1e−µ1tC1 + µ2e−µ2tC2, (57)

where:

C1 = c1


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 ≡ c1 Q1 , C2 = c2


1 −1 0 0
−1 2 −1 0

0 −1 2 −1
0 0 −1 2

 ≡ c2 Q2. (58)

Above, the set {c1, c2, µ1, µ2} collects the four damping parameters of the viscoelastic model.
The main goal is to find critical relationships between different pairs, fixing the rest of them.
Since the undamped modes play an important role in the construction of such curves, the
linear eigenvalue problem

(
−ω2M + K

)
u = 0 needs to be solved, resulting in the natural

frequencies of Table 2, expressed in terms of a reference frequency, ωr =
√

k/m = 10 rad/s.

Figure 1. The four-degrees-of-freedom discrete system of Example 1, with nonproportional damping.
G1(t) and G2(t) represent the hereditary function of nonviscous dampers. Masses m = 10 kg;
rigidities k = 103 N/m.

Table 2. Undamped natural frequencies of Example 1 in rad/s.

k (N/m) m (kg) ω1 ω2 ω3 ω4

103 10.00 6.1803 11.7557 16.1803 19.0211

In the context of this example, Equations (52) and (53) can be particularized, yielding:

Rj1C1 u +Rj2C2 u = Mj u, (59)

R2
j1 φT

j C1φj +R2
j2 φT

j C2φj =
2

α2 + 1

(
Rj1 φT

j C1φj +Rj2 φT
j C2φj

)
, 1 ≤ j ≤ n, (60)

where:
Rj1 =

α

α− ωj
µ1

, Mj =
ωj

α
M +

α

ωj
K , 1 ≤ j ≤ n. (61)

The procedures for addressing the curves differ depending on the type under consideration
(see classification above in Table 1). Although an eigenvalue problem arises in every case,
it changes the way in which it is derived, and this example will help clarify how to carry
out the solution in each case.

4.1.1. Critical Curves between c1 and c2 (Type I)

Consider µ1 and µ2 as fixed. We are interested in points of type (c1, c2), for which
both Equations (59) and (60) hold simultaneously. This will be achieved by eliminating one
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of the parameters (c1 or c2) from Equation (60) and plugging the result into Equation (59).
Indeed, introducing some auxiliary variables, Equations (59) and (60) yield:

c1 Rj1u + c2 Rj2u = Mj u, (62)

c1 Sj1 + c2 Sj2 = 0, (63)

where:
Rj1 = Rj1 Q1 Sj1 = Rj1

[
(α2 + 1)Rj1 − 2

]
φT

j Q1φj,
Rj2 = Rj2 Q2 Sj2 = Rj2

[
(α2 + 1)Rj2 − 2

]
φT

j Q2φj.

After straight manipulations, Equation (62) can be written exclusively as function of c1,
giving rise to a classical linear eigenvalue problem:[

Aj(α)− c1 B j(α)
]
u = 0, (64)

with:
Aj(α) = Sj2 Mj , B j(α) = Sj2 Rj1 − Sj1 Rj2. (65)

Above, the dependency on the considered mode j and on the parameter α has been high-
lighted. Precisely, by sweeping this latter in the range 0 < α ≤ 1, pairs of the form
{c(j)

1 (α), c(j)
2 (α)} can be listed and plotted. For this example, n = 4 and, additionally, the

number of non-zero and noninfinite solutions for c1 in Equation (64) depends on the rank
of matrices Aj(α),B j(α), leading to several branches for each mode. Results are shown in
Figure 2 in nondimensional form, say:

ζ1 =
c1

2mωr
, ζ2 =

c2

2mωr
, ν1 =

ωr

µ1
, ν2 =

ωr

µ2
, (66)

where ωr =
√

k/m = 10 rad/s is a reference frequency. Plots of Figure 2a–d have been built
using four different pairs of non-viscous parameters, shown on top of each figure, including
the purely viscous case in (a). Furthermore, in order to contrast the proposed solution
with the exact critical region, the visible domain has been meshed by a 500×500-point grid,
and the eigenvalue problem D(s)u = 0 has been solved. The grayscale shows the total
number of overdamped modes. Both the system matrices’ assembly code and the numerical
solution of the eigenvalue problems have been implemented in MATLAB® software. This
environment has also been used for the rest of the numerical cases within this manuscript.

The critical curves for the purely viscous model are depicted in Figure 2a, where
ν1 = ν2 = 0 and G(s) ≡ C = c1Q1 + c2Q2. In this case, the modal critical equation is
not a function of α, and degenerates into s = −ωj (α = 1). Hence, the proposed critical
curves (c1, c2) can be determined solving the eigenvalue problem (ω2

j M−ωjC + K)u = 0
in terms of c1 and c2, leading to:[

ω2
j M + K

]
u = ωj c1Q1u + ωj c2Q2u. (67)

By sweeping the values of c1 over a preset interval, the values of c2 can be determined by
solving the above eigenvalue problem. All the solutions (c1, c2) of the previous problem
have s = −ωj as a common (overdamped) eigenvalue. Consequently, they will always lie
within an overdamped region. Furthemore, those solutions whose eigenvectors u fullfill
uTKu/uTMu ≈ ω2

j will be those closer to the critical boundaries, holding the condition of
critical damping. As shown in Figure 2a, the so-determined curves fit the critical regions
with good agreement, something that was already observed in [10].
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Figure 2. Proposed critical curves {c(j)
1 (α), c(j)

2 (α)}4
j=1 of Example 1, for four different cases of

nonviscous parameters µi = ωr/µi. Gray-shaded areas represent exact overdamped regions: the
darker the gray color the greater the number of overdamped modes.

As shown in the theoretical results, it is expected that inaccuracies of the proposed
approach arise as the viscoelasticity increases. It is interesting to study how this loss
accuracy evolves in the current example. To this end, the proposed curves have been
evaluated for different values of the nonviscous parameters ν1, ν2, in increasing order,
leading to Figure 2b–d. In Figure 2b, the proposed critical curves fit the critical region
accurately. Some curves lie inside the gray region; meanwhile, others fit satisfactorily with
the critical boundaries. The former are associated to overcritically damped eigenvalues;
in other words, the eigenvalue s = −ωj/α is overcritical. On the other hand, the latter
define the proper critical points between underdamped and one-mode overdamped regions,
or even along the internal thresholds separating one-mode and two-mode overdamped
regions.

Figure 2b shows a case with relatively low viscoelasticity. The layout of the proposed
critical curves is smooth and fits the overdamped regions quite accurately. In contrast,
Figure 2c,d presents poorer results as parameters ν1 and ν2 become larger. Two different
aspects can be highlighted with respect to Figure 2c,d: (i) on one side, the curves do not



Appl. Sci. 2022, 12, 2478 16 of 23

seem to regularly follow the exact contours of the regions, resulting in loop-like shapes.
This seems to be caused after increasing the parameters ν1 and ν2, something that leads
the system far away from the purely viscous case. (ii) On the other side, some curves lie
outside the overdamped region. Remember that each point of the curves is associated to a
real eigenvalue of the form s = −ωj/α, and this does not exclude the so-called nonviscous
modes, also presented in the problem D(s)u = 0. These nonviscous eigenvalues become
more relevant as the viscoelasticity increases [8,21], although they are not properly classified
as overcritical; consequently they may lay outside the overdamped region as, indeed, it
occurs (see Figure 2d). Therefore, the presence of non-viscous eigenvalues somehow makes
the identification of critical regions more difficult.

4.1.2. Critical Curves between µ1 and µ2 (Type II)

The nonviscous coefficients µ1 and µ2 are represented in Equations (59) and (60) by
the auxiliary variablesRj1 andRj2. In addition, let us consider v1 ∈ R, v1 6= 0, and denote
them by v2 and v3, such that:

v2 =
[
(α2 + 1)Rj1 − 2

]
v1, v3 =

[
(α2 + 1)Rj2 − 2

]
v1. (68)

Then, Equation (60) can be written as:

Rj1 φT
j C1φj v2 +Rj2 φT

j C2φj v3 = 0. (69)

Equations (68) and (69) can be written in matrix form as:

Rj1

 0 φT
j C1φj 0

α2 + 1 0 0
0 0 0


v1
v2
v3

+Rj2

 0 0 φT
j C2φj

0 0 0
α2 + 1 0 0


v1
v2
v3

 =

 0 0 0
2 1 0
2 0 1


v1
v2
v3

. (70)

Therefore, Equations (59) and (70) can be written together as:

Rj1 C1u +Rj2 C2u = Mj u,

Rj1 Ej1v +Rj2 Ej2v = H v, (71)

where v = {v1, v2, v3}T , and:

Ej1 =

 0 φT
j C1φj 0

α2 + 1 0 0
0 0 0

 , Ej2 =

 0 0 φT
j C2φj

0 0 0
α2 + 1 0 0

 , H =

 0 0 0
2 1 0
2 0 1

. (72)

With a fixed value of α ∈ (0, 1] and a mode j, Equation (71) represents a two-parameter
eigenvalue problem with eigenvalues {Rj1, Rj2} and eigenvectors u, v, which can be
solved using Jacobi–Davidson-based algorithms proposed by Hochstenbach et al. [27] and
by Muhič et al. or [28] for nonsingular and singular problems, respectively. Undoing the
change of variable, parametric curves of the form {ν(j)

1 (α), ν
(j)
2 (α), 0 < α ≤ 1, 1 ≤ j ≤ 4}

can be drawn, where νk = ωr/µk. The graphs of these curves have been plotted in
Figure 3, where, as above, the domain has been meshed in a 500× 500 grid, where the total
spectrum of eigenvalues has been determined in order to shade exact critical regions. It
can be seen that the curves calculated with the proposed method enclose nearly almost the
entire overdamped region—even those boundaries separating subregions with different
numbers of overdamped modes (inside boundaries), characterized in the graph with
different grayscales.
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Figure 3. Critical curves (ν1, ν2) of the four-degrees-of-freedom discrete system of Example 1 with
ζ1 = 2.50, ζ2 = 3.00. Shaded regions represent the exact critical regions. The different levels of gray
color stands for the number of overdamped modes.

4.1.3. Critical Curves between c2 and µ2 (Type III)

The procedure to solve the critical curves between the viscous and nonviscous coeffi-
cients of the same kernel will be described now. In particular, and without loss of generality,
the parameters {c2, µ2} will be considered now as variables to be solved (or unknowns);
meanwhile, parameters µ1 and c1 are assumed to be fixed with known values. Denote, by
C2 = c2 Q2; then, Equations (59) and (60) yield:

Rj2 c2 Q2 u = Mj u−Rj1C1 u, (73)

+Rj2 c2

[
(α2 + 1)Rj2 − 2

]
φT

j Q2φj = −Rj1

[
(α2 + 1)Rj1 − 2

]
φT

j C1φj. (74)

Solving, now, forRj2c2 in Equation (74), and plugging it into Equation (73), this latter leads,
after some manipulations, to the linear eigenvalue problem:

Q2 u = λB j u, (75)

where:
B j = Mj −Rj1C1. (76)

The new λ parameter maps µ2 under the following change of variable, reminding that
Rj2 = α/(α− ωj

µ2
), and:

λ = −
[
(α2 + 1)Rj2 − 2

]
φT

j Q2φj

Rj1
[
(α2 + 1)Rj1 − 2

]
φT

j C1φj
. (77)

If α, ωj, φj, and the parameters c1 and µ1 are fixed, Equation (77) establishes a straight
relationship between λ and µ2. For a shake of clarity in the notation, the α-dependency
is omitted in all matrices. Equation (75) produces as many solutions in λ as rank(Q2) (in
the current example rank(Q2) = 4). Hence, µ2 can be found from Equation (77) and c2
from Equation (74). Curves between c1 and ν1 could be drawn similarly, just changing
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the roles of the parameters. Examples of these curves are shown in Figure 4. Since the
overdamped regions are somehow enveloped by critical curves, it is good practice to plot
these curves for all modes, improving the visualization of the result. In addition, the
presence of loop-type shapes is observed in the curves, something that is associated with
the presence of non-viscous eigenvalues, as in the previous case.

Figure 4. Critical curves of the discrete four-dof model of Example 1, in the domain of the two
parameters (ζ2, ν2) (viscous and nonviscous parameters of the second kernel). The rest of the
parameters are ζ1 = 0.70 and ν1 = 0.05. Grayscales show regions with one and two overdaped
modes.

4.1.4. Critical Curves between c1 and µ2 (Type IV)

In this last point, the method for deducing critical curves involving a viscous and
a nonviscous coefficients will be illustrated, both from different hereditary kernels. In
this case, and without loss of generality, consider c1 and µ2, so that the new unknowns in
Equations (59) and (60) will be both c1 itself andRj2 as an auxiliary variable, yielding:

c1Rj1Q1 u +Rj2C2 u = Mj u, (78)

c1Rj1φT
j Q1φj

(
Rj1 −

2
α2 + 1

)
+Rj2φT

j C2φj

(
Rj2 −

2
α2 + 1

)
= 0. (79)

In Equation (79), c1 can be expressed in quadratic form as a function ofRj2. Plugging this
expression into Equation (78), and after some simplifications, we find:[

R2
j2 Xj(α) +Rj2 Yj(α) + Zj(α)

]
u = 0, (80)

where:

Xj(α) = −
φT

j C2φj

φT
j Q1φj

Q1

Rj1 − 2
α2+1

,

Yj(α) =
2

α2 + 1

φT
j C2φj

φT
j Q1φj

Q1

Rj1 − 2
α2+1

+ C2,

Zj(α) = −Mj.

(81)
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Equation (80) represents a quadratic eigenvalue problem, in the variableRj2, that can be
addressed straightforwardly for each α using the state-space approach, undoing later the
change of variable into µ2 (or ν2 in nondimensional form). Finally, and in order to build pairs
of the form (c1, µ2), one value of c1 can be found for each µ2 by using Equation (79), namely:

c1 = −
φT

j C2φj

φT
j Q1φj

Rj2

(
Rj2 − 2

α2+1

)
Rj1

(
Rj1 − 2

α2+1

) . (82)

The results are shown in Figure 5. The curves generally draw the shape of the over-
damped regions quite closely, even at the inside boundaries. It can be observed that, for
lower values of ν1, the plot exhibits a good fit with exact regions. This tendency is kept
in the whole graph, except for part of the first mode curves (magenta curve), which lay
outside the overdamped region due to the effect of noviscous modes, with more presence
for higher values of ν1.

Figure 5. Critical curves of the four-dof discrete system of Example 1 in the domain of parameters
(ζ1, ν2) (viscous ratio of the first kernel and nonviscous parameters of the second kernel). Other
parameters: ζ2 = 0.80 and ν1 = 0.02.

This example has illustrated how to transform equations into eigenvalue problems,
validating the theoretical results and outlining the limitations of the proposed numerical
approaches. In order to complete the research, we consider it to be of interest to illustrate,
in the following numerical example, how to apply the method for determining some critical
curves for larger systems: a continuous beam finite element model supported by several
viscoelastic dampers.

4.2. Example 2: Continuous Systems

This example is intended to illustrate the application of the method of continuous
systems with a higher number of degrees of freedom, in particular, a beam modeled
using finite elements. Consider the beam of length l = 5 m, shown in Figure 6, with
simple and clamped supports as boundary conditions, and with three local viscoelastic
dampers, placed at sections l/3, 2l/3, and l, constraining the vertical displacements. A
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total number of ne = 12 two-node Euler–Bernoulli finite elements are used. Each node has
three degrees of freedom (two displacements and rotation) resulting in a 36-dof system.
The assumed material has a Young modulus E = 210 GPa and density ρ = 7.85 t/m3.
The cross section is constant with a flexural stiffness of EI = 224 kNm2 and a mass per
unit of length of ρA = 62.8 kg/m. Each viscoelastic link is formed by a linear spring
together with a nonviscous exponential damping function. The stiffness of the springs
are k1 = k2 = 3.584 kN/m and k3 = 7.168 kN/m. According to the hypothesis assumed
in this paper, the three associated exponential kernels (N = 3) are controlled under three
relaxation parameters µk. Hence, Gk(t) = µk ck e−µkt, 1 ≤ k ≤ 3. The damping model is
then a function of three viscous matrices

G(t) = C1 µ1 e−µ1t + C2 µ2 e−µ2t + C3 µ3 e−µ3t, (83)

where the matrix Ck has a non-zero element equal to ck in the entries corresponding to those
degrees of freedom that are affected by the kth damper. The parameters will be written,
preferably in dimensionless form, as ζk = ck/2mrωr and νk = ωr/µk, where mr = 314 kg is
the total mass of the beam and ωr =

√
EI/ml3 = 2.3889 rad/s is the reference frequency.

We propose drawing the critical curves of the parameters (ζ1, ν1) for the fixed values of the
rest of parameters, say {ζ2, ζ3, ν2, ν3}. According to the classification given above, this is
a type-III curve. Parameters c1 and µ1 are part of the matrix C1 = c1Q1 and the auxiliary
variable Rj1 = α/(α − ωj/µ1), respectively. A derivation of the associated eigenvalue
problem is carried out by repeating the process as in the previous example (type-III curves),
but considering a greater number of hereditary nuclei. Thus, Equations (52) and (53), after
some simplifications, yield:

Q1 u = λB j u, (84)

where:

B j = Mj −
N

∑
k=2
RjkCk, (85)

and the new parameter λ is just a change of the variable of µ1 under the expression:

λ = −
[
(α2 + 1)Rj1 − 2

]
φT

j Q1φj

∑N
k=2Rjk

[
(α2 + 1)Rjk − 2

]
φT

j Ckφj

. (86)

l/3 l/3 l/3

n = 12 FEe

k1 1G ( )t k2 2G ( )t k3 3G ( )t

Figure 6. Continuous beam of Example 2, with 12 Euler–Bernouilli-like finite elements and three
different viscoelastic supports with hereditary functions Gk(t) = µ ck e−µkt, 1 ≤ k ≤ 3.

As in previous cases, the curves are obtained by sweeping out the interval 0 < α ≤ 1
for each mode 1 < j < n. The list of so-determined λ values are first transformed into
µ1 by Equation (86), and then to c1, knowing that c1 = 1/(Rj1 λ). The graphical results
are shown in Figure 7, where it can be noticed that taking all modes in structures with
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a large number of degrees of freedom into consideration is not necessary. Indeed, from
a certain mode onwards, the critical curves are covered by the previous modes, so that
the pattern of critical regions can be identified by evaluating only a few modes. Thus, in
Figure 7, only the first 10 undamped modes have been considered. Among them, the black
curves correspond to the fifth and higher modes. This is something that was intuitively
manifested in Example 1 and that emerges in the current one as a factor to be taken into
account in order to avoid extra computational effort.

As a general trend, the critical regions are identified as the envelope of the curves ob-
tained. After several numerical experiments, the best results are found when overdamped
regions occupy a significant part of the domain. When, on the contrary, the regions occupy
small, narrow, or isolated areas, the contours generated by our approach may differ from
the exact ones. At present, it is not possible to know a priori the general shape of the regions
without plotting them, so it is also difficult to diagnose a priori the quality of our approach:
both the viscoelasticity and the nonproportionality cannot be evaluated a priori since, for
that, we need the value of the damping parameters. Despite these shortcomings, numerical
tests show that, in general, the methodology reproduces critical regions quite accurately in
a wide range of the parameters, as shown in the exposed numerical examples.

Figure 7. (Example 2) Critical curves of parameters (ζ1 = c1/2mrωr, ν1 = ωr/µ1) for two different
combinations of the rest of the parameters (shown on the top of each plot).
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5. Conclusions

In this paper, viscoelastically damped multiple-degrees-of-freedom systems are un-
der consideration. The dissipative model is represented by damping forces with linear
dependency of the velocities via hereditary kernel functions. The nature of the response
is affected by the parameters of the dissipative model. Some combination of these lat-
ter parameters give rise to non-oscillatory modes (overdamped modes). In the damping
parametric domain, the thresholds that bound overdamped- and underdamped-induced
motion are called critical surfaces (or critical curves when they relate two parameters).
New theoretical results have been derived in the form of two theorems. Theorem 1 gives
a mathematical characterization of eigensolutions under critical damping, and Theorem
2 relates the location of critical eigenvalues with the nonproportionality of the damping
model. In addition, computational tools have been developed, allowing for the discovery
of approximations of the critical curves with no restrictions on the number of hereditary
kernels for nonproportionally damped systems. The numerical examples show that the
quality of the approximation depends on the viscoelasticity of the damping model, defined
as a measure of the variation of dissipative functions with frequency. In fact, it has been
found that low viscoelasticities lead to a better fit of the boundaries of overdamped regions
and the proposed critical curves. The proposal is validated throughout two numerical
examples: in the first example, involving a four-dof discrete system, the details to nu-
merically deduce the different types of critical curves are exposed. Overdamped regions
are, in general, accurately reproduced, except for cases with notably high viscoelasticity.
The second example illustrates the application of our approach to continuous systems,
represented by a beam over viscoelastic supports.
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