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Abstract

Computational argumentation is the area of research that studies and analyses the
use of different techniques and algorithms that approximate human argumenta-
tive reasoning from a computational viewpoint. In this doctoral thesis we study
the use of different techniques proposed under the framework of computational
argumentation to perform an automatic analysis of argumentative discourse, and
to develop argument-based computational persuasion techniques. With these ob-
jectives in mind, we first present a complete review of the state of the art and
propose a classification of existing works in the area of computational argumenta-
tion. This review allows us to contextualise and understand the previous research
more clearly from the human perspective of argumentative reasoning, and to iden-
tify the main limitations and future trends of the research done in computational
argumentation. Secondly, to overcome some of these limitations, we create and
describe a new corpus that allows us to address new challenges and investigate on
previously unexplored problems (e.g., automatic evaluation of spoken debates). In
conjunction with this data, a new system for argument mining is proposed and a
comparative analysis of different techniques for this same task is carried out. In ad-
dition, we propose a new algorithm for the automatic evaluation of argumentative
debates and we evaluate it with real human debates. Thirdly, a series of stud-
ies and proposals are presented to improve the persuasiveness of computational
argumentation systems in the interaction with human users. In this way, this the-
sis presents advances in each of the main parts of the computational argumentation
process (i.e., argument mining, argument-based knowledge representation and rea-
soning, and argument-based human-computer interaction), and proposes some of
the essential foundations for the complete automatic analysis of natural language
argumentative discourses.
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Resumen

La argumentacion computacional es el area de investigacion que estudia y analiza
el uso de distintas técnicas y algoritmos que aproximan el razonamiento argumen-
tativo humano desde un punto de vista computacional. En esta tesis doctoral se
estudia el uso de distintas técnicas propuestas bajo el marco de la argumentacion
computacional para realizar un andlisis automatico del discurso argumentativo, y
para desarrollar técnicas de persuasion computacional basadas en argumentos. Con
estos objetivos, en primer lugar se presenta una completa revision del estado del
arte y se propone una clasificacion de los trabajos existentes en el area de la ar-
gumentacion computacional. Esta revision nos permite contextualizar y entender
la investigacion previa de forma mas clara desde la perspectiva humana del razon-
amiento argumentativo, asi como identificar las principales limitaciones y futuras
tendencias de la investigacion realizada en argumentacion computacional. En se-
gundo lugar, con el objetivo de solucionar algunas de estas limitaciones, se ha
creado y descrito un nuevo conjunto de datos que permite abordar nuevos retos
y investigar problemas previamente inabordables (e.g., evaluacion automadtica de
debates orales). Conjuntamente con estos datos, se propone un nuevo sistema para
la extraccion automatica de argumentos y se realiza el analisis comparativo de dis-
tintas técnicas para esta misma tarea. Ademads, se propone un nuevo algoritmo
para la evaluacion automatica de debates argumentativos y se prueba con debates
humanos reales. Finalmente, en tercer lugar se presentan una serie de estudios
y propuestas para mejorar la capacidad persuasiva de sistemas de argumentacion
computacionales en la interaccion con usuarios humanos. De esta forma, en esta
tesis se presentan avances en cada una de las partes principales del proceso de
argumentacion computacional (i.e., extraccion automatica de argumentos, repre-
sentacion del conocimiento y razonamiento basados en argumentos, € interaccion
humano-computador basada en argumentos), asi como se proponen algunos de los
cimientos esenciales para el analisis automético completo de discursos argumen-
tativos en lenguaje natural.
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Resum

[’argumentacié computacional és 1’area de recerca que estudia i analitza I’us de
distintes tecniques 1 algoritmes que aproximen el raonament argumentatiu huma
des d’un punt de vista computacional. En aquesta tesi doctoral s’estudia 1’1s
de distintes tecniques proposades sota el marc de I’argumentacié computacional
per a realitzar una analisi automatic del discurs argumentatiu, i per a desenvolu-
par tecniques de persuasio computacional basades en arguments. Amb aquestos
objectius, en primer lloc es presenta una completa revisio de I’estat de I’art i es
proposa una classificacio dels treballs existents en 1’area de 1’argumentacié com-
putacional. Aquesta revisid permet contextualitzar i entendre la investigaci6 pre-
via de forma més clara des de la perspectiva humana del raonament argumentatiu,
aixi com identificar les principals limitacions i futures tendencies de la investi-
gacio realitzada en argumentacié computacional. En segon lloc, amb 1’objectiu de
sol-lucionar algunes d’aquestes limitacions, hem creat i descrit un nou conjunt de
dades que ens permet abordar nous reptes i investigar problemes preéviament in-
abordables (e.g., avaluaci6 automatica de debats orals). Conjuntament amb aque-
stes dades, es proposa un nou sistema per a I’extraccio d’arguments i es realitza
I’analisi comparativa de distintes tecniques per a aquesta mateixa tasca. A més a
més, es proposa un nou algoritme per a I’avaluaci6 automatica de debats argumen-
tatius 1 es prova amb debats humans reals. Finalment, en tercer lloc es presenten
una serie d’estudis 1 propostes per a millorar la capacitat persuasiva de sistemes
d’argumentacidé computacionals en la interaccié amb usuaris humans. D’aquesta
forma, en aquesta tesi es presenten avangos en cada una de les parts principals del
procés d’argumentacié computacional (i.e., ’extraccié automatica d’arguments,
la representacid del coneixement 1 raonament basats en arguments, 1 la interaccid
huma-computador basada en arguments), aixi com es proposen alguns dels fona-
ments essencials per a I’analisi automatica completa de discursos argumentatius en
llenguatge natural.
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El desenvolupament d’aquesta tesi ha sigut possible gracies al suport
d’un ampli grup de persones les quals han estat al meu costat per a
recolzar-me i guiar-me en els moments més complicats.

En primer lloc vull agrair als meus pares, els quals han estat al meu
costat al llarg de tot el meu procés de desenvolupament com a la
persona que soc avui en dia. El seu paper ha sigut essencial per a
arribar fins a aquest punt, i per suposat, per a donar els meus primers
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En segon lloc m’agradaria expressar els meus agraiments a la meua
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més necessaris. Aquesta tesi representa el comencament d’un projecte
molt més gran al teu costat.
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L’ambient agradable i col-laboratiu que he pogut experimentar al
VRAIN m’ha permés disfrutar de tots i cada un dels anys en els quals
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Introduction and Objectives






Chapter 1

Introduction and Objectives

“No! Try not. Do. Or do not. There is no try.” — Yoda, Jedi Master.



One of the most popular questions that has arisen in the field of computer sci-
ence in recent years is: “Can computer systems be intelligent?”’. However, before
giving an answer to this question we should think about the own definition of intel-
ligence. Does it consist of being able to automatically detect patterns and structures
without explicit instructions on how to do it? Does it consist of processing infor-
mation and reasoning about it in order to make a judgement? Or does it consist
of interacting with human users in a way that they can understand, trust, and be-
lieve in what the computer system is saying? Probably, there is no unique answer
to these questions, and each of them plays an important role in the definition of
intelligence. In this PhD thesis, we approach some of these questions through the
use and proposal of new computational argumentation techniques, and how can
they be developed, implemented, and improved for the automatic analysis of argu-
mentative discourse, and for engaging with human users in persuasive interactions.
Thus, the research described in this thesis belongs to the intersection of argumen-
tation theory and artificial intelligence, which we briefly define and contextualise
below.

First, argumentation is an essential part of human communication, where the
natural language and logics converge. Through arguments and argumentation, hu-
mans are able to communicate their logical reasoning in a coherent and understand-
able way to others. This way, argumentation can be seen as the process conducted
by humans that involves the logical reasoning carried out inside our minds and
the natural language that allows to communicate and express our thoughts with
others (e.g., using arguments in a debate or writing an essay). Thus, it is com-
mon to partially dissociate these two main aspects of argumentation when doing
research on the effect of arguments used by humans. Some typical aspects re-
lated to the natural language part of argumentation that have been investigated are:
the language used, the expressiveness, the intonation, or the emotional response
[254, 376, 385]. Conversely, the logical reasoning aspect of argumentation stud-
ies the different patterns that are used by humans in argumentative reasoning, the
use of fallacies, enthymemes, and other structures commonly used in human dis-
courses [286, 377, 388, 399]. Furthermore, argumentation plays a major role in
different types of human dialogue such as negotiation, persuasion, and eristic di-
alogues among others, where the use of arguments allow to improve the human
interaction experience [231]. Therefore, argumentation can be considered one of
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CHAPTER 1. INTRODUCTION AND OBJECTIVES

the most significant manifestations of human intelligence.

On the other hand, Artificial Intelligence (Al) is the area of research that in-
vestigates the possibilities of computer systems approaching problems that involve
reasoning, optimisation, and pattern recognition among others [330]. However,
researchers have not yet reached a solid agreement on a general definition of Al
To simplify the understanding of Al and its definitions, in this thesis we will al-
ways refer to specific tasks that have been researched under the umbrella of Al
such as Natural Language Processing (NLP), Knowledge Representation and Rea-
soning (KRR), and Human-Computer Interaction (HCI). In fact, we might be far
from developing an Artificial General Intelligence (AGI), but where state-of-the-
art Al systems excel is in approaching these specific tasks that were previously
unapproachable. Recent advances in Deep Learning (DL) represent a leap forward
in Al research, and made possible to significantly improve the results obtained in
these tasks by previous approaches (e.g., symbolic reasoning) [210]. However, DL
has its own limitations. Even though DL algorithms are able to learn very good
implicit representations of data hard to explicitly encode by humans (e.g., text, au-
dio, or images), the outputs provided by these algorithms are sometimes hard to
explain and understand, and have a strong dependency on the distributions present
in the data used to train them [408]. Moreover, DL algorithms provide outstanding
results on specific tasks and problems, but are not usually designed to perform,
learn, and understand a heterogeneous set of tasks.

Given the relevance of argumentation in human reasoning and communication,
and the latest advances and limitations in Al related tasks such as NLP, KRR, or
HCI, computational argumentation has emerged again as one of the most promis-
ing multidisciplinary areas of research underlying Al. Computational argumenta-
tion is a relatively new field of study that was born in the intersection of Al, graph
theory and formal logic inspired by concepts studied in philosophy, linguistics and
dialectics. Originally, most of the research was carried out following a formal
approach, considering the logical elements and structures that underlie argumen-
tation. However, recent results obtained in different NLP tasks by DL algorithms
have sparked interest in an informal approach to computational argumentation re-
search. Such is the case of all the research done in argument mining [207], assess-
ment of natural language arguments [343], or natural language argument genera-
tion [173] tasks. The previously described dissociation between aspects of human
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argumentation can also be observed in the computational argumentation area of
research. A rich variety of disciplines converge in this topic in order to study argu-
mentation from the computational viewpoint: NLP, formal logic, HCI, behavioural
studies, psychology, etc. Therefore, when analysing research in computational ar-
gumentation, it is possible to observe a collection of work in different directions
that are sometimes difficult to relate to each other.

With the research framed into this PhD thesis, our main objective is to bridge
the gap between the heterogeneous advances and proposals in computational ar-
gumentation research, and to leverage the existing synergies between different
approaches and paradigms. For that purpose, we have firstly conducted a thor-
ough review of the state of the art in computational argumentation, and proposed
a classification of the reviewed works from the human reasoning viewpoint. This
classification has allowed us to identify the main limitations and needs in the com-
putational argumentation area of research which have served as the main motiva-
tion of the present PhD thesis. Furthermore, we have been able to hypothesise the
potential synergies and common points between different approaches in the liter-
ature that we have developed and proposed in this thesis. Therefore, in the works
included in this compendium we have contributed to some of the major limitations
in argument mining, argument-based KRR, and argument-based HCI, the three
pillars of computational argumentation. This way, it has been our objective to in-
vestigate if it is possible to improve the performance of argumentation systems and
to explore new aspects of argumentation by combining argumentation theory con-
cepts, NLP algorithms, and behavioural studies, rather than relying on a particular
concept exclusively.

1.1 Motivation

Research in computational argumentation focuses on approaching the different
phases of human argumentative reasoning from the computational viewpoint. The-
se phases are: (1) the identification of new arguments, (ii) the analysis of the iden-
tified arguments, (iii) the evaluation of the argumentative structures, and (iv) the
invention of new arguments [395]. Through the identification, humans detect argu-
mentative elements in natural language sources (e.g., when participating a debate,
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or when reading an essay). During the analysis, we find relations between the
argumentative elements and provide an argumentative structure to the previously
identified elements. In the evaluation, humans assign different strength to the ar-
guments depending on a varied set of factors such as their personal preferences,
coherence, culture, beliefs, etc. Finally, the invention part of the argumentative
process consists of using all the available information to create new arguments
and structure them to support some specific conclusion and elaborate a consistent
discourse. Therefore, it is possible to observe strong influences of these phases
of human argumentation on how computational argumentation research has been
structured and carried out. For example, between research in argument mining and
the identification/analysis of arguments; between argument-based KRR and the
analysis/evaluation of arguments; and between the research in the automatic gen-
eration of natural language arguments and argument-based HCI, and the invention
phase of human argumentation. The identification of these influences and relations
between areas such as argument-based NLP and KRR or between argument-based
KRR and HCI is, in fact, one of the objectives of this thesis, which we developed
and analysed in-depth.

It is common in Al research (in particular DL) to focus on a specific problem or
task, and trying to improve state-of-the-art results in this specific aspect. However,
having a broader viewpoint of an heterogeneous area of research such as com-
putational argumentation, helps to understand what is done and what is not, and
what are the most important challenges and limitations. It is important to note that
not every phase of human argumentation needs to be approached when doing re-
search in computational argumentation. In some situations, identifying arguments
and structuring them is enough if we only want to approach the automatic analysis
of argumentation. In some other cases, the evaluation of natural language argu-
mentative features could also be enough if we only want to automatically assess
arguments. Considering our analogy with human argumentation, we do not always
invent or evaluate arguments after identifying and analysing them. Sometimes we
just want to retrieve argumentative information and structure it in our minds, and
sometimes we draw conclusions by evaluating these arguments. However, at the
end, a relation between the different phases of argumentation should exist if we
want our argumentative reasoning to be consistent and coherent.

In the computational argumentation area of research, this typical practise of DL
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research approaching very specific tasks and problems can also be observed, since
most of the latest DL-based contributions are aimed at addressing a specific task
and improving the previous results achieved on it [314]. It is important to improve
state-of-the-art results in specific argumentative tasks, since this will make possible
to extract richer information, to have better data representations, and to improve
the interaction with human users. However, overlooking the whole argumentative
process and the possible existing synergies between contributions in different dis-
ciplines could cause a bottleneck in the advances achieved by research aimed at
approaching the human argumentative reasoning from a computational viewpoint.
A great example of the relevance of exploring synergies can be observed in the
recent research framed in the Project Debater, carried out by IBM [345], were
researchers and engineers present an autonomous debating system designed to ad-
dress the entire argumentative process. This system was able to achieve competi-
tive results in a live debate tournament. We have observed in this project a strong
focus on natural language aspects of arguments and a concerning overlook of ex-
plicit argumentative underlying logic and human reasoning patterns. This can be
an important issue, specifically in a context where data biases are directly reflected
in the outputs of the algorithms. For example, when determining the strength of
an argument looking exclusively at the natural language of the argument and dis-
regarding the logical structure and validity of it explicitly. If only the language
probabilistic distribution is brought into consideration to model arguments, it is
possible that the strongest argument is the most frequent one, or the strongest for
some specific “dominant” audience in the available corpora, but not because of its
logical soundness.

The research conducted in this thesis has been carried out to overcome some
of these relevant needs and limitations in computational argumentation research.
First, we create and release new natural language text and speech corpora for do-
ing research in the automatic analysis of human argumentation in professional
debates. Second, we improve the understanding and performance of algorithms
approaching natural language argumentative tasks. Third, we address new com-
putational argumentation problems that have not been researched yet, such as the
automatic evaluation of professional spoken argumentative debates. And fourth,
we conduct a transversal investigation of the common points between some of the
different disciplines underlying computational argumentation research, (i.e., deep
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learning, formal argumentation theory, and the psychology of persuasion), and the
benefits of considering them as a whole instead focusing exclusively on a specific
paradigm.

We propose, therefore, a more cohesive perspective in the area of computa-
tional argumentation, where NLP algorithms, formal argumentation approaches,
and human behavioural studies can be understood as parts of a whole rather
than as mutually exclusive alternatives. For that purpose, all the experimenta-
tion has been contextualised and supported by the research projects: Intelligent
Agents for Privacy Advice in Social Networks (TIN2017-89156-R), Technologies
for Human Emotional Organisations (PROMETEO/2018/002), Affective Intelli-
gent Agents for Persuading Civic Behaviour in Virtual Environments (ID2020-
113416RB- 100), and a 6-month internship on an argument mining project at the
National Institute of Informatics in Japan. This support and project involvement
has motivated our research in the domains of professional debates, political ar-
gumentation, and privacy magament in OSNs. Thus, we explored and proposed
the use of new algorithms for the analysis of natural language human argumen-
tative discourses in debate tournaments, the automatic extraction of arguments in
political debates, and we analysed and improved the computational argumentative
reasoning for HCI aimed at educating in privacy management and preventing pri-
vacy violations in OSNs. The consideration of these specific use cases has been of
utmost importance to clearly observe the power of computational argumentation
and its relevance for human-oriented Al research.

1.2 Objectives

Taking into account the motivation presented above, we proposed three major ob-
jectives for this PhD thesis. With the work framed in this thesis, we want to do
significant advances in two important aspects of computational argumentation re-
search: (1) the automatic analysis of human argumentative discourse, and (i1) the
improvement of computational persuasion through the use of arguments when in-
teracting with human users. Therefore, we define our objectives as follows:

1. Review the state of the art in computational argumentation from the human
reasoning perspective.

_9__



1.3. STRUCTURE OF THE THESIS

1.1 Identify and analyse the main contributions to computational argumen-
tation.

1.2 Classify these contributions in an easy-to-understand structure from the
human argumentative reasoning viewpoint.

1.3 Identify the actual challenges and limitations in computational argu-
mentation research.

1.4 Analyse the future of computational argumentation research.

2. Propose new techniques for the automatic analysis of human argumentative
discourses.

2.1 Create a new corpus of natural language argumentation that enables the
automatic analysis of complete structured argumentative debates.

2.2 Analyse, and evaluate new algorithms for argument mining in different
domains and languages.

2.3 Propose a new transversal method for approaching the automatic evalu-
ation of argumentative debates that combines concepts from argumen-
tation theory and NLP.

3. Improve the persuasive human-computer interactions through the use of ar-
guments and computational argumentation reasoning.
3.1 Analyse the persuasive properties of human argumentative reasoning.

3.2 Study and evaluate the persuasive power of arguments when used with
different user models.

3.3 Integrate argumentation theory and computational persuasion concepts
into a framework that enables a user-tailored interaction with different
arguments aimed at improving their persuasiveness.

1.3 Structure of the Thesis

This PhD thesis is structured into six parts that have been designed and organised
as follows:
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* Part I: Introduction and Objectives. The first part of this thesis presents
the introduction and the motivation of the research work carried out. Fur-
thermore, we provide a detailed list with the research objectives defined at
the beginning, a list of the academic publications produced, and research
projects that supported this PhD thesis.

e Part II: Preliminaries and Literature Review. In this part, the first objec-
tive is addressed. We present a complete analysis of the research in com-
putational argumentation from a human reasoning perspective. All the ba-
sic concepts in computational argumentation are summarised, and a general
classification aimed at identifying the main contributions, limitations, and
needs in computational argumentation research is provided.

* Part III: Automatic Analysis of Argumentative Discourse. In this part,
the second objective is addressed. The most significant contributions result-
ing of the research conducted in this thesis aimed at analysing the human
argumentative discourse are described. A brief description of the chapters
included in this part is presented below:

Chapter 3. VivesDebate, our annotated multilingual corpus of argumen-
tation in a debate tournament and its annotation process are thoroughly de-
scribed in this chapter. A comparison and analysis of existing argumentative
corpora is also carried out to contextualise and understand the advantages
that presents the VivesDebate.

Chapter 4. An original algorithm for segmenting and classifying ar-
guments is described in this chapter. The algorithm was submitted to an
international shared-task achieving competitive results.

Chapter 5. A complete analysis of Transformer-based architectures for
automatically identifying argumentative relations in multiple domains is pre-
sented in this chapter. State-of-the-art results are reported using these archi-
tectures and an interesting degree of robustness to domain variance is also
observed in the experiments.

Chapter 6. A hybrid algorithm for evaluating argumentative debates is
described in this chapter. The proposed algorithm combines concepts from
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argumentation theory and NLP, and presents promising results in a rather
under-researched task such as the automatic assessment of human debates.

Chapter 7. VivesDebate-Speech, an extension of the original VivesDe-
bate corpus is proposed. Considering all the observed experimental limita-
tions, we release an speech extended version of the original corpus. We also
conduct first-of-its-kind experiments approaching the argument segmenta-
tion combining audio and text features.

* Part IV: Argument-based Computational Persuasion. In this part, the
third and last objective is addressed. The most significant contributions re-
sulting from the research conducted in this thesis aimed at understanding
and improving computational persuasion techniques through the use of ar-
guments are described. A brief description of the chapters included in this
part is presented below:

Chapter 8. An analysis of the persuasive principles behind some of
the most common patterns of human argumentative reasoning is presented
in this chapter. From the results of this study it is possible to understand
the persuasive properties that are implicit to some argumentative reasoning
structures.

Chapter 9. A study and evaluation of the persuasive power of argu-
ments when used to educate teenagers in managing their privacy in online
social networks is described in this chapter. From the results of this study, it
is possible to observe which arguments in terms of their structure and con-
tent are more persuasive, and how variations in user models correlate with
variations in the persuasiveness of arguments.

Chapter 10. A new theoretical framework for human persuasion that re-
lies in concepts from argumentation theory is proposed in this chapter. The
framework 1s evaluated and validated through a study with human partici-
pants that shows an improved persuasiveness thanks to the user modelling
combined with computational argumentative reasoning.

e Part V: Discussion. In this part, a discussion of the observed results and its
implications is conducted.




CHAPTER 1. INTRODUCTION AND OBJECTIVES

» Part VI: Conclusion and Future Work. Finally, this part summarises the
most important conclusions of our research. Furthermore, it also describes
the open challenges that remain unexplored at the end of this thesis.

1.4 List of Publications

During the development of this thesis, several academic contributions have been
published. In the following lists, all the produced papers are grouped in the cat-
egories JCR academic journals, GII-GRIN-SCIE international conferences, and
other international conferences and workshops. The publications marked with an
asterisk (x) have been included as a chapter in this PhD thesis.

e Journals listed in the JCR:

— (x)Ramon Ruiz-Dolz, J. Alemany, S. Heras, and A. Garcia-Fornes.
Toward the Prevention of Privacy Threats: How Can We Persuade Our
Social Network Platform Users? . Human-centric Computing and In-
formation Sciences (HCIS), Accepted, 2022. Impact Factor: 6.558,
Q1

— (x)Ramon Ruiz-Dolz, J. Alemany, S. Heras, and A. Garcia-Fornes.
Transformer-based models for automatic identification of argument re-

lations: A cross-domain evaluation. IEEE Intelligent Systems, 36(6),
(pp. 62-70), 2021. Impact Factor: 6.744, Q1

— (x)Ramon Ruiz-Dolz, M. Nofre, M. Taulé, S. Heras, and A. Garcia-
Fornes. VivesDebate: A New Annotated Multilingual Corpus of Argu-

mentation in a Debate Tournament. Applied Sciences, 11(15), 7160,
2021. Impact Factor: 2.838, Q2

e International conferences listed in the GII-GRIN-SCIE:

— (x)Ramon Ruiz-Dolz, J. Taverner, S. Heras, A. Garcia-Fornes, and
Vicente Botti. A Qualitative Analysis of the Persuasive Properties of
Argumentation Schemes. In Proceedings of the 30th ACM Conference
on User Modeling, Adaptation and Personalization, (pp. 1-11), 2022.
Class: 3 (CORE B)
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— A. Briannstrom, T. Kampik, Ramon Ruiz-Dolz, and J. Taverner. A
Formal Framework for Designing Boundedly Rational Agents. In Pro-
ceedings of the International Conference on Agents and Artificial In-
telligence (3), (pp. 705-714), 2022. Class: 3 (CORE B)

— Ramon Ruiz-Dolz. Towards an artificial argumentation system. In
Proceedings of the 29th International Conference on International

Joint Conferences on Artificial Intelligence - Doctoral Consortium
Track, (pp. 5206-5207), 2021. Class: 1 (CORE A++)

¢ Other international conferences:

— (x)Ramon Ruiz-Dolz. A Cascade Model for Argument Mining in
Japanese Political Discussions: the QA Lab-Polilnfo-3 Case Study. In
Proceedings of the 16th NTCIR Conference on Evaluation of Informa-
tion Access Technologies, (pp. 175-180), 2022.

— Ramon Ruiz-Dolz, J. Alemany, S. Heras, and A. Garcia-Fornes. Au-
tomatic Generation of Explanations to Prevent Privacy Violations. In
Proceedings of the 2nd EXplainable Al in Law Workshop, 2019.

— Ramon Ruiz-Dolz, S. Heras, J. Alemany, and A. Garcia-Fornes. To-
wards an Argumentation System for Assisting Users with Privacy Man-
agement in Online Social Networks. In Proceedings of the /9th Work-
shop on Computational Models of Natural Argument, (pp. 17-28),
2019.

1.5 List of Research Projects

The research carried out in this thesis is framed within the following academic
projects, which have served as the main source of financial support for this work:

* Intelligent Agents for Privacy Advice in Social Networks

— Funder: Ministerio de Economia y Empresa (TIN2017-89156-R).
— Lead Applicant: E. Argente, and A. Garcia-Fornes.
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— Years: 2018 - 2021.
* Technologies for Human Emotional Organisations

— Funder: Generalitat Valenciana (PROMETEQO/2018/002).
— Lead Applicant: V. Botti.
— Years: 2018 - 2021.

» Affective Intelligent Agents for Persuading Civic Behaviour in Virtual Envi-
ronments

— Funder: Ministerio de Economia y Empresa (PID2020-113416RB-
100).
— Lead Applicant: E. Argente, and A. Espinosa.

— Years: 2021 - 2023.
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Abstract

Computational Argumentation studies how human argumentative reasoning can be ap-
proached from a computational viewpoint. Human argumentation is a complex process
that has been studied from different perspectives (e.g., philosophical or linguistic) and
that involves many different aspects beyond pure reasoning. The heterogeneity of hu-
man argumentation is present in Computational Argumentation research, in the form
of various tasks that approach the main phases of argumentation individually. With the
increasing interest of researchers in Artificial Intelligence, we consider that is of great
importance to provide coherence to the Computational Argumentation research area.
Thus, in this paper, we present a general viewpoint of Computational Argumentation,
from the perspective of how human argumentation has been approached by computer
systems. For that purpose, the following contributions are produced: (i) a solid struc-
ture for Computational Argumentation research mapped with the human argumentation
process; (ii) a collective understanding of the tasks approached by Computational Ar-
gumentation and their synergies, (iii) a thorough review of the most important advances
in each of these tasks; and (iv) an analysis and a classification of the future trends in
Computational Argumentation research and the most relevant open challenges in the
area.
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2.1. INTRODUCTION

2.1 Introduction

Man is, by nature, a social animal. As pointed out by classic philosophers such
as Seneca [341] or Aristotle [25], social interaction with other beings is an intrinsic
feature of humans. These social interactions can be manifested in many different
ways such as cooperation, competition, or conflict, among others. However, one
of the most important commonalities of social interaction manifestations is the hu-
man capacity of speech. Human beings use speech as a means of social interaction,
since it represents an effective way of communication and thereby, interaction. Ar-
gumentation is the process by which humans structure the discourse in a discussion
or a debate. With the use of argumentation, debaters can elaborate their reasons
and supports towards a specific idea, and draw appropriate conclusions on some
topic. Therefore, argumentation can be considered one of the structural pillars of
human speech.

Argumentative discourse has been studied and analysed for a long time, from
Ancient Greek philosophers such as Aristotle to the present by scholars, philoso-
phers, linguists and psychologists. The multiple perspectives on the analysis of ar-
guments are reflected in the variety of definitions and interpretations of argument
models and rhetoric (e.g., Aristotelian, Rogerian, Toulmin, etc.) [221, 44, 372].
Computational Argumentation is where all of these concepts merge with the the-
ory of computation. Computational models of argument [28, 320] are argumenta-
tion models that are created and designed to be “understood” and interpreted by
computers. Thus, Computational Argumentation is the branch of Artificial Intelli-
gence where computational models of arguments are used to approximate human
argumentative reasoning from the computational viewpoint [5S0]. However, the
different interpretations of arguments and human argumentation are reflected in an
heterogeneous set of research approaching the most important aspects of Computa-
tional Argumentation from different perspectives. We find it important to provide
coherence and a structure to all of these research works, in a context in which
interest in Artificial Intelligence and its underlying areas is experiencing strong
growth.
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REASONING PERSPECTIVE

In this paper, we present an analysis of Computational Argumentation research
from the perspective of how computers can approach the different phases of human
argumentation through the most relevant contributions and advances. Previous re-
view work in this area has been focused either on a specific application domain
(e.g., legal, decision making) [291, 262], on a particular task of the Computa-
tional Argumentation process (e.g., argument mining, argument-based knowledge
representation and solving) [274, 207], or on practical aspects of Computational
Argumentation (e.g., argumentation systems, machine learning in argumentation)
[101, 84, 98]. However, none of them provides a general structure of the whole
Computational Argumentation research area. Our work differs from others since it
analyses Computational Argumentation from a general perspective, inspired by the
different phases that shape human argumentation, and provides a global structure
to the whole Computational Argumentation process.

Therefore, with this work we present a structured review and outlook for the
main research work conducted in each task of Computational Argumentation. In
this paper, an attempt has been made to follow a line of argument that captures
the different views and conceptions of the terms in the Computational Argumen-
tation area of research by the different research communities involved in it. As
contributions, the objectives of this article are to do the following:

» Structure Computational Argumentation research into the three main tasks
of Argument Mining, argument-based Knowledge Representation and Rea-
soning, and argument-based Human-Computer Interaction.

e Propose a mapping between the three main tasks of Computational Argu-
mentation and the structure of human argumentative reasoning.

* Provide a holistic viewpoint of Computational Argumentation research, and
the existing synergies among its different disciplines.

* Review and classify the most significant breakthroughs in the Computational
Argumentation area of research.

» Present the recent trends in Computational Argumentation research and the
most relevant open challenges in the area.
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Thus, our review work serves as a guideline to the complex, heterogeneous,
and multidisciplinary research area of Computational Argumentation. With the
proposed perspective based on the human argumentative reasoning process, we
create a simple but effective scheme of Computational Argumentation research
that is easy to follow and understand. We also make it easier to contextualise the
diverse research conducted in the different disciplines framed into Computational
Argumentation for researchers that might not be familiar with computer science.
This 1s of utmost importance in a multidisciplinary field such as Computational
Argumentation, since researchers from different disciplines (e.g., philosophy, lin-
guistics, logic) converge, having human argumentation as the context in common.
Furthermore, with our work, we reference a large set of task-specific survey pa-
pers so that the reader can easily delve into any of the main tasks of Computational
Argumentation.

The rest of the article is structured as follows. Section 2.2 depicts the whole
Computational Argumentation process and provides a schematic representation of
all the phases involved in it. Section 2.3 presents the Argument Mining task and
reviews the most important published research. Section 2.4 focuses on the argu-
ment representation and solving concepts of Computational Argumentation. The
main approaches proposed in the literature to provide argument knowledge repre-
sentations are reviewed, together with the concept of argument acceptability and its
underlying argumentation semantics. Section 2.5 reviews the Human Computer-
Interaction side of Computational Argumentation, specifically focusing on the au-
tomatic generation of arguments and the argument-based computational persua-
sion. Section 2.6 presents some future research directions that have recently raised
their interest in the community, or that have not been thoroughly researched yet,
and analyses the remaining open challenges of the reviewed work. Finally, Section
2.7 summarises the most important ideas reached after an extensive analysis of the
main tasks of Computational Argumentation research.

2.2 The Computational Argumentation Process

Computational Argumentation studies the integration of the argumentative hu-
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Computational Argumentation

Human Argumentation Process
Argument Mining (1-2)

1. Identification |]|:|
Argument-based Knowledge

2 Analyslls Representation and Reasoning (2-3)
3. Evaluation

4. Invention

Argument-based Human-Computer
Interaction (4)

Figure 2.1: Relation between the phases of human argumentative reasoning and
the Computational Argumentation research.

man reasoning process into the knowledge extraction, representation and process-
ing of computational intelligent systems. The process by which humans apply
argumentative reasoning is divided into four different phases: identification, anal-
ysis, evaluation, and invention [395]. The first phase is the identification of argu-
ments and argumentative elements in the discourse. When debating or dialoguing,
in order to elaborate a coherent rebuttal, humans try to identify the main conclu-
sions and the premises that lead to them. Once these argumentative elements are
identified, humans analyse the following: the underlying argumentative patterns
and structures; how the identified premises and conclusions are related; or even
whether there are implicit premises that could be relevant for understanding the
argumentative reasoning (i.e., enthymemes). The evaluation of the identified argu-
mentative elements and its structures is the next phase in the human argumentative
reasoning process. Humans measure the strength of arguments based on many
different factors, such as their knowledge of some specific topic, their personal
preferences (i.e., values) due to belonging to a specific audience, or the coherence
of the argumentative discourse, among others. Finally, humans invent new argu-
ments and structure them in order to support and prove some specific conclusion,
which can be either a rebuttal to a previous conclusion in a debate, or a new idea
to be developed.

The first step in this paper is to investigate how these phases of human argu-
mentative reasoning are related to Computational Argumentation research. Sev-
eral lines of research have appeared along with Computational Argumentation,
approaching the different phases of human argumentative reasoning. We have clas-
sified the different phases of the human argumentation process as they have been




2.2. THE COMPUTATIONAL ARGUMENTATION PROCESS

translated into Computational Argumentation, identifying three main groups of re-
lated tasks. First, argument mining research explores how a computer program
can automatically identify and extract argumentative elements and their relations
from a piece of text or speech (e.g., newspapers, political debates, legal documents,
etc.) [265]. Second, we identify an important amount of work on argument-based
knowledge representation and reasoning. This line of research is mainly focused
on investigating how we can provide intelligent systems with frameworks, easing
the computational representation of arguments and their evaluation. These rep-
resentation frameworks can be either abstract [124] or structured [63] depending
on how the arguments are instantiated. Furthermore, argumentation frameworks
allow us to perform a logical and dialectical evaluation of arguments with the use
of semantics [38]. This evaluation of the represented knowledge (i.e., arguments)
1s an approximation of the rational reasoning carried out by humans in the ar-
gumentative process. Finally, the third major line of research in Computational
Argumentation is the argument-based human-computer interaction. Most of
the research grouped here focuses on the automatic generation of arguments and
their persuasive properties. The generation of arguments, either template-based or
natural language generated, allows an argumentative intelligent system to automat-
ically create new arguments from its knowledge on some specific topic and display
them in a way that is understandable to humans (e.g., written or spoken language).
The study of the persuasive properties of arguments within argument-based com-
putational persuasion covers an important amount of the contributions considering
the human-computer interaction part of argumentation research. The research on
the persuasive properties of arguments sheds light on which argument or reason-
ing pattern is the most suitable in order to persuade people, taking into account
a specific topic or domain. Thus, it is possible to improve the trustworthiness of
computational intelligent systems. Figure 2.1 depicts the proposed mapping be-
tween the human argumentative reasoning and the Computational Argumentation
processes.

We can observe how all of the fundamental elements of human argumentative
reasoning have been approached by, at least, one of the identified tasks underlying
Computational Argumentation. The identification phase of the argumentative pro-
cess is completely tackled by Argument Mining. Therefore, every Computational
Argumentation system that is designed to automatically retrieve or analyse argu-
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ments will compulsorily carry out the Argument Mining task. The analysis phase
1s usually approached by both Argument Mining and argument-based knowledge
representation techniques. This phase involves arguments and their structures, so
the automatic retrieval of argumentative relations and how argumentative struc-
tures are computationally represented are framed into the analysis of arguments.
The evaluation of arguments is usually approached by the works proposed in the
context of argument-based knowledge representation and reasoning. The study
of argument representations and the definition of argument sets (e.g., acceptable
arguments) in these representations allow the computational evaluation of argu-
ments. Finally, the creation of new human language shaped arguments from the
previous computational representations is approached by the works grouped under
the argument-based human-computer interaction. Research on this topic explores
how arguments can be automatically generated and how persuasive the arguments
can be in different domains and for different audiences.

The evaluation of arguments has been approached in the literature from differ-
ent perspectives, as analysed in [390], where multiple dimensions of the quality of
computational arguments are proposed. The argument evaluation research grouped
under the argument-based knowledge representation and reasoning mainly focuses
on logical and dialectical (i.e., rational) aspects of argumentation. The computa-
tional persuasion aspect of argumentation could also be classified into the assess-
ment of the rhetorical effectiveness of arguments, considering non-rational aspects
such as human emotions. Therefore, in this survey, we have considered the analy-
sis of argument-based computational persuasion as a cornerstone of the invention
phase of human argumentation. This decision has been made because of the rele-
vance of human features in the reviewed research (i.e., personality, emotions, etc.)
and due to the importance of human persuasion when defining new dialogue strate-
gies and coordinating the generation of new arguments. Furthermore, there is also
a big conceptual gap between the research on the logical and dialectical evaluation
of arguments (i.e., argument-based knowledge reasoning) and the research on the
persuasive analysis of arguments (i.e., argument-based computational persuasion),
which leads to the literature classification proposed in this survey.

Depending on its domain, its requirements, or its purposes an argumentation
system may not deal with the complete process, but only some specific underlying
tasks. For instance, an argumentation system aimed at assisting in the analysis of
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argumentative text may only require the Argument Mining task of Computational
Argumentation. In this case, the only phases of human argumentative reasoning
needed to achieve the purposes are identification and analysis. On the other hand,
a complete argumentation system aimed at debating complex topics with humans
such as the IBM project debater' [345] must effectively approach the complete
Computational Argumentation process. In this case, the system needs to be able
to automatically identify, analyse, evaluate, and invent arguments in order to ef-
fectively carry out a complete debate. Let us illustrate the complete process with a
simple example. Consider the four arguments depicted in Table 2.1. An artificial
argumentation system must be able to automatically identify the four arguments
Al, A2, A3, and A4. Furthermore, the attacks between A1l and A2 with each
other, the attack from A3 to A2, and the attack from A4 to A3 must also be auto-
matically detected. Thus, a simple graph representation consisting of four nodes
(i.e., arguments) and three edges (i.e., attack relations) is internally generated in
order to ease the evaluation of the detected arguments. When presenting this in-
formation to a human, the argumentation system should be able to either depict
the structure of the previously analysed arguments or to generate a new argument
such as “We should pay our taxes since it is our main way to contribute to society’s
needs. Furthermore, we can democratically choose how the taxes will be man-
aged every four years.”, which is created using the most solid conclusions from
the previously identified arguments. Some aspects of this new piece of text, such
as the structure or its own content need to be considered in the process of argument
generation in order to improve its persuasive capacities when used to convince dif-
ferent audiences. With this example, we have briefly depicted how all tasks of the
Computational Argumentation process would be carried out in a simple situation.
However, this is a highly complex process, whose specifics are reviewed in the
following sections.

2.3 Argument Mining

Argument Mining is the automatic identification and retrieval of arguments in

'https://www.research.ibm.com/artificial-intelligence/
project—-debater/
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Argument ID Natural Language Argument

“We should pay our taxes since it is an important way to contribute to

Al the improvement of society’s needs such as public health or education.”
A2 “We should not pay any taxes as politicians do not manage them properly.”
“This is not a problem caused by the taxes themselves, but by the people who manage them.
A3 . . SO , »
Every four years citizens can vote and choose different politicians if they are not satisfied.
Ad “The inefficient management of resources does not depend on the political party.

We will not be able to overcome this problem by only voting for different politicians.”

Table 2.1: Four natural language arguments used to illustrate the different tasks of
Computational Argumentation.

Natural Language / Argument \ Argument
Input Mining Pipeline Graph

Argumentative Discourse
Segmentation

|::> Argument Component I::>

Detection

|

Argumentative Relation
Identification

o J

Figure 2.2: Structure of the complete Argument Mining pipeline.

any type of natural language source, and their structuring by approximating human
reasoning [265]. Argument Mining research focuses on the definition and evalua-
tion of new algorithms which allow an intelligent system to tackle the identification
and the structural analysis phases of the human argumentative reasoning process.
In this section, we focus on providing a clear and schematic perspective of Argu-
ment Mining rather than presenting a thorough review of the area (for which we
refer the reader to the most recent literature reviews of this area [355, 71, 207]).
Research on Argument Mining can be broken down into three main sub-tasks:
argumentative discourse segmentation, argument component detection, and auto-
matic identification of argumentative relations between propositions. Thus, the
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aim of the complete Argument Mining pipeline is to take a natural language input
and generate an argument graph as output (see Figure 2.2). Let us retake the argu-
ments defined in Table 2.1 to illustrate these Argument Mining sub-tasks. Consider
as input the following natural language text obtained from the transcriptions of a
debate about the tax payment:

“We should pay our taxes since it is an important way to contribute to the
improvement of the society’s needs such as public health or education. ... We
should not pay any taxes as politicians do not manage them properly. ... This
is not a problem caused by the taxes themselves, but by the people who manage
them. Every four years citizens can vote and choose different politicians if they are
not satisfied. ... The inefficient management of resources does not depend on the
political party. We will not be able to overcome this problem by only voting for
different politicians.”

In the first step of the Argument Mining pipeline (i.e., argumentative discourse
segmentation), the complete text needs to be divided into the relevant units of text
containing argumentative information. Thus, an Argument Mining system would
produce the eight argumentative segments depicted in Table 2.2. In the second
step of the pipeline (i.e., argument component detection), the argumentative role
of each one of the identified elements has to be determined. These roles may
differ from one work to another. In our example, we will consider the typical
instance of this problem where the main objective is to identify and distinguish
between the premises and claims that make up the arguments. Thus, E1, E3, ES,
and E8 would be classified as claims and E2, E4, E6, and E7 as premises. Fi-
nally, the third step of the pipeline (i.e., argumentative relation identification) aims
at automatically extracting the argumentative relations existing between the previ-
ously detected propositions. In our example, support relations would be detected
between E2 and E1 (making up argument Al), between E4 and E3 (making up
argument A2), between E6 and E5 (making up argument A3), and between E7
and E8 (making up argument A4). Furthermore, attack relations would be de-
tected between arguments A1-A2, A2-Al, A3-A2, and A4-A3. Thus, after pro-
cessing the initial natural language input text the result of the Argument Mining
pipeline would be a graph-like data structure containing the most relevant argu-
mentative information. With this example, we have presented a simple instance in
which the most important aspects of the pipeline can be observed. However, the
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Segment ID Natural Language Segment

El “we should pay our taxes”

“since it is an important way to contribute to the improvement

E2 of society’s needs such as public health or education”

E3 “we should not pay any taxes”

E4 “as politicians do not manage them properly”

ES “this is not a problem caused by the taxes themselves, but by the people who manage them”
Eé6 “every four years, citizens can vote and choose different politicians if they are not satisfied”
E7 “the inefficient management of resources does not depend on the political party”

ES8 “we will not be able to overcome this problem by only voting for different politicians”

Table 2.2: Natural language argumentative segments extracted during the first step
of Argument Mining.

complexity of these sub-tasks depends completely on how the input is annotated
and how fine-grained these annotations are (e.g., from attack/support [99] to ar-
gumentation schemes [388, 396]). Currently, there is no standard annotation for
Argument Mining. However, researchers have proposed methods such as the Ar-
gument Interchange Format (AIF [204]) to provide a framework to standardise the
argumentative annotations and the computational representation of arguments. The
following sections review each sub-task of the Argument Mining pipeline, present-
ing how different algorithms have been proposed to tackle the presented sub-tasks
on an heterogeneous set of corpora with different annotations and, consequently,
complexity.

Argumentative Discourse Segmentation

Argumentative discourse segmentation is the first task undertaken within the Ar-
gument Mining pipeline. This task consists of automatically splitting the natural
language input into atomic discourse elements and detecting whether these ele-
ments belong to an argumentative structure or contain argumentative information.
Previous work on discourse analysis has identified the existence of these atomic
discourse elements as Elementary Discourse Units (EDUs). EDUs may appear in
different forms in the discourse represented by clauses [150, 159], by sentences
[280], or by turns to talk [332], among others. In [274], Argumentative Discourse
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Units (ADUs) are introduced as an argumentative representation of the EDUs. An
ADU is defined as the “minimal unit of argumentative analysis”, meaning that it
can be either an individual EDU containing argumentative information or a group
of related EDUs forming an argumentative structure. Research on argumenta-
tive discourse segmentation has been strongly influenced by these two concepts
of EDUs and ADUs. Initial research approached the segmentation of argumenta-
tive discourses by splitting a natural language input into sentences and classifying
them as either Argument or Non-Argument [242, 265, 266]. The ideas presented in
these works were further developed in [156] where new features were used, and in
[336] where Conditional Random Fields (CRF) were proposed for the classifica-
tion, but the initial segmentation was still based on the sentence structuring of the
input. However, as pointed out in [334, 77], context is very relevant when auto-
matically detecting arguments from natural language. Depending on the context,
a sentence may or may not contain argumentative information. Thus, approaching
the argumentative segmentation by splitting the input into sentences may not be
enough to robustly identify arguments.

The automatic identification of EDUs has been approached in many different
ways and resulted in a better general segmentation than previous approaches. The
perceptron algorithm is explored in [141] as the main approach to learn to identify
the words in the last segment of an EDU (i.e., its boundary). In [357], a Multi-
Layer Perceptron (MLP) is used to identify EDU boundaries in a similar way.
Work by Joty et al. [188] presents a new approach where EDU segmentation is
considered as a sequence labelling problem. CRFs achieved state-of-the-art results
[140] on this task by using this new approach.

More ambitious work directly tackles ADU identification. This task is signifi-
cantly more complex than EDU identification since the argumentative function of
each unit must also be considered to define boundaries between propositions. In
[208], a two level separation of argumentative discourse segments is proposed: 1)
the argumentative text, which considers propositions such as pieces of evidence
or claims; 2) the discursive language used to create argumentative structures using
the previous propositions (i.e., argument/non-argument). In [224], an alternative
to ADU segmentation is proposed. CRFs are used to detect argumentative propo-
sitions in natural language text. In this approach, the natural language input is split
into words, and ten different word features are used to structure the input of the
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model. Work by Levy et al. [212] presents a formalisation of the claim detection
task in a specific context. An original cascade architecture is proposed in order
to automatically detect claims from natural language inputs. For segment bound-
ary detection, a combination of a maximum likelihood estimation (MLE) proba-
bilistic model and a logistic regression (LR) classifier is used. Another different
approach is presented in [4], where the context surrounding words is considered
as an additional feature for providing further information to the model. A neural
network architecture is used in that work to model the probability distribution of
ADU boundaries. Finally, in [213], an unsupervised approach based on typical
argumentative structures is proposed as a way to automatically retrieve arguments
from any natural language input. Although it has its limitations, that work presents
an inexpensive and effective method for identifying argumentative propositions in
large corpora.

The complexity of the automatic segmentation of argumentative discourse is
reflected in assumptions and oversimplifications in the literature of the field. Such
1s the case of contextual information and external knowledge assumptions, that are
commonly used by debaters as a resource to avoid redundancy in the argumentative
discourse. Therefore, a robust algorithm for argumentative discourse segmentation
needs to deal with these complications of the discourse in some way. Recent work
by Jo et al. [186] proposes a cascade model to complete argumentative proposi-
tions with omitted information. This is an important contribution towards more
robust argumentative discourse segmentation approaches, which will lead to better
performing Argument Mining models.

Argument Component Detection

Once the natural language input is segmented, the argumentative analysis contin-
ues with the automatic identification of argumentative roles within these segments.
The argument component detection part of the Argument Mining pipeline focuses
on approaching this problem. The argumentative roles being identified may vary
significantly from one work to another. It depends on how the argument compo-
nent detection problem is instantiated. In general, most of the reviewed research
approaches this problem from two different perspectives: evidence identification
and premise/claim classification [207].
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The former focuses on a lower level analysis of argument components. Evi-
dence can be used to support either a premise or a claim in argumentation. There-
fore, the automatic detection of pieces of evidence in argumentative debate makes
it possible to have a more accurate perspective on the validity of premises and
claims [268]. Furthermore, automatic evidence identification has been proven to
be a very important step when developing tools for the legal domain [394] or when
analysing clinical trials in the medical domain [227]. Different types of evidence
and classifications have been identified in the literature. For instance, in [138],
an evidence is categorised into fact, definition, cause, value, and action. On the
other hand in [310], pieces of evidence are classified into statistical, testimonial,
anecdotal, and analogical evidence types. This heterogeneity is reflected in the
different instances of the evidence identification problem. In [268], online user
reviews are analysed to determine the nature of the observed propositions. They
address the task as a three-class classification problem, where propositions can
belong to the unverifiable, verifiable non-experiential, and verifiable experiential
classes. These three classes are interpreted as non-evidence, objective evidence,
and subjective evidence, respectively. With this approach, it is possible to have a
further understanding of online reviews and even detect weakly supported propo-
sitions. From the results of that work, it is observed that Support Vector Machines
(SVM) provide promising results for this task. The same authors proposed a revi-
sion of this task in [269], where a new corpus is presented with more fine-grained
proposition classes. Here, the authors propose up to five different classes: fact (i.e.,
non-experiential fact), testimony (i.e., experiential fact), value (i.e., value judge-
ments), policy (i.e., action policy proposition), and reference (i.e., reference to a
specific resource). Work by Niculae et al. [256] provides promising results on
the automatic evidence detection task by using the previous corpus [269] with a
feature-based SVM and a Recurrent Neural Network (RNN) approach. A final
modification of the classes proposed in the works above is done in [134]. The
reference class is substituted by a rhetorical statement where figurative phrases,
emotions, or rhetorical questions are taken into account. In that work, the authors
present a new annotated corpus considering this new class from an online opinion
forum. However, empirical results are not provided in this new instance of the task.

Online Social Network message analysis is also another important domain
where the evidence detection and classification problem has been studied. In [3],
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evidence detection is again instantiated as a three-class classification problem. In
this approach, Twitter publications are classified depending on their source: news
for news media, blog standing for personal blog posts, and no evidence if no evi-
dence supporting the claim is detected. SVMs again represent the best approach to
automatically detect such pieces of evidence. Following this line, [132] presents
another instance of the problem where tweets are classified into facts and opinion
classes. This is an interesting domain where the automatic evidence detection can
be a task of utmost importance, specially nowadays with the important number of
fake news and non-valid reasoning claims spreading in Online Social Networks.

Finally, another important domain where the automatic detection of evidence
has been researched is the political domain. In [270, 184], pieces of evidence and
claims from political debates are automatically detected and ranked depending on
their authenticity and check-worthiness. In [253], claims stated in parliamentary
sessions are classified into the true, false, stretch, and dodge labels. SVMs also
provided the best results on this instance of the task. Automatic evidence detec-
tion and classification in the political domain helps to evaluate the quality of the
argumentative reasoning presented by politicians, and even detect an invalid rea-
soning (e.g., fallacies). However, as mentioned above, in some situations it can
be hard to determine the nature of an argumentative sentence without knowing
its context. Work by Rinott et al. [311] addresses this issue and proposes a new
method for evidence-mining from Wikipedia articles. In that work, a new linguistic
feature-based architecture is proposed to undertake the task. The promising results
obtained in their experiments paved the way towards less oversimplified instances
of this task.

The second main group of argument component detection research focuses on
the classification of text segments into premises, claims, and conclusions. This task
was first introduced in [265], where argumentative propositions were classified into
premise and conclusion classes. In [352], this idea was further developed and the
authors proposed a classification task considering the major claim, claim, premise,
and none labels. In that work, the propositions are represented using various sets
of linguistic features. Furthermore, a comparison between different classification
algorithms using these sets of features is provided. SVMs perform the best on this
instance of the task. Another instance of the problem is presented in [273], where a
corpus of argument annotated microtexts is presented. In this approach, linguistic
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features are also considered and six different classifiers are compared. The re-
sults show that SVMs performed better when detecting less frequent classes. The
naive Bayes classifier obtained the best results on more common labels. To sum
up, in [5], the authors present a complete analysis of classical machine learning
approaches and the relevance of different linguistic features used to train these
models for Argument Mining tasks.

Work by Persing and Ng [279] introduces a new concept to the argument com-
ponent detection task. An end-to-end architecture based on rules and classical
machine learning algorithms is presented to tackle the whole Argument Mining
process. With the significant improvements in other Natural Language Processing
tasks, such as machine translation, neural architectures also caught the attention
of Argument Mining researchers. Neural network architectures and deep learning
implied an important improvement from previous approaches since no more hand-
crafted linguistic features were required. In [135], the authors take advantage of
these improvements to propose a new end-to-end Argument Mining pipeline based
on a Long Short-Term Memory (LSTM) neural architecture. This new approach
does not require manually generating the feature representation of the input struc-
tures. This idea is further developed in [245], where an original neural pointer-
based architecture is proposed to automatically mine claims and premises from
online debate forums. A recent work by Morio and Fujita [246] presents state-
of-the-art results in argument component detection using a Graph Convolutional
Network (GCN) architecture to detect both argument boundaries and their com-
ponents using the corpus published in [353]. An interesting analysis is presented
in [162], where a comparison of classic machine learning (i.e., SVMs), basic neu-
ral networks (i.e., Feed-Forward Neural Networks), and recurrent neural networks
(i.e., Long Short-Term Memory) is done. The results demonstrate that with enough
data, more complex neural architectures learn how to perform this task better.

In addition to the task of argument component detection itself, there are other
aspects of argumentation, such as the language or the domain, that need to be
addressed in order to robustly approach this task. Most of the publicly available
Argument Mining corpora are in English. In [136], the argument component de-
tection task is approached from a cross-lingual perspective. The authors consider
three different components (i.e., major claim, claim, premise) in six different lan-
guages. From the results, it is observed that, by combining machine translation
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with embedding projection, it is possible to obtain almost the same results as train-
ing an in-language model for Argument Mining. The second major aspect to be
considered when addressing an Argument Mining task is the domain. Furthermore,
good performing domain-specific Argument Mining systems may suffer from loss
of robustness in domains other than the one/s used to train the system, mainly due
to the learning techniques used, which in many situations is undesirable. Work by
Stab et al. [354] addresses this problem and presents a new attention-based archi-
tecture that is able to generalise better than previous approaches. This aspect is
also pointed out in [37], where the authors present new algorithms for expanding
argumentative topics when mining arguments for a debate. With this approach, it is
possible to extend the information range to retrieve useful arguments for a specific
purpose, regardless of the inclusion of the topic in the argument itself.

Automatic Identification of Argumentative Relations

Argument relation mining is the last sub-task framed within Argument Mining re-
search. This task is focused on the automatic extraction of argumentative structures
existing in a given natural language input. Although it is not easy to determine a
complexity ranking of the Argument Mining sub-tasks, mainly due to the many
different instances of each problem and how each corpus is annotated, argument
relation mining is usually considered the most complex task of all of them [28].
The critical points in argument mining identified in the sections above, such as
the linguistic nuances and the context, play a major role in the argument relation
identification sub-task.

Many different approaches to argument relation mining can be identified in
the literature depending on the methods used to approach the problem (i.e., Pars-
ing algorithms, Textual Entailment Suites, LR, SVMs, and Neural Networks), the
available annotated corpora, and their annotations. Preliminary work on the identi-
fication of argumentative relations is presented in [265] where rule-based Context-
Free Grammars are used to predict the relations of argument components and its
subsequent structure. In [383, 276], parsing algorithms are used in order to de-
termine argumentative relations between two propositions. A binary classification
approach of the problem is presented here, with only supports and attacks being
considered. Argumentation theory concepts such as abstract argumentation frame-
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works [124] (i.e., argument graphs) have also been used in [70] to complement a
Textual Entailment Suite (TES), and in [77] together with Random Forests (RF).
Both works present a binary instance of the task, where only support and attack
relations are taken into account. A different approach based on machine learning
techniques is presented in [61], where arguments obtained from an online debate
forum are used to train SVM classifiers. In this approach, three linguistic features
are used: textual entailment to determine if the proposition entails the hypothesis
of the argument, semantic textual similarity to measure the semantic equivalence
between two texts, and stance alignment to represent the alignment of a given ar-
gument. Similar features are considered to train SVMs in [252], where argument
relation mining is carried out in a corpus of political speeches. In [279], an end-
to-end argument mining approach is presented where argument relation mining is
tackled using a Maximum Entropy (ME) classifier. The argument relation classifi-
cation is also instantiated as a binary classification problem in that work. Student
essays are used to train the models to detect attack and support relations between
argumentative propositions. Work by Stab and Gurevych [353] presents another
end-to-end pipeline where binary argument relations are identified using integer
linear programming. In this approach, arguments are represented using linguis-
tic features that are fed to the models. A different perspective of the argument
relation identification problem is presented in [234], where the authors consider
monologue political speeches. A new corpus is created from non-debate politi-
cal speeches taking into account three different relation classes: atfack, support,
and no-relation. In [255], an argument mining pipeline is used to assist in the au-
tomatic scoring of argumentative essays. The presented approach automatically
detects binary relations between major claims, claims, and premises. The resulting
argument structure is used to determine the scores of the essays.

Neural network architectures were introduced aiming at argument relation min-
ing in [99, 171, 135]. Recurrent Neural Networks (RNN) and Long Short-Term
Memory (LSTM) architecture are proposed to approach the automatic identifica-
tion of attack/support argument relations between text propositions. These archi-
tectures provide better representations than the hand-crafted linguistic features,
and, therefore, obtain better and more robust results. In [245], argument relations
between forum posts are detected using a new proposed pointer neural architecture.
This architecture allows identifying binary relations inside a post (claim/premise
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argument structure) and between different posts (attack/support relations).

In [325], the authors present state-of-the-art results in an instance of the au-
tomatic identification of argumentative relations where four different classes are
considered: Inference, Conflict, Rephrase, and No relation (AIF standard rela-
tion classes). The authors present an approach based on the Transformer neural
architecture which makes it possible to capture longer-term linguistic dependen-
cies, and generates better internal representations of the arguments. The presented
results are evaluated using six corpora from different domains, in an attempt to
provide a less domain dependant perspective of the work. However, an interest-
ing idea is raised in [256], where the difficulty of comparing Argument Mining
works 1s pointed out. This difficulty is mainly due to the wide variety of corpora,
domains, and instances of each Argument Mining problem. In [94], the authors
propose a set of dataset independent baselines to overcome the presented problem
between different argument relation identification works. Furthermore, similar to
previous Argument Mining tasks, as pointed out in [271], context and background
knowledge are of utmost importance to robustly determine argumentative relations
in many situations. An approach based on SVMs and Bidirectional LSTM rep-
resentations is proposed to improve argument relation identification using back-
ground knowledge. Finally, in [32], the authors propose a transition-based model
built upon a Transformer architecture that incrementally captures argumentative
components and their relations in a natural language input. This efficient method
combines contextual information to achieve state-of-the-art results in two differ-
ent corpora. They also place emphasis on the efficiency problems that standard
models may have in the identification of argumentative relations. This is due to
the exponential growing of argument pairs with respect to the document length,
and it is a topic that deserves more attention if we want to have efficient Argument
Mining systems to use in the wild.

Cross-lingual and Cross-domain Argument Mining

From the previous task-specific reviewed work, we can see that there is great het-
erogeneity in the data. The argumentative classes and their distribution signifi-
cantly differ from one work to another, and the argumentative concepts are un-
derstood and instantiated in different ways (e.g., what is a premise and a claim,
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which kind of argumentative relations exist, etc.). These differences have a great
impact on the natural language arguments used in each experiment and make the
results specific for each work. Therefore, it is very hard to generalise their find-
ings and have a robust model that is capable of approaching Argument Mining in
different domains. This is an intrinsic challenge of human argumentation since
there is no unique and valid definition and different types of analyses have been
conducted over the years. Furthermore, we can observe a clear dominance of the
English language in the existing research, which makes it more difficult to draw
general conclusions and apply the findings in under-researched languages such as
Chinese, French, Spanish, Catalan, or Japanese, among others. This challenge has
been partially addressed in recent work in cross-lingual and cross-domain Argu-
ment Mining, providing a more generalised approach to language and domain.

First, regarding cross-lingual argument mining, it was initially researched in
[136], where the authors approach the problems of argument segmentation and
classification considering corpora in three different languages (i.e., English, Ger-
man, and Chinese). The authors proposed two different strategies to approach
cross-lingual argument mining using the machine translation and projection tech-
niques. Multilingual word embeddings are combined with an LSTM architec-
ture to approach argument segmentation and classification (considering the claim,
premise, and major-claim classes) in an experimental setup with three different
languages. From their findings, it is possible to observe how languages belong-
ing to distant language families (i.e., Chinese) are more difficult to deal with than
languages belonging to closer language families (i.e., English and German). This
work was extended in [313] and [348], where they explored the whole argument
mining pipeline in the English and Portuguese languages. For that purpose, they
extend the previously mentioned techniques of machine translation and projection
with BiLSTM, attention, and BERT architectures. In parallel with these works, a
machine translation-based approach was proposed in [370] where the authors take
five European languages into consideration (i.e., Spanish, French, Italian, German,
and Dutch). Multilingual BERT architectures are trained following two differ-
ent strategies: first, including all of the languages in the training set; and second,
grouping them into Roman and Germanic languages. Again, they could observe
how it is possible to achieve improvements by considering only languages that
are closer, but this improvement drops significantly when the heterogeneous set
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of languages is considered as a whole. Exploring effective cross-lingual Argu-
ment Mining strategies for distant languages is a challenge that remains unsolved,
and this problem can significantly slow down the development of under-researched
languages.

Second, research in cross-domain Argument Mining has also been addressed
in recent years. Initially researched in [4] where the sub-task of argument segmen-
tation was considered, the domain challenge was addressed by combining corpora
belonging to different domains during the training process. During the evaluation,
both in-domain and cross-domain results are provided, emphasising the impor-
tance of conducting cross-domain research in argument mining to produce robust
models and solutions. In [65], the authors approach the problem of classifying
argumentative components in a cross-domain setup. For that purpose, they make
use of convolutional neural networks and handcrafted features to improve the re-
sults obtained by classical machine learning algorithms. More recently, in [325],
a broad set of Transformer-based architectures was compared in the sub-task of
identification of argumentative relations. For that purpose, the authors trained the
models on a larger and more generic corpus and evaluated them using five smaller
domain-specific corpora. From the results, it was possible to observe a good per-
formance in general, and interesting capabilities of generalisation without the need
for handcrafted features. Following the research on Transformer-based architec-
tures for argument mining, Alhamzeh et al. [17] tackle the segmentation problem
considering two different corpora and a transfer learning strategy. They extended
this work in [18], where transfer learning was combined with a model ensemble to
improve their performance on the same problem.

In the case of cross-domain research, it is possible to observe an improved
capability of generalisation with the combination of the most recent Natural Lan-
guage Processing (NLP) algorithms and the appropriate learning strategies. The
cross-lingual challenge is, however, more problematic since a vast majority of the
research 1s conducted in English and in language families that are closer to the Ger-
manic and Romanic languages (i.e., European). Therefore, to prevent the neglect
of minority languages in computational argumentation research, it is advisable to
look more closely at aspects such as cross-lingual approaches.

39 __



2.3. ARGUMENT MINING

Summary

The research items reviewed in this section have been summarised in Table 2.3.
Even though it is hard to compare argument mining research due to the existing
heterogeneity in different corpora and task instances, with this table, we highlight
the most important aspects which may influence the performance of the experi-
ments carried out in each work. In addition to the proposed approach and the
obtained results, we summarise the main features of the corpora and the chosen
instance of each task tackled by the authors in each work. We consider the corpus
availability (i.e., Public or Private); the corpus size represented by the number of
sentences (S) and/or documents (D); a descriptor of the task instance; and (if it
1s a classification instance of the task) the class balance (i.e., equivalent propor-
tion of samples among the different classes) and the number of classes (/V.) in the
presented experiments. A balanced class corpus is used in the experiments when
the number of samples between the different classes is the same or very close. The
class balance helps to improve the results of the experiments when testing the mod-
els. However, in real situations, it is hard to find perfectly balanced distributions
between argumentative classes (e.g., supports or inferences are more common in a
discourse than attacks or conflicts).

Finally, some of the challenges addressed by Argument Mining research in
recent years are worth mentioning. With all of the research carried out in Argument
Mining over the previous years and the consolidation of this research task within
Computational Argumentation, more complex aspects have caught the attention of
researchers. Having knowledge of the best performing algorithms and techniques
and having established an heterogeneous but somehow standard way to approach
Argument Mining, we could observe that recent research is generally focused on
exploring beyond the individual argument mining sub-tasks themselves.

The first of these trends is presented with end-to-end Argument Mining re-
search. The most recent end-to-end model proposals are designed to undertake
the complete Argument Mining pipeline, instead of focusing on a very specific
sub-task. A good example of this line of research is presented in [248], where the
authors propose Multi-Task Argument Mining (MT-AM). MT-AM is an end-to-
end cross-corpus training model that relies on both a source and a target corpus
and allows sharing knowledge across the different Argument Mining tasks and
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Research Approach Task Instance Data Availability Corpus Size Class Balance (N,) Results
[242] Naive Bayes Arg./No-Arg. Public 3789 (S) Yes (2) 73.75 (Acc)
[156] Linear Regression Arg./No-Arg. Private 16000 (S) No (2) 77.10 (F1)
[336] Word2Vec + CRF Arg./No-Arg. Public 300 (D) No (2) 32.21 (F1)
[17] SVM + DistilBERT Arg./No-Arg. Public 402/340 (D) No (2) 79.21 (F1)
[141] Perceptron Discourse Segmentation Public 385(D) - 90.5 (F1)
[357] MLP Discourse Segmentation Public 7123 (S) - 86.07 (F1)
[140] CRF Discourse Segmentation Public 8447 (S) - 92.6 (F1)
[224] CRF Argument Segmentation Private 200 (D) - 60.70 (F1)
[4] BiLSTM Argument Segmentation Public 402/300/340 (D) - 88.54 (F1)
[212] MLE+LR Claim Identification Public 326 (D) - 12 (Pre)
[213] Unsupervised Claim Identification Public 83M (S) - 34 (Pre)
[268] SVM Evidence Classif. Private 1047 (D) No (3) 68.99 (F1)
[256] SVM + RNN Evidence Classif. Public 3800/7100 (S) No (5/3) 73.5/79.3 (F1)
[3] SVM Evidence Classif. Private 531k (S) No (3) 78.6 (F1)
[132] SVM Evidence Classif. Public 1459 (S) No (2) 80 (F1)
[253] SVM Evidence Classif. Public 478 (D) No (4) 55.10 (F1)
[370] mBERT Evidence Classif. Public 6735 (S) No (2) 80 (F1)
[352] SVM Argument Component Classif. Public 1879 (S) No (4) 72.6 (F1)
[135] LSTM Argument Component Classif. Public 402 (D) No (4) 34.35 (F1)
[136] LSTM Argument Component Classif. Public 829 (D) No (4) 70.71 (F1)
[348] mBERT + CRF Argument Component Classif. Public 402 (D) No (4) 75.74 (F1)
[246] BiLSTM + GCN + CRF Argument Component Classif. Public 402 (D) No (4) 67.55 (F1)
[32] Transition BERT-based Argument Component Classif. Public 402/731 (D) No (3/4) 88.4/82.5 (F1)
[18] SVM + DistilBERT Argument Component Classif. Public 6817/1436/2683 (S) No (3) 66.1 (F1)
[248] Longformer + Span-biaffine Argument Component Classif. Public 1833/112/731/500/60 (D) No (3) 77.41 (F1)
[33] Generative Transformer Argument Component Classif. Public 402/731 (D) No (3) 75.94/57.72 (F1)
[276] MST parser Support/Attack Public 112 (D) No(2) 71 (F1)
[70] TES + Arg. Graph Entail/Attack Public 200 (S) Yes (2) 67 (Acc)
[77] RF + Arg. Graph Support/Attack/None Public 854 (S) = 77.5 (Acc)
[61] SVM Support/Attack/None Public 1013/1285 (S) No (3) 70.5/81.1 (F1)
[252] SVM Support/Attack Public 265 (S) No (2) 72.4 (Acc)
[279] ME classifier Support/Attack Private 1473 (S) No (2) 20.4 (F1)
[234] SVM Support/Attack Public 1462 (S) No (2) 77 (F1)
[99] LSTM Support/Attack/None Public * Yes (3) 89 (F1)
[171] Logistic Regression Support/Attack Public 66542 (S) Yes (2) 65.4 (F1)
[313] Inner-Attention Support/Attack/None Public 477 (D) No (3) 53.4 (F1)
[325] Transformer Inference/Conflict/Rephrase/None Public 12392 (S) No (4) 70 (F1)
[32] Transition BERT-based Relation/No-Relation Public 402/731 (D) No (2) 82.5/67.8 (F1)
[248] Longformer + Span-biaffine Support/Attack/None Public 1833/112/731/500/60 (D) No (3) 45.97 (F1)
[33] Generative Transformer Support/Attack Public 402/731 (D) No (2) 50.08/16.57 (F1)

Table 2.3: Comparison and summary of the reviewed AM research. The table
is divided into three main blocks, each containing research focused on the AM
sub-tasks: (i) argumentative discourse segmentation; (ii) argument component de-
tection; and (ii1) argument relation mining, respectively. The Corpus Size is repre-
sented with the number of sentences (S) or documents (D). V.. defines the number
of classes in each corpus. The fields with (x) indicate an aspect of a corpus which
1s not described in the original publication.

corpora. The proposed model is compared with the single-task learning model that
relies on Longformer (i.e., a Transformer-based architecture specifically designed
for long input sequences) for learning the natural language representations, and
a span-biaffine attention architecture for dealing with the classification problem.
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From their findings, it is possible to observe that the MT-AM model effectively
shares knowledge across the different corpora and easily outperforms the single-
task baselines. In addition to the end-to-end research trend, this work 1s also an
example of the relevance of cross-corpora (e.g., cross-domain and cross-lingual)
learning research, since it makes it possible to leverage the limited publicly avail-
able resources for Argument Mining. Another recent work in end-to-end Argument
Mining with an original perspective is presented in [33]. The authors propose a
Transformer-based generative model that takes a string of text as the input and
produces a stream of labels as the output. Instead of a classification problem, this
approach models the complete Argument Mining pipeline in a way similar to how
machine translation models operate, and it is able to outperform the previous work
baselines in several Argument Mining benchmarks.

Furthermore, we can observe a significant increase of the research interest in the
proposal of new Argument Mining algorithms to undertake complex natural lan-
guage analyses in different application domains. Such is the case of the medical
domain, where Argument Mining has played an important role on automatising
the analysis of text-based health reports. In both [228] and [356], Transformer-
based models are used to automatically extract claims and premises and to support
clinicians in the decision making process for their patients. In general, Argument
Mining has proved to be useful in natural language-based decision making prob-
lems where an elaborated reasoning can be helpful in making the final decision. In
[86], the authors demonstrate the utility of including argumentative features into
the assessment of crowdsourced reviews and their relevance for new potential cus-
tomers. The proposed method combines the benefits of argument mined features
with formal argumentation theory (reviewed in Section 2.4) to estimate the help-
fulness of a given review. In this same direction, works [326] and [172] exploit
argumentative features that are mined from text to build an argumentative graph
and estimate the winner of a debate, which is a helpful task for supporting the jury
and critical thinking students.

In addition to decision support problems, Argument Mining has also recently
played an important role in natural language analysis systems. We observed an
incremental use of Argument Mining techniques for analytic purposes such as the
detection of fallacious reasoning [152], promoting mutual understanding in po-
larised debates [403], analysing scientific literature [215], analysing argumentation
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in dialogues [333], and finding reasoning structures in text essays [93]. all of these
works show the impact of Argument Mining in many different use cases and rep-
resent how this area of research is opening up a wide set of exciting applications
of Argument Mining and Computational Argumentation for the coming years.

2.4 Argument-based Knowledge Representation
and Reasoning

With the objective of structuring and processing argumentative information
from a computational viewpoint, researchers have focused on two aspects of Com-
putational Argumentation: argument representation and argumentation solving.
The former studies the computational representation of arguments. Some works
refer to our definition of argument representation as the syntactic part of argu-
mentation theory. The latter studies the different argumentation semantics which
provide formal definitions for argument properties such as acceptability or defeat.
With the argumentation semantics, it is possible to make an evaluation of the previ-
ously represented arguments. In this section, we analyse the fundamental concepts
and proposals related to formal argumentation research. However, it is an extensive
topic and some advanced aspects have not been reviewed due to the introductory
purpose of the present work. Furthermore, a comprehensive overview of the re-
search on formal argumentation on which most of the reviewed research has been
based can be found in [289].

Argument Representation

First of all, we will focus on reviewing the existing work in argument representa-
tion. Depending on how the arguments are represented, the works in the literature
can be divided into the two main groups of abstract and structured argument repre-
sentations. The differences between the two representations do not necessarily im-
ply exclusion. In fact, structured argument representation approaches are usually
based on abstract argumentation, but they provide a finer-grained level of detail
when defining the internal elements of an argument. Therefore, the choice of a
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computational representation of arguments for a specific problem will depend on
its domain or the users’ needs.

Abstract Argument Representations

The research done by Dung in [124] is considered to be one of the initial contribu-
tions that bridge the gap between argumentation theory and Artificial Intelligence.
In that work, Dung introduced the concept of an argumentation framework, which
serves to make a graph-based representation of argumentation. In this approach,
arguments are considered as abstract entities rather than linguistic propositions.
Thus, an abstract argumentation framework is defined as a pair of a set of ar-
guments and a binary relation representing attack relationships between pairs of
arguments.

This definition laid the foundations over which multiple variations of the orig-
inal framework have been proposed. These variations add new dimensions to the
computational representation of argumentation. In [49], Value-based Argumenta-
tion Frameworks (VAF) are formally defined. A VAF is a variation of Dung’s AF
where the values defended or promoted by the arguments are also considered in the
abstract representation of arguments. Thus, a VAF is defined as a 5-tuple where
the set of values, the relation between arguments and values, and the preferences
over these values are taken into account. In human argumentation, it is very com-
mon to find different arguments with opposing claims attacking each other from
different perspectives. These perspectives can be motivated by more complex as-
pects such as ideology or interests. In these situations, two opposed arguments
may be acceptable even if their claim proposes confronted ideas. The VAF allows
the representation of these situations with the integration of the new value property
of arguments.

Human preferences were further developed in [23] and [24], where the authors
point out a logical limitation of the previous VAFs regarding the representation
of attack relations. To overcome this limitation, Preference-based Argumentation
Frameworks (PAF) are proposed. A PAF is represented as a tuple of three ele-
ments considering the set of arguments, the attack relations, and a partial or total
preordering among the set of arguments. With this preordering, it is possible to
encode the human preferences over the arguments included in the framework.
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Differently, Modgil [240] proposed an approach to represent preferences, but
aimed at preserving the general properties of the original argumentation frame-
work. In the proposed Extended Argumentation Frameworks (EAF), preferences
are not defined by some externally given preference ordering, but are themselves
claimed by arguments. For that purpose, EAFs are defined as a 3-tuple where in
addition to the set of arguments and attack relations, a new type of relation between
the set of arguments and the set of attack relations is included. This new relation
allows claimed preferences to be represented explicitly during the argumentation
process.

Another important aspect of human argumentation is the indirectness of the ar-
gumentative relations. This is addressed in [79], where the authors propose Bipolar
Argumentation Frameworks (BAF). This framework provides the original abstract
AF with support relations in addition to attacks. The support relation between ar-
guments enables the representation of indirect conflicts in the resulting argument
graph. In the original AF, it was only possible to represent direct attack or defeat
relations between arguments. However, an argument that does not explicitly attack
another argument may be supporting a third argument that does, resulting in an
indirect conflict between arguments. These situations can be perfectly represented
with a BAF. The framework has the required properties to consider finer-grained
relations in an argumentation dialogue. A deeper study of BAFs properties is pre-
sented in [22]. Furthermore, an in-depth survey on the different interpretations of
the argumentative support relation in argumentation systems is presented in [101].

In some situations where online social interaction may occur (e.g., e-commerce
sites), it can be interesting to associate a numerical value to each argument repre-
senting its popularity or strength based on previous voting done by the community
[137]. In [43], Baroni et al. formally define the Quantitative Argumentation De-
bate framework (QuAD), which extends the original AF with a score function.
Through this score function it is possible to incorporate external information, such
as voting or an expert assessment, into the representation of arguments.

The proposed QuAD is framed into the issue-based information system (IBIS),
which is a decision-making support system where decisions are made after a com-
putational debate is solved considering several aspects such as economical, tech-
nical, or environmental, among others. A deep analysis of the properties of a
generalised version of this framework (i.e., Quantitative Bipolar Argumentation
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Framework) is done in [42]. An alternative approach for this problem is presented
in [128], where weighted argumentation frameworks (WAF) are formally defined.
Under this paradigm, numerical values (i.e., weights) are assigned to each attack
relation between arguments rather than to the arguments themselves. A complete
study on the properties of these frameworks is presented in [58], where the authors
report the well-foundedness of the WAFs. Thanks to the quantification, a deeper
analysis of argumentation can be done and solutions can be found in situations
where abstract frameworks have none.

In argumentative debates, two related concepts are of utmost importance: un-
certainty and anticipation. When arguing, in order to present a consistent line of
reasoning, it is important to prevent attacks from opponents’ arguments. However,
the presence of these arguments may not be known. Thus, estimating potential
attacks incoming from arguments which have not yet been uttered, but may appear
during an argumentative debate, is also an important aspect of argumentation. The
inclusion of this stochastic aspect of argumentation was first introduced in [127].
In [214], Li, Oren and Norman formally define the Probabilistic Argumentation
Frameworks (PrAF), a variation of the original Dung’s AF considering uncertainty
in addition to its previous properties. For that purpose, a probability distribution of
the arguments and their relations is included in the definition of the PrAFs.

In the constellation approach, probability functions map every argument and
argumentative relation to their likelihood values. A PrAF reflects the uncertain
representation of arguments and relations in its topology. Therefore, multiple AFs
may be instantiated from a specific PrAF. The likelihood values assigned to each
argument and relation will determine the whole set of AFs that can be induced
(i.e., generated) from a PrAF. Only in the case that all of the likelihood values
assigned are the maximum, a unique Dung’s AF will be induced. A deep analysis
of the probabilistic properties of PrAFs is conducted in [176]. Work by Hunter
[178] further develops the PrAF concepts and presents an approach for generating
argument graphs from a given probability distribution. This proposed approach
can be seen as an intermediate step between the estimation of argument probability
distributions and the final computational representation of argumentation.

An alternative probabilistic approach for argumentation is presented in [362].
The author proposes an epistemic approach for the PrAFs, where the probabil-
ity functions are related to the credibility of an argument rather than the PrAFs
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topology. Therefore, the topology is fixed, but the credibility of the existing ar-
guments is modelled with a probability distribution. The epistemic approach is
further developed in [181], where a complete modelling and a formal definition
of this approach is done. Similar to the quantitative (QuAD, WAF) approaches,
epistemic argument representations provide the tools for a quantitative analysis of
argumentation, based on the credibility probabilities assigned to each argument. A
complete work on the graphical (computational) representations and reasoning of
the epistemic approach for probabilistic argumentation is done in [180].

In addition to the PrAFs, uncertainty in argumentation has also been studied
under the Incomplete Argumentation Frameworks (IAF) [46], which are an ex-
tension of the Dung AF. In this approach, uncertainty is introduced from two dif-
ferent perspectives: attack incompleteness and argument incompleteness. In both
perspectives, a set of uncertain attacks or arguments is defined when represent-
ing the argumentation framework. Then, all of the possible completions of the
IAF are considered when defining the properties of arguments (e.g., acceptabil-
ity), enabling the analysis of argumentation in situations where the existence of an
argument or a conflicting relation between arguments is unknown.

There is a final aspect of argumentation theory that has also been approached
in abstract argument representation research: argumentation dynamics. From the
human perspective of argumentation, it is very common to have variations in the
argumentative discourse (e.g., when a debater presents a new argument). How-
ever, the previously presented frameworks are not capable of dealing with such
dynamics. The concepts of argument abstraction (removal) and argument refine-
ment (addition) were first introduced in [59, 57] and [60, 78], respectively.

These concepts define the Dynamic Argumentation Frameworks (D-AF) and
represent the update of abstract argument representations considering any possible
variation in the argumentative discourse. This alternative paradigm for compu-
tational argumentative reasoning has been recently surveyed in [121], where the
authors provide a detailed analysis of the research carried out in dynamic compu-
tational representations of arguments.

Finally, Control Argumentation Frameworks (CAF) are proposed in a recent
work by Dimopoulos, Mailly and Moraitis [116]. The main purpose of CAFs is to
combine the concepts of uncertainty and dynamics in a generalised representation
of argumentation. This way, CAFs are defined as 3-tuples consisting of a fixed
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Figure 2.3: Abstract argumentation frameworks instantiated in an example with
real arguments.

part, an uncertain part, and a control part. Each of these elements is represented
by a partial argumentation framework, depicting different types of information.
The fixed part framework represents the known arguments and attack relations.
The uncertain part framework represents the arguments and attack relations that
can exist in the future (argumentation dynamics). And finally, the most interesting
aspect of the framework is that, in the control part, it includes a set of arguments
and relations that can be added or not to the global framework by the argumentative
agent itself. This way, CAFs provide argumentative systems with a certain degree
of control and robustness in dynamic environments where we might want to be
prepared to counter arguments that might be uttered in the future. The control part
is important to defend one’s goals and beliefs from arguments that can be added in
a dynamic environment (i.e., uncertain part).

Probabilistic Control Argumentation Frameworks (PCAF) were defined in
[145], extending the CAFs with probabilistic distributions. For that purpose, the
authors introduce the concept of controlling power, a probability that a specific
control configuration will make it possible to defend one’s goals and beliefs from
uncertain arguments. With this approach, the robustness of the CAFs is improved,
and the computational cost reduced.

We will now retake our ongoing example in Figure 2.3 in order to illustrate how
these abstract representations can be used in situations with real arguments. It is
important to pay attention to the fluidity of the concept of abstraction in different
representations. The most important idea of abstract argument representations is
that the linguistic notion of an argument and any sense of structure disappear. Thus,
having identified the complete four arguments Al, A2, A3, and A4 depicted in
Table 2.1 and then analysing the eight argumentative segments described in Table
2.2, it is possible to generate an abstract representation of these four arguments
using Dung’s AF [124].
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First, the set of arguments A should be instantiated considering all of the avail-
able arguments in this situation, A = {A1, A2, A3, A4}. Second, the set of binary
attacks between arguments should be defined according to the nature of the identi-
fied arguments, R = {(Al, A2), (A2, Al), (A3, A2), (A4, A3)} (Figure 2.3a). This
1s the purest abstract representation of the arguments presented above. However,
it i1s possible to make alternative abstract representations of this situation using
different frameworks based on our needs. For example, a VAF [49] could be in-
stantiated in this situation by considering the two major values promoted by these
arguments: social good (v1) and resource management (v2). Thus, in addition to A
and R, the following can also be included in the definition of the framework (Fig-
ure 2.3b): the set of values V' = {v1, v2}; a mapping function val, such as val(Al)
= vl, val(A2) = v2, val(A3) = v2, val(A4) = v2; and a preference relation over
the values valpref = v1 > v2. Furthermore, it is also possible to make an abstract
representation of this situation using a BAF [79] by considering the addition of the
support relations S = {(A3, Al), (A4, A2)} to the previously defined sets A and R
(Figure 2.3c).

Structured Argument Representations

As an intermediate step between the pure abstract representation of arguments
presented in the subsection above, and the complete linguistically structured ar-
guments which can be found in human argumentation, researchers explored the
representation of structured arguments. This representation of arguments lays its
foundation in formal logic concepts, considering an argument as a pair < ¢, a >,
where ® is the support and « is the claim of the argument [54]. For example,
in the argument A1 (“We should pay our taxes since it is an important way to
contribute to the improvement of the society’s needs such as public health or ed-
ucation.”), 1 would contain the support of the argument (i.e., “it is an important
way to contribute to the improvement of the society’s needs such as public health
or education”), and oy would represent its claim (i.e., “we should pay our taxes”).
This same structure can be identified in the remaining arguments from our run-
ning example: A2 = < Oy (“politicians do not manage them properly”), as (“we
should not pay our taxes”) >; A3 = < ®3 (“this is not a problem caused by the
taxes themselves, but by the people who manage them”), as (“every four years cit-
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izens can vote and choose different politicians if they are not satisfied”) >; and A4
= < Oy (“the inefficient management of resources does not depend on the politi-
cal party”), ay (“we will not be able to overcome this problem by only voting for
different politicians™) >.

Given this formal definition of an argument, it is possible to provide more fine-
grained representations of the existing conflict relations among them: defeater
arguments, and the characteristic assumption attacks of undercuts and rebuttals
[259, 292, 344]. A defeater argument is defined as an argument whose conclu-
sion proves the refutation of the support of the defeated argument, and, therefore,
its claim. This situation can be observed when two different types of assumption
attacks occur in an argumentation.

First, an undercut happens when an argument directly attacks the inference
from the premise of another argument to its conclusion. An undercut can be ob-
served in our example between arguments A3 and A2, since A3’s claim ag (“every
four years citizens can vote and choose different politicians if they are not satis-
fied”) 1s in conflict with A2’s support @, (“politicians do not manage them prop-
erly”). The weakening of the inference created from the support of an argument
towards its claim (i.e., “we should not pay our taxes”) in a debate undermines
the credibility of the whole argument. However, the most natural way to attack
another argument is to directly oppose its claim. This situation is studied in the
literature as a rebuttal. An example of a rebuttal can be observed between argu-
ments A2 and Al, since as (“we should not pay our taxes”) is attacking o (“we
should pay our taxes), which is the claim of A1, and vice-versa. Similar to the at-
tacks, structured argumentation make possible to be more specific on the supports
between arguments. In [102], the authors characterise four different types of sup-
port in structured argumentation: the conclusion support, the premise support, the
intermediate support, and the sub-argument support. These logical definitions of
arguments and their relations made possible a computational representation of ar-
gumentation using logic programming languages. Defeasible Logic Programming
(DeLP) [146] 1s a paradigm of the combination of logic structured argumentation
and a logic programming language based on Prolog syntax.

Another approach to structured argument representation is the assumption-
based argumentation (ABA) [63]. This approach presents a computational frame-
work based on Dung’s abstract argumentation and incorporates the logical notion
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of argument structures. Essentially, assumption-based argumentation provides ab-
stract frameworks with a set of defeasible assumptions. These assumptions are true
until the contrary is proved by another argument attacking its veracity. However,
the semantics of assumption-based argumentation (i.e., the notions of acceptabil-
ity) are not different from the abstract argumentation approach. Furthermore, ABA
differs from its logic-based counterparts in two major aspects. First, the explicit
definition of rebuttal presented above does not happen in ABA, but rebuttals can
be induced from the generated representations [290]. Second, in ABA, arguments
are not required to have supports in order to exist. Original assumption-based ar-
gument representations rely on tree data structures. However, research done by
Craven and Toni [109] restates this concept and provides a graph-based alternative
which makes possible to consider further aspects of argumentation than the orig-
inal approach. In fact, graph-based ABA can be seen as a finer-grained argument
representation of the abstract argumentation graphs. A complete tutorial on ABA
is presented in [371].

Finally, work by Prakken [288] merges the abstract concepts of argumentation
(i.e., abstract argument graphs) with the logical notions of argument structures and
their tree-based representations. ASPIC(+) provides a framework for the definition
of argumentation systems relying on these two ideas. A fully detailed tutorial on
the definitions of ASPIC(+) and its implications is carried out in [241]. Except for
the traditional logic-based approaches, the other reviewed structured representa-
tions rely on the definition of rules. However, the rule-based mechanism used in
each representation is not the same. On the one hand, DeLLP and ASPIC(+) have
defeasible rules. On the other hand, ABA only allows deductive rules in their ar-
gument representations. The differences on the rule treatment by each approach
can be a determining factor for defining the structure of the arguments, and even
for their evaluation.

In some domains and situations (e.g., legal reasoning), it was shown that even
logic-based structured representations of arguments were too abstract [286]. The
need for a more specific structured representation of different argumentation pat-
terns leads to the definition of argumentation schemes. An argumentation scheme
formally defines the inference structure of an argument. These definitions reflect
the most common reasoning patterns that can be identified within human argumen-
tation. Thus, argumentation schemes provide the more specific structures for the
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definition and representation of arguments. An argumentation scheme is defined
by a set of premises and a conclusion. A very common example of an argumenta-
tion scheme, which can be usually found in debates, is the argument from expert
opinion. The major premise is that the source E is an expert in the domain S which
contains the proposition A. The minor premise is that the expert E asserts that
proposition A is true (false). Finally, its conclusion is that A is true (false). Every
argumentation scheme also has a set of critical questions, which may weaken the
credibility of an argument. A typical critical question for the expert opinion argu-
ments would be the expertise question (i.e., How credible is E as an expert source?)
or the field question (i.e., Is E really an expert in the field that A is in?). The work
in [400] makes the most complete compilation of argumentation schemes is done.
More than sixty different schemes and their critical questions are grouped into
three major classes (i.e., Source-based, Practical reasoning, and Causal reasoning)
depending on the nature of the underlying reasoning pattern. This classification
has been refined in subsequent research [398].

A dialogue-based computational representation of arguments resulting from the
combination of the Argument Interchange Format (AIF) [204] and Inference An-
choring Theory (IAT) [68] has been proposed to bridge the gap between natural
language argumentation and the computational representation of arguments in ar-
gumentative dialogues. Therefore, this computational representation of arguments
can be understood as being both an annotation guideline for natural language ar-
gumentation for Argument Mining and NLP tasks and a structured representation
of arguments that are compatible with other frameworks such as ASPIC(+). With
AIF, it is possible to computationally encode argumentative propositions and their
relations, together with the utterances in the natural language dialogue. Addition-
ally, IAT serves as the glue that links the flow of dialogue with the argumentative
structures derived from such dialogue.

The different argument representation approaches reviewed in this work are
represented in Table 2.4. We have summarised the most relevant attributes
(columns) that define each framework (rows). We have also sorted the differ-
ent representations depending on their level of abstraction, with the Abstract AF
(AAF) being the most abstract representation of arguments and the argumentation
schemes being the linguistically richest representation. Furthermore, some frame-
works such as the probabilistic or the dynamic, can be viewed as meta-frameworks
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Framework Attacks Supports Features Uncertainty Dynamics Structure

AAF [124] v X X X X

BAF [79] v v X X X

VAF [49] v X v (Value) X X

PAF [23] v X v’ (Preference order) X X

EAF [240] v X v (A x R relation) X X

QuAD [43] v v v (Score) X X Abstract

WAF [128] v v v' (Weight) X X

PrAF [214] O O O v X

IAF [46] v X X v X

D-AF [59, 60] O O O X v

CAF [116] v X X v v

PCAF [145] v X v" (Probability) v v

DeLP [146] v v X X X Logic

ABA [63] v v v (Assumptions) X X Logic + Inference
ASPIC(+) [288] v v O O O AF + Logic

Arg. Schemes [400] v v X X X Reasoning Pattern
AIF [204] v v v" (Text and Reasoning) X X Natural Language

Table 2.4: Comparison of the most relevant argument representation approaches.
Note: v and x indicate whether a framework has a specific attribute or not; ()
indicates if the framework is compatible with some attribute, even if it was not
considered in its original definition.

that provide basic frameworks with new functions (i.e., uncertainty and dynamics).

Argumentation Solving

Once the argumentative reasoning is computationally represented by an argumen-
tation framework, the next step is to understand and evaluate the contributions of
each argument to the presented reasoning. We call this task argumentation solving,
i.e., understanding the solving idea as the identification of acceptable and defeated
arguments. The acceptability concept of an argument may vary depending on its
definition, which can be different from one argumentation domain or framework
to another. Along with the definition of Dung’s abstract argument representations,
the concept of argumentation semantics was proposed [124]. Argumentation se-
mantics are the rules on which each argument evaluation method relies. Usually,
argumentation semantics rule the definition of the extensions of an argumentation
framework. These extensions are a subset of the complete set of arguments, repre-
senting the idea of collective acceptance (i.e., arguments belonging to an extension
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can not conflict with each other).

The argumentation semantics have been proposed mainly around two concepts
that are defined considering the graph structures underlying the argumentation
frameworks. The first of these concepts is conflict-freedom. We can say that a
set of arguments 1s conflict free if there are no relations of conflict between any
argument included in this set. The second of these concepts is admissibility. It is
possible to affirm that an extension is admissible if in addition to being conflict-
free, the arguments belonging to the extension are able to defend themselves (i.e.,
that there can be no external attack on any one of the arguments that are included
in the set that is not responded to with a counter attack by the arguments in the set)
[124].

Four different extension-based semantics were proposed originally in [124]:
complete, grounded, stable, and preferred. Depending on which semantics are
considered, the argumentation solving problem will output different sets of ac-
ceptable arguments (i.e., extensions). The complete semantics define the complete
extensions of an argumentation framework as the set of arguments capable of com-
pletely defending themselves and which must include every argument that the set
defends. Retaking our example, in our abstract AF = <{Al, A2, A3, A4}, {(Al,
A2), (A2, Al), (A3, A2), (A4, A3)> (Figure 2.3a), the set of complete extensions
would be Eco(AF) = {{A4}, {{Al, A4}, {A2, A4}}. The grounded extension
is the minimal complete extension (wrt. set inclusion). To compute the grounded
extension, every initially unattacked argument is added to the set. Then, all of the
arguments attacked by these are removed from the framework. These two steps are
repeated until no attacked arguments exist in the set. In our example, the grounded
extension would be Egr(AF) = {{A4}}. The stable semantics define the stable ex-
tensions of an argumentation framework since every conflict-free set of arguments
is capable of attacking all of the arguments that are not included in it. The exis-
tence of stable extensions of any cyclic framework with three or more arguments is
not guaranteed. Considering our example, the stable extension would be Eg7(AF)
= {{Al, A4}, {A2, A4}}. Finally, the preferred semantics define the preferred
extensions as the subset-maximal of admissible sets, with the only requirement
being that the arguments included in that sets must be able to defend themselves
from any existing attack. Thus, preferred semantics can be seen in the middle of
complete and stable semantics, since every stable extension is preferred and every
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preferred extension is complete. In our example, the preferred extension would be
Epr(AF) = {{Al, A4}, {A2, A4}}.

In addition to these four original semantics, researchers have proposed differ-
ent alternatives to overcome their limitations and to improve some undesired be-
havioural aspects in specific contexts: stage [381], semi-stable [74], ideal [126],
CF2 [40], and prudent [105] semantics. We will not delve further into the for-
mal definition and analysis of all of the existing semantics since it is not the main
objective of this work and the basic notions of argumentation semantics have al-
ready been described. The formal definition of all of the mentioned semantics and
their differences can be found in [39]. Furthermore, a complete introduction to the
abstract argumentation semantics is presented in [38], where the authors describe
in detail the most important underlying concepts of argumentation semantics and
formally define their most common classes.

We have seen many different alternatives to the Dung’s abstract AF. There-
fore, in some cases, these semantics will need to be adapted to the variations of
each framework. Such is the case of the work in [23], where the proposed PAF
leverages the preference-based preordering of arguments to overcome the possible
violation of the conflict-freedom property by the acceptable extensions produced
by VAFs. Work by Amgoud and Naim [21] explores how the argumentation se-
mantics need to be restated in order to evaluate weighted bipolar argumentation
graphs. The authors propose new semantics which are compliant with the prop-
erties of such frameworks. Furthermore, the same authors propose the concept of
ranking-based semantics in [20]. In this approach, arguments are ranked during the
evaluation based on their degree of acceptability using a score function. A com-
plete review and analysis of these semantics is done in [114], where the most im-
portant ranking-based and scoring semantics are compiled (e.g., categoriser-based
ranking semantics [53], burden-based semantics, or discussion-based semantics
[20]). Another work that is framed in the bipolar argumentation frameworks do-
main is [118], where Doder et al. present a set of postulates and formalities for the
integration of ranking-based semantics into weighted bipolar argumentation-based
systems. This new idea of semantics makes possible to do a gradual evaluation
where arguments are not completely defeated but just weakened.

Furthermore, the particularities of the quantitative argument representations
make it harder to effectively use algorithms based on purely abstract semantics for
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the evaluation arguments. In the paper where the QuAD frameworks are proposed,
an algorithm for evaluating arguments based on the aggregation of the values as-
signed to the arguments is defined [43]. However, in [299], the authors identify
some of its limitations and propose an improved version of the algorithm to do the
evaluation of such frameworks. Similarly to the ranking-based approach, there is
not a unique extension or labelling of acceptable arguments. The main difference
is that the scores in ranking-based semantics must be calculated directly from the
argumentation framework, without considering external sources.

It is also worth to mention that dynamic argumentation allows dealing with ar-
gument graphs that may vary with the addition or removal of existing arguments
over time. In this situation, specific algorithms for argumentation semantics need
to be specified. In [216], the authors propose an approach based on partitioning
the original graph into modified subgraphs, which improves the efficiency of cal-
culating the extensions of the complete, preferred, ideal, and grounded semantics.
This approach is corrected and further polished in [41], where the authors provide
an analysis of graph topology-related properties of argumentation semantics. Work
by Alfano, Greco and Parisi [15] presents an incremental algorithm to calculate the
extensions of an argumentation framework considering one update at a time. The
algorithm recalculates extensions on a significantly reduced version of the previ-
ous partitions making an important contribution to the efficiency of argumentation
solving in dynamic environments.

Argumentation solving is, in fact, a hard problem regarding its computational
complexity. As pointed out in [28], the computational complexity of calculating
any of the previously mentioned extensions from a given argument graph goes
beyond P and NP complexity classes. The implications of this affirmation mean
that any deterministic algorithm for argumentation solving will have an exponen-
tial (worst-case) cost of execution under the exponential time hypothesis. This
complexity issue has been analysed in the literature for most of the existing ar-
gument representations: for the abstract (Dung’s), value-based, and assumption-
based argumentation frameworks [129]; for the probabilistic (bipolar) argumen-
tation frameworks [139]; and for dynamic argumentation solving [257]. The In-
ternational Competition on Computational Models of Argumentation’? (ICCMA)

2http ://argumentationcompetition.org/
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[364, 201] is proposed as a way to develop efficient algorithms for argumentation
solving. The participant algorithms [144] are awarded based on their computa-
tional efficiency. In this way, it is possible to have frequently updated baselines
regarding argumentation solving computational costs. To overcome the complex-
ity issue of argumentation solving, recent research has focused on doing a prob-
abilistic modelling of the problem using Markov networks [284] and deep neural
networks [108]. Promising results can be observed considering the grounded, pre-
ferred, stable, and complete semantics. However, dynamic argumentation remains
as future work for these probabilistic approaches. Also, in [133], the authors pro-
pose a complete solver based on the answer-set programming paradigm that incor-
porates the concepts of credulous and skeptical acceptance and calculates the ex-
tensions for a given framework. Thanks to the ICCMA, significant advances have
been made in the implementation of efficient and accurate argumentation solvers in
recent years, details of which can be found in [202]. In [80], Cerutti et al. present
a thorough review of the existing implementations for formal argumentation mod-
els and provide a comparison of the most important solvers designed for abstract
and structured argument representations. Furthermore, the authors also identify
the complexity problem related to computational argumentation reasoning (i.e.,
solving) and summarise other existing approaches to overcome this limitation.

Some recent research has focused on understanding how these formal propos-
als fit into the human reasoning process. First approached in [81], the authors
present an empirical evaluation of the performance of different formal argument
models when applying human reasoning instead of argumentation semantics. The
findings show that human reasoning takes the domain much more into account
than argumentation semantics, which (almost) completely disregard the context
of argumentation. Similarly, in [281], an evaluation of the probabilistic models
(both constellation and epistemic) and the bipolar models is conducted through an
empirical evaluation with humans. From the results, the authors state that han-
dling uncertainty through probabilistic models is a critical aspect from the human
reasoning perspective and that an abstract model with standard semantics is not
enough to approximate human reasoning. Finally, it is also worth mentioning the
work by Rahwan et al. [300], where the combination of semantics and behavioural-
based models of human reasoning is proposed to overcome acceptability conflicts.
This way the behavioural-based model of human reasoning is used to solve any
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potential conflict between the predictions of different semantics.

2.5 Argument-based Human Computer Interaction

The Computational Argumentation line of research that deals with the inven-
tion phase of human argumentative reasoning can be framed in the argument-based
human-computer interaction. An argumentative intelligent system that interacts
with human users must be able to do the following: 1) “translate” computational
representations of arguments to a human understandable representation (e.g., read-
able or spoken natural language); and 2) define dialogue strategies that remain
trustworthy and persuasive for every human user interacting with the system. Fig-
ure 2.4 provides a graphical representation of this last area of Computational Ar-
gumentation research which has been identified and reviewed in this paper. Re-
taking our example, after having defined the set of acceptable arguments in their
computational representations (i.e., Al and A4 considering the AF in Figure 2.3a
and admissible semantics), generate natural language arguments must be generated
before engaging in direct interaction with human users. Furthermore, different ar-
guments may be more or less persuasive for different human users depending on
several aspects (e.g., personality, preferences, etc.). Thus, argument generation re-
search deals with the transition from computational representations of abstractly
represented arguments to their complete natural language versions. On the other
hand, argumentative persuasion research focuses on an efficient use of arguments
to persuade human users. For example, the use of the first generated argument (i.e.,
Figure 2.4, “Argument 1”) should be prioritised to persuade a user who values so-
cial benefit the most (i.e., Figure 2.4, User 1). However, our second generated
argument (i.e., Figure 2.4, “Argument 4”’) will be more persuasive for a user who
is concerned with the problem of political resource management (i.e., Figure 2.4,
User 2). In this section, we review the most important research that focuses on
making advances in argument generation and argument-based computational per-
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Argumentative
Persuasion

Figure 2.4: Main steps in argument-based human computer interaction: (i) The
acceptable set of arguments (i.e., Al and A4) is taken from the computational rep-
resentation. (ii) Natural language arguments (i.e., "Argument 17 and ”Argument
4”) are generated from their abstract/structured representations. (iil) Arguments
are used to convince human users following different strategies.

suasion.

Argument Generation

Argument generation is the first task to be tackled towards a complete argument-
based human-computer interaction. Research on argument generation focuses on
exploring methods to “translate” computer systems’ knowledge on some specific
topic or domain into arguments that are new and understandable to humans. In
[305], a new rule-based framework is defined to deal with argument generation for
the first time. The ideas proposed along with this framework are further devel-
oped in [304], where argument components (i.e., logical propositions) are ordered
following new specific strategies with the objective of improving the coherence
and persuasiveness of the generated arguments. In parallel, work by Zukerman,
McConachy and Korb [415] approaches this task by using Bayesian reasoning
and proposes a new method to automatically generate arguments from an argu-
ment graph given a topic and a context. Similar to previous research in [305]
and [304], in [414], the authors improve the Bayesian reasoning argument gener-
ation approach with different argument strategies. These strategies make it pos-
sible to refine of the process by considering different argument components (i.e.,
goals, supports, claims, premises) to generate the final arguments depending on
the strategy chosen (i.e., reductio ad absurdum, inference to the best explanation,
reasoning by cases, and premise to goal). Work by Carenini and Moore [75] laid
the foundations of modern argument generation research. The authors presented
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Research Approach Arg. Control Arg. Repetition Arg. Originality

[551,

[561,

[322], Template-based Generation Max. High Min.
[324],

[365]

[158],
[295]
[296],
[309],
[337],
[3501,
[392],
[397]

(301,

[157],

[169], Natural Language Generation Min. Min. Max.
[260],

[339]

Argument Database Information Retrieval High Low Low

Table 2.5: Comparison and summary of the reviewed research in automatic ar-
gument generation. Three major features are considered in our comparison: the
user control over the argument generation process (Arg. Control); the amount of
repeated arguments generated by each approach (Arg. Repetition); and the origi-
nality of the new generated arguments (Arg. Originality).

an original two-sided approach, relying on argumentation theory concepts for the
argument component selection and structure definition, and on computational lin-
guistics for the natural language generation. Three main branches of the recent
automatic argument generation research can be identified: template-based argu-
ment generation, argument information retrieval, and approaches based on natural
language generation and computational linguistics.

Table 2.5 depicts the most relevant research in this area, grouped into these
three major approaches for the automatic generation of arguments. Three funda-
mental features that are intrinsic to the process of generating new arguments are
used to compare these three approaches. The first one is the user control over the
creation of new arguments (Arg. Control). This feature indicates how controllable
the argument generation process is, which can be of utmost importance in specific
domains, such as the education domain or a privacy sensitive domain. The sec-
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ond one is the number of repeated arguments that will be created at the end of the
process (Arg. Repetition). This is a relevant feature when looking for naturalness
in dialogues. It is important to minimise the number of repeated utterances, and
even internal structures in different arguments. The third one is the originality of
the created arguments (Arg. Originality). In some situations where creativity is
a major aspect when analysing new arguments, it might be desirable to generate
original arguments rather than reusing arguments used in previous debates.

First, template-based argument generation is a straightforward, but effective,
way to automatically generate arguments in controlled environments. Work by
Bilu et al. [56] defines a set of templates matching previously detected premises in
a given topic. Argument Mining techniques are used to undertake the automatic de-
tection of claims and premises. Then, the argument generation is done by combin-
ing these previously “mined” argument components with the use of templates. The
ideas presented in that work are further developed in [55] where machine learning
and neural network architectures are used to match “first principles” (i.e., relevant
arguments on a wide range of topics) and predefined classes of arguments. These
“first principles” are used to represent the main ideas of every argument generated
in some specific domain. A different template-based approach is presented in [365]
and [322]. Work by Thomas, Oren and Masthoff [365] proposes a set of templates
based on argumentation schemes (i.e., stereotyped patterns of human reasoning
[400]), which are used to automatically generate arguments following the different
reasoning patterns. The proposed system asks the user for a minimal input (e.g., a
goal, a commitment, a belief, or some liking) and generates persuasive arguments
aimed at changing user behaviour in the healthy eating domain. On the other hand,
work by Ruiz-Dolz et al. [322] presents a set of argument templates designed to
prevent privacy violations in online social networks. The proposed argumentation
system [324] automatically retrieves all of the needed user features from the net-
work and analyses every piece of content shared in it. When a potential privacy
violation is detected, the system uses the features together with the templates to
create persuasive arguments. Four different types of arguments are proposed to
persuade social network users: Privacy, Risk, Trust, and Content. Each type of ar-
gument deals with the potential privacy violation from a different perspective: the
privacy configuration, the scope of the publication, the trust of the users involved
towards the author and the sensitive content detected in it.
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An important contribution to modern argument generation research is
“Carneades” [397], a complete argumentation system. “Carneades” is capa-
ble of generating new arguments from a previously loaded argument component
database. This tool allows generating complex reasoning patterns such as argu-
mentation schemes, but the argumentative database (i.e., argumentation frame-
works) must be previously structured and annotated. Argument information re-
trieval techniques can consider a wider range of cases than the template-based
approaches. However, their scope is usually bounded to the quality of the underly-
ing argument knowledge database. Work by Sato et al. [337] presents an argument
generation system for debates. This approach is based on a sentence retrieval al-
gorithm. Each sentence is previously analysed to obtain key concepts such as the
topic or the polarity. Then, a predefined set of rules is used to score and rank the
available arguments in order to be able to generate (i.e., select) the most suitable
one for the ongoing debate. In [309], the authors propose an argument generation
system that automatically generates Toulmin arguments (i.e., claim, data, and war-
rant) for a given topic. The method presented in that work is based on the initial
generation of a knowledge database from which the claims, data and warrants are
retrieved. These elements are retrieved using a score that is based on contextual
similarity aimed at generating the most coherent possible arguments. In the work
carried out by Wachsmuth et al. [392] a standard structured pipeline to under-
take the argument generation task is proposed. The authors present a “rhetorical
strategy” that can be used for duly synthesising arguments and a new dataset to
validate the proposed strategy. This strategy also relies on having an available
argument knowledge database and is divided into three steps: content selection
(i.e., Argumentative Discourse Units), argumentative component structuring, and
phrasing the style of the generated argument.

Neural network architectures are introduced to perform the argument informa-
tion retrieval in [350], where an argument generation system that is capable of
retrieving arguments from an heterogeneous set of topics is presented. The sys-
tem architecture uses a pre-processed argument knowledge database. A topic is
given by the user and the system automatically retrieves the top related arguments
from the previously indexed database. A Bidirectional Long-Short Term Memory
(BiILSTM) neural network is used to automatically extract argumentative features
to improve the quality ranking of argumentative sentences. A large amount of data
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is usually required in order to completely take advantage of these models. The
largest dataset for argument quality ranking is presented in [158]. The authors also
present the first approach for ranking arguments depending on their quality in a
specific context, based on the state-of-the-art natural language processing Trans-
former architecture (i.e., BERT). An important aspect of argument generation is
the evaluation of the quality of the generated arguments, not only regarding their
semantics but also their coherence in the context in which they are generated by an
argumentation system. Work by Rach et al. [295] introduces a new framework to
evaluate argument search techniques. The framework provides an interface with a
chatbot that allows human users to rate and assign different categories to the argu-
ments displayed in each dialogue step. These categories are assigned based on how
suitable the argument generated in the conversation is, and thus are used to calcu-
late the quality of the different argument search approaches. That work compares
the argument search engines presented in [391] and [350]. Finally, arguments are
generated using a modification of the template-based approach of [296].

Recent research on argument generation has set its sights on the natural lan-
guage generation area of Natural Language Processing. The latest advances in this
area have made it possible to automatically generate rich text without the need to
constantly search large databases. Work by El Baff et al. [30] presents the task
of automatically synthesising arguments as a language modelling task. In this ap-
proach, the authors consider the ADUs as the “words” and the arguments as the
“sentences” of a language model. This approach uses the “rhetorical strategy”
proposed in [392] in order to define the sub-tasks carried out by the model (i.e.,
select, arrange and phrase). In [169], the authors tackle the automatic generation
of counterarguments. For that purpose, they create a corpus from an online forum
with conflicting pairs of comments (i.e., claims). The proposed method first iden-
tifies the words in the original comment that should be removed or replaced and
then generates the needed modifications. A neural encoder-decoder gated recur-
rent unit (GRU) model with attention is used in that work to automatically gener-
ate counterarguments. In [339], the authors present an approach that is based on
controllable language models to automatically learn to generate arguments. The
presented pipeline is divided into three different steps. First, arguments are classi-
fied and analysed from large data sources. Then, the language model is fine-tuned
on these new processed data sources. Finally, the model is able to infer new ar-
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guments using specific control codes that are specified in the first step. With this
approach, complete new arguments can be generated from only a few conceptual
words used as control codes. Similarly, in [157], the authors present a claim gener-
ation pipeline based on the GPT-2 model architecture. The model is fine-tuned on
a large collection of argumentative text. In that work, claims are generated from
a topic input. This is a less restrictive approach than the previous reviewed work
and allows to generating new arguments considering only its topic. Finally, [260]
describes the creation of a corpus of argumentative rebuttals. This corpus is aimed
at overcoming the topic (i.e., domain) limitation of previous argument generation
research and finding more natural continuations for argumentative debates.

Work by Le et al. [209] compares the argument retrieval approach with the
natural language generation approach. Neural architectures are used in both cases,
but better results are achieved using the argument retrieval system. However, a
very limited corpus is used, which could be the cause of misleading results. Con-
versely, [174] and [173] propose a combination of neural architectures for natural
language generation with argument retrieval techniques to improve the quality of
the generated arguments. Promising results are presented, which may imply that
a combination the two approaches may provide the system with richer informa-
tion resulting in better generated arguments, especially with the current scarcity of
available corpora. In conclusion, we have been able to observe how each approach
presents different strengths and weaknesses (see Table 2.5). Template-based ap-
proaches maximise the control over the process of generating new arguments, but
thus sacrifice the naturalness of the dialogue and the originality of the created argu-
ments. Other approaches (i.e., argument retrieval and natural language generation)
partially sacrifice the user control in the generation process, but they can be more
useful in creating natural argumentation dialogues or original arguments on a spe-
cific debate topic. Thus, a different approach for generating arguments can be the
optimal one based on the needs and the application domain.

Argument-based Computational Persuasion

The final step when designing the human-computer interaction of an argumenta-
tion system focuses on analysing how arguments must be used in a direct dialogue
with human users. An argument is a piece of reasoning that supports, rebuts, or
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justifies some specific claim. In an argumentative dialogue, arguments are used
to strengthen one’s own claims and to weaken others’ claims. Thus, in the end,
any computational system that directly dialogues with human users using argu-
ments, regardless of the final goal of the system (i.e., reach an agreement, decision
making, recommendation, conflict resolution, etc.), needs to be persuasive in or-
der to be considered effective. This problem has been approached from a formal
viewpoint, benefiting from prior research in argument representation and reasoning
[189] (see Section 2.4). A complete review of this perspective on argument-based
computational persuasion is done in [287]. However, in this work, we focus on the
most recent approaches proposed in the literature where more informal aspects are
brought into consideration (e.g., natural language, user models). In this last task of
the Computational Argumentation process, most of the research aims at analysing
the persuasive aspect of arguments. However, argument persuasiveness is hard to
model and understand. The argument-based persuasive dialogue can be structured
into four major sub-tasks: the modelling of persuasive aspects of the user, the
automatic estimation of argument persuasiveness, the definition of dialogue strate-
gies, and the direct interaction with human users. Table 2.6 classifies the identified
work related to argument-based computational persuasion and provides a general
structure for research in this area.

Empirical Studies for Argument-based Persuasion

The audience is of utmost importance to accurately model the persuasiveness of
arguments. Thus, an important part of the research in argument persuasion has
focused on studying how different human features can relate to the perception
of persuasion. In [367], the authors carried out a study of how human personal-
ity could be relevant in creating persuasive messages to convince humans in the
healthy eating domain. For that purpose, personality is represented with the Big
Five personality dimensions [317], and messages are grouped into the six persua-
sive principles of Cialdini [91]. Through these principles, it is possible to classify
the persuasive intentions of a given message into six categories: reciprocity, com-
mitment and consistency, consensus or social proof, authority, liking, and scarcity.
These principles of persuasion can be found every day in different situations such
as marketing and advertisements. In the case of argumentation, we need to pay at-
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Argument-based Persuasive Dialogue

User Persuasiveness Dialogue User

Research Approach Modelling  Estimation  Strategy Interaction

[367],

[92], Study v X X X
[368]

[278],

[413], . .

(1511, Machine Learning X v X X
[31]

[220],

[131], . .

[191], Machine Learning v v X X
[119]

[148],

[267],

gjm]’ Reinforcement Learning X X v X
[9],

[272]

[316],

[83], Chatbot X X v v
[82]

[164] Study + Machine Learning v v X X
[369] Study + Chatbot v X X v
[315] Machine Learning + Chatbot X v v
[179] Framework v X v X

Table 2.6: Classification of the identified research in argument-based computa-
tional persuasion. Note: v" and X indicate whether a research work approaches an
argument-based persuasive dialogue sub-task or not.
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tention to the usage of these principles since an argument whose persuasive intent
can be classified under one of these principles, but whose premises are not provid-
ing a solid enough justification for its claims, can be considered a fallacious argu-
ment and thus be used for manipulative purposes. This problem has been studied
from the argumentative viewpoint with the argumentation schemes and their crit-
ical questions. For an argument defined under a specific reasoning scheme, these
questions allow us to verify if its rational elements (i.e., premises and claims) are
well justified, and the applied reasoning is valid. With these critical questions,
it is possible to easily detect fallacies and invalid arguments that without further
analysis could be accepted. Recently, a study to find the existing relations between
argumentation schemes with the persuasive principles of Cialdini [328] was con-
ducted. The observed relations can be used to analyse manipulative persuasion
in argumentation through the concept of the previously defined critical questions.
The initial research relating personality, arguments, and persuasion was continued
in both [92] and [369] works. In [92], the authors explore the existing correlations
between user descriptive features such as personality, gender, or age with the per-
suasive principles. The results depict a set of significant correlations found in their
study, which can be used to define user-tailored persuasive strategies. In [369],
persuasive arguments are generated automatically by an argumentation system in
the healthy eating and email security domains. The authors present the results of a
human evaluation of the automatically generated persuasive messages.

From the results, it is possible to conclude that persuasive properties such as
the six persuasive principles or the reasoning structure of the arguments (i.e., ar-
gumentation schemes [400]) have a strong impact on the human interpretation of
messages and arguments. Work by Thomas, Masthoff and Oren [368] delves fur-
ther into the meaning of this conclusion. A complete study is presented to validate
a new scale to measure the persuasiveness of messages and arguments perceived
by human users. The strong domain dependency of persuasion related research
is highlighted at the end of that work. Furthermore, from the results of the study
presented, it is possible to observe that the reasoning structure of the arguments
embeds better message persuasiveness than only considering Cialdini’s principles.

A similar approach is presented in [323], where the persuasive power of an
argument is defined as a ranking of human preferences on different arguments,
and a complete study of the effect of user descriptive features (i.e., personality and
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social interaction statistics) on the persuasive power of arguments is carried out.
In this work, in addition to content-based argument types (i.e., privacy, trust, risk,
and content), the persuasive power of argumentation schemes is also investigated.
This research has recently been extended in [328], where the authors present a
qualitative analysis, instead of a quantification of the persuasive power, based on
user modelling features. For that purpose, the authors study the existing relations
between the reasoning structures of arguments and the six principles of persuasion
described above. From their findings, it is possible to observe that some of the
most common patterns used in human argumentative reasoning have an underlying
persuasive purpose.

A different approach is presented in [164], where user features are represented
as preferences for different domain-specific concerns. The empirical results ob-
tained in this study validate the human user preference model proposed. Further-
more, the authors use machine learning techniques to predict these preferences,
which are used to improve the persuasiveness of an argument-based dialogue sys-
tem. A more thorough review of previous similar work exploring argument-based
computational persuasion in a variety of domains using different user features (i.e.,
models) is carried out in [179]. The authors propose a consistent framework for
computational persuasion. The proposed framework is made up of three com-
ponents: the domain model, the user model, and the dialogue engine, which are
needed to generate user-tailored and domain-specific persuasive strategies.

Machine Learning for Estimating the Persuasiveness of Arguments

The impact of the same argument used in different contexts or presented to differ-
ent audiences can substantially differ. Therefore, the automatic estimation of argu-
ment persuasiveness is a complex task that can be instantiated in a wide range of
application domains. It is commonly approached as a mainstream machine learn-
ing task, but the input representation usually varies a lot from each research work
mainly depending on its aim and domain. The first annotated corpus for argument
strength prediction is presented in [278]. Every argument is annotated with a score
reflecting its strength in a given context. Furthermore, the authors use linguistic
features of the arguments to approach the prediction of their strength values using
the SVM regression. Work by Zhang et al. [413] analyses the flow of content in a
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debate in order to estimate the strength of the arguments used. The presented ap-
proach uses handcrafted argument descriptive features to predict which side (i.e.,
for or against) wins the debate.

An new perspective is presented in [315], where the authors present an agent-
based approach to assist users with the choice of best arguments in a discussion.
The agents use different policies based on the predictions of the most appropri-
ate argument in a given context. SVMs, Decision Trees, and Multi-Layer Neural
Networks are used to model human discussions and to estimate which argument
is the best in a given context. The results are validated with human participants,
concluding that the use of machine learning techniques to estimate the best (i.e.,
persuasive) argument can significantly improve the natural interaction of argumen-
tation systems with human users.

Complementing all of these research works, Lukin et al. [220] carried out
an analysis on how argument persuasiveness can vary depending on the audience.
Users with different personalities may find emotional or rational reasoning more or
less persuasive, pointing out the importance of considering audience features when
trying to estimate the persuasiveness of arguments in different domains. Work by
Gleize et al. [151] presents a different task instance for the automatic estimation
of persuasion. This instance of the task relies on evidence pairs that are compared
considering their persuasiveness in a specific domain. A new annotated corpus
of argument pairs is presented and a Siamese Neural Network is trained on this
corpus to predict which evidence is more convincing from every pair. With this
approach, it is possible to determine the most convincing evidence, regardless of
the audience or the context. Diversely, in [191], user tailored argument persuasion
1s predicted, considering three different personal features. These features are the
users’ interests, their prior beliefs towards some specific topic (previously analysed
in [131]), and the users’ personality. A new dataset is created from an online debate
forum, and linguistic features from the written messages are used together with the
previously introduced features to perform the prediction using a logistic regression
classifier. On the other hand, in [401], the authors introduce the importance of
the style complementing the content of the arguments in order to achieve better
persuasion. In [31], the authors explore the impact of the written style of news
editorials on the persuasiveness of arguments. Style features are modelled using
psychological, emotional, and argumentative features. A bipolar instance of the
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political spectrum is considered in the experiments (i.e., conservative and liberal).
A comparison between content and style-based SVM classifiers is done, which is
aimed at finding out the relevance of the style on the persuasiveness of arguments
used in a newspaper. From the results of the experiments, the authors conclude
that the written style has a significant influence on how an argument can influence
the reader.

One of the main challenges of the machine learning approaches is to define the
user-specific utility functions that make it possible for the models to learn how hu-
man persuasion works. This challenge has recently been addressed by Donadello
et al. [119], where the authors explore two methods for utility prediction in com-
bination of decision trees for modelling persuasion in dialogues. The first of these
methods is called Evidence as Amount of Information, which consists of using a
Support Vector Regression model to estimate the utility of an argument based on
a set of evidence present in other different arguments. The second of the proposed
methods is called Evidence as Depth of Searching, which is focused on cluster-
ing the user utility vectors. With this clustering, the model can group users based
on similar utility features. Their findings show how machine learning is useful
for problems of this kind, and the two explored methods make it possible to learn
better utility functions for different user models.

Reinforcement Learning for Modelling Argumentative Dialogues

An alternative approach to the estimation of the arguments’ persuasiveness aimed
at finding dialogue strategies has recently been explored using Reinforcement
Learning [359]. This is a machine learning approach that relies on a proper mod-
elling of the environment (i.e., the dialogue) and the definition of a set of actions
(e.g., argument utterance) and rewards (e.g., persuaded or not). Work by Georgila
and Traum [148] brings these concepts to the Computational Argumentation do-
main. A simple negotiation case is presented, where a florist and a grocer who
share a retail space try to convince each other on its configuration. The uses of
different arguments are the actions available to each participant in this negotia-
tion. The reward used by the Reinforcement Learning algorithm depends on the
final agreement reached by both parties. An extension of that work is proposed
in [267], where the presented approach considers the possibility of negotiating on




CHAPTER 2. COMPUTATIONAL ARGUMENTATION FROM A HUMAN
REASONING PERSPECTIVE

more than one issue.

Extending Reinforcement Learning research for argument-based persuasive di-
alogues, Monteserin and Amandi [244] present an instance of the Reinforcement
Learning framework in an argument-based negotiation game. In this approach, ar-
gumentative agents learn the argument selection policy from the response (reward)
of another agent while having a discussion. A simulated multi-agent system is used
to validate the proposal in a laboratory experiment rather than a real situation.

A more complete dialogue model is explored in [8] where the authors present
a Reinforcement Learning agent that is integrated into the “DE” model. The “DE”
model has a set of five different moves available for the dialogue agents: asser-
tion, question, challenge, withdrawal, and resolution demand. These moves are
the actions that are available for the Reinforcement Learning argumentation agent.
The rewards are awarded at the end of the negotiation, i.e., a positive one for the
winning agent and a negative one for the losing one. Dialogue coherence and rele-
vance are added to the previous approach in [9], which provide the Reinforcement
Learning agent with additional dimensions to improve the naturalness of the learnt
strategies. Recent work by Pecune and Marsella [272] explores how user conver-
sational goals can impact a previously learnt dialogue policy. For that purpose,
a new framework is presented where the Reinforcement Learning agent is inte-
grated. Two versions of this agent are used in the experiments, one which takes the
conversational goals into account in the policy learning phase and another which
does not. The presented results shed light on a new important aspect that may help
to improve the previous contributions in Reinforcement Learning dialogue policy
learning, which are the users’ conversational goals.

Argument-based Persuasive Chatbots

Finally, Computational Argumentation research has also focused on the develop-
ment of trustworthy, persuasive chatbots, in order to find the most natural way to
interact with human beings. The initial concept of an argumentative agent that is
capable of having a dialogue with a human user was presented in [316]. In that
work, the authors combine concepts of argumentation theory and argument-based
knowledge representation with machine learning techniques on human dialogues
and the optimisation of a Markov Decision Process. The resulting agent is limited
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to persuading people in two different domains. Furthermore, it does not consider
any model of the dialogue counterpart, which can be an important drawback con-
sidering previous research [163], where modelling opponents allow to increase the
persuasiveness of the system. Work by Chalanguine et al. [83] explores the rel-
evance of different types of arguments and user concerns when interacting with
an argumentative chatbot. In that work, the authors analyse human reaction when
using different types of arguments on them aimed at modifying their behaviour.
Furthermore, the authors also point out an observed improvement in the interac-
tion with human users when arguments regarding important concerns are used.
These observations are integrated into a real argumentative chatbot and validated
in two different experiments with real human-computer interaction. However, the
interaction with this chatbot is limited due to the current restrictions of machine
natural language understanding. In [82], the authors further develop the previ-
ous research limitations, proposing an argumentative chatbot that is complemented
with a crowd-sourced argument graph. The argument graph is used by the chatbot
as a knowledge representation database, which makes it possible to select the best
argument or counterargument for a given situation in a coherent way. This method
is validated with an experiment consisting of direct human interaction with the
chatbot, and the results show that the argument graph allows the chatbot to in-
crease its human persuasiveness.

To conclude this section, we consider that it is important to provide some dis-
cussion with respect to a concerning aspect of human persuasion i.e., manipulation.
The development of computational persuasive systems is typically associated with
the good will of assisting human users and helping them to achieve specific goals
(e.g., doing more sport, having a healthy diet, preventing online privacy threats).
However, when the conducted studies and experiments take into consideration fea-
tures outside the purely rational nature of arguments (e.g., user personality, emo-
tions), the findings may be used to manipulate human users. As we observe in
the work reviewed in this section, user modelling features play a major role in
argumentative persuasion. This is mainly because of the subjective nature of per-
suasion. Humans are not purely rational, and, therefore, the inclusion of emotional
features (e.g., the personality) in the user models not only helps to increase the per-
suasiveness of the argumentative systems, but it also makes the interaction more
natural for humans. Some works propose a complete user model consisting of both
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rational-based features (i.e., prior beliefs) and emotional-based features (i.e., per-
sonality traits) [191]. Some other works include behavioural aspects in the user
model (e.g., online social interaction record) [323] in addition to the personality
traits so that the arguments can be generated taking their personal preferences into
account [324].

However, we have not been able to identify any “purely rational” argument-
based Human-Computer interactive system. This is entirely understandable, as
the computer itself is a barrier for humans to feel such interactions natural, so the
research aims to make the interactions as natural as possible. Therefore, we con-
sider that the transparency of the research works on their proposed algorithms, the
datasets used, and conducting a discussion about the ethical concerns of each work
1s more relevant than this duality of emotional and rational argument-based per-
suasion. Interestingly, we can relate this potential issue with the first of the three
tasks of Computational Argumentation proposed in this paper. In fact, to prevent
these malicious manipulative intentions in argument-based human-computer inter-
active systems, it can be helpful to have accurate and robust Argument Mining
algorithms for detecting fallacious reasoning in natural language inputs. This is
also a good example of how the Computational Argumentation process resembles
the human argumentative reasoning process, and how after the invention of an ar-
gument (argument-based Human-Computer Interaction), it is advisable to identify,
analyse, and evaluate the argument (Argument Mining & argument-based Knowl-
edge Representation and Reasoning) before accepting its claims.

2.6 The Future of Computational Argumentation

In this section, we present our perspective on the future of Computational Ar-
gumentation research. We have divided this section into two parts. First, we re-
view and analyse relevant contributions that have been made in yet unexplored
aspects of Computational Argumentation or that propose a new research aspect
themselves. Second, we present our general perspective on the open challenges in
all of the analysed aspects of Computational Argumentation. This way, we seek
to provide the reader not only with what has already been widely researched, but
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also with what still needs to be explored in order to contribute to the development
of Computational Argumentation.

Future Research Directions

Some specific aspects of different Computational Argumentation problems have
not been reviewed in their corresponding sections. This is mainly due to the lack
of research on these aspects or because of their recent appearance in the literature.
We present a review of all of these research topics which either have been already
presented but not researched in depth, or have recently been proposed for the first
time.

Unsupervised Argument Mining

One of the major drawbacks of the supervised learning techniques used in Argu-
ment Mining is the huge dependency on large corpora. Every state-of-the-art neu-
ral architecture proposed for Natural Language Processing has more parameters
than the previous ones. This large number of parameters can only be learnt with
inputs consisting of thousands of millions of words. Other tasks such as language
modelling rely on a training method that does not need annotations. However,
that is not possible with Argument Mining, and argumentative corpora is hard and
expensive to annotate. Recently, unsupervised Argument Mining has caught the
interest of researchers. Unsupervised machine learning techniques (i.e., cluster-
ing) have been used in [373, 62] to identify major argumentative topics to ease the
task of mining opinions or arguments in a natural language corpus. In [238], the
authors present a new annotated corpus that is designed to calculate argument simi-
larity on different topics. An approach based on a combination of hand-engineered
features (i.e., n-gram cosine, Rouge, semantic textual similarity, Word2Vec, and
Linguistics Inquiry Word Count) and clustering is proposed aimed at scoring this
similarity between arguments. A different perspective on this topic is presented in
[213], where the authors propose a new technique to automatically extract argu-
ments from a large natural language corpus based on the repetition of a linguistic
structure. Work by Reimers et al. [308] presents improvements to previous work
on argumentative topic grouping. The authors evaluate unsupervised methods con-
sidering classical text features such as tf-idf (i.e., term frequency - inverse docu-
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ment frequency), and the latest neural language models embeddings (i.e., ELMo
and BERT). An unsupervised feature approach for the automatic retrieval of best
counterarguments 1s presented in [393]. A new corpus consisting of argument-
counterargument pairs is presented. The counterargument retrieval can be seen as
the inverse approach of argument topic grouping. The authors approach this task
considering the aspect and stance of every available argument.

Argument Graph Mining

A very recent line of research is the automatic identification of argument graphs
(i.e., argumentation frameworks or argumentative structures). A preliminary prob-
abilistic approach for abstract argumentation was presented in [312], where the
authors research the inference of argumentative graphs (i.e., argument/attack iden-
tification) from the probabilistic abstract argumentation viewpoint. In this ap-
proach, the labelling of the arguments is used to infer the probabilistic argumenta-
tion framework structure. Following this trend, in [258], the authors do a thorough
analysis of the argumentation framework (i.e., argument graph) synthesis prob-
lem from the abstract viewpoint. The complexity, the basic properties, and sev-
eral algorithms are investigated and proposed for the synthesis of argumentation
frameworks. However, both works analyse the automatic generation of argument
graphs by considering argumentation semantics (i,e,. acceptability/defeat) as in-
put instead of natural language text. Recent research [147] reintroduces this idea
by combining previous argument mining techniques and decomposing arguments
into smaller functional elements (i.e., the target concept, the aspect, the opinion
on the target concept, and the opinion on the aspect). With these functional ele-
ments, the authors propose an approach to generate argument graphs based on the
detection of links between claim/premises and the relational types of inferences/-
conflicts in natural language text. The automatic generation of internal argument
graph structures is also tackled in [247]. The authors propose a new model archi-
tecture which is split into two parts. First, the model classifies the text spans into
different argumentative classes and generates embeddings (i.e., vector representa-
tions) of these. Second, the model predicts the edges between propositions using
an attention module that computes the scores of all of the proposition pairs. The
output of the presented approach is an argument graph of the internal elements of
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an argument. Another perspective of this problem is presented in [178], where the
authors present a theoretical framework for the automatic generation of argument
graphs. This approach takes probabilistic information that can be acquired using
machine learning models and creates a representative argumentation framework.
Finally, work by Lenz et al. [211] presents a complete argument mining pipeline
to automatically generate argumentation graphs from natural language text.

Deep Learning for Computational Argumentation Solving

One of the major issues related to the reasoning aspect of computational argumen-
tation (i.e., solving) is the wall imposed by the complexity of this problem under
the current paradigm of computing. Recent research has focused on overcoming
this limitation with the use of Deep Learning approaches [199, 107] instead of us-
ing symbolic algorithms. The existing research on this topic is not very extensive,
but similar results to classical approaches have been reported with significantly
lower computational cost [108]. The recent interest on this topic has been mani-
fested with the new Approximate Track introduced in the last edition of the Inter-
national Competition on Computational Models of Argumentation (ICCMA’21),
where the evaluation of the submitted algorithm takes into account their runtime in
addition to their performance when defining argument’s acceptability [225, 363].

Argument Summarisation

The automatic generation of text summaries has been an important part of the
most recent NLP research. However, it is not possible to identify much work on
the argumentative domain. First introduced in [36], argument summarisation is
presented as the task of identifying small sets of talking points from a large set
of arguments. A new corpus is created that is aimed at approaching the task of
identifying these key points and generating summaries containing the main ideas
stated in the arguments. The automatic generation of news summaries is a com-
mon application domain of the research in text summarisation. However, even if
arguments are usually found in news, only a recent work has focused on this as-
pect. In [361], the authors present an approach for the automatic summarisation
of news editorials from an argumentative viewpoint. A new corpus and annota-
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tion guidelines for argument summarisation are proposed, and some experiments
using classical models for text summarisation are carried out. Finally, in [318],
the authors present a new corpus that is aimed at argument mining and argument
summarisation created from samples of competitive formal debates. The authors
provide a complete description of the created corpus and some preliminary results
in the argument summarisation task.

Argument-based Explainable Al

Computational Argumentation provides a set of techniques to extract, represent,
and use arguments when interacting with human users. These techniques are of ut-
most utility when designing new explainable Artificial Intelligence systems. Work
by Zheng et al. [412] proposes an argumentation-based approach that combines
the use of black-box models to learn arguments, and an argumentation system to
provide users with explanations on the final decision. In that work, a medical ex-
ample considering the detection of dementia is presented. Similarly, in [95], a new
approach for binary classification relying on artificial neural networks and abstract
argumentation frameworks is presented. The proposed approach uses neural net-
works for selecting the set of features and an abstract argumentation framework
to do the binary classification. The argumentation framework allows explanations
for each classification to be easily generated. A different approach for explaining
Artificial Intelligence inspired by case-based reasoning and abstract argumentation
is introduced in [110]. This approach relies on the definition of a previously de-
fined complex setting of cases. Abstract argumentation frameworks are generated
from the defined cases (treated as arguments). The outcomes (and explanations)
of the system are provided by such frameworks as an arbitrated argumentative
dispute. Explainable recommender systems using argumentation are presented in
[96]. The authors propose an approach that combines NLP techniques to extract
product reviews and their assigned votes. Then, a quantitative bipolar argumen-
tation framework is used to make a graph-based representation of the previously
extracted reviews (treated as arguments). Finally, a score is assigned to each ar-
gument, and gradual semantics are used to evaluate the argumentation framework.
The acceptable set of arguments is provided to the human user as the explanations
on a given product (i.e., a movie). all of the previous ideas presented in the explain-
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able Al reviewed papers converge in [97]. The authors present a new paradigm for
generating dialectical explainable predictions: Data-Empowered Argumentation
(DEAr). DEAr is defined as a transparent prediction method from which dialecti-
cal explanations can be drawn in a natural way (contrary to the well-known black
box models). This approach relies on the idea of extrapolating data into arguments
and generating argumentative debates from data. The dialectical outcomes of such
debates are usually called predictions in other paradigms, but they are generated
following a transparent, explainable method.

Emotions in Argumentation

The final aspect we are reviewing in this section and which has caught the inter-
est of researchers in the previous years is the emotional part of argumentation.
Although it is not a new line of research, there is not much work focusing on it,
mainly due to the high complexity of researching this topic. Doing experiments
in this area requires human participants and specific hardware for emotion recog-
nition, which significantly limits the possibilities for researchers. The research in
this area can be classified into two main groups: work researching emotional rea-
soning and work researching the emotional impact of argument-based reasoning.
On the one hand, to understand what emotional reasoning is, it is important to dis-
tinguish between rational and emotional reasoning. Whilst the first relies on logic,
emotional reasoning appeals to human emotions to convince or persuade other hu-
mans [236]. A modelling of natural argumentation using intelligent agents that
combine emotional reasoning with its logical counterpart is presented in [76]. A
study on argumentative persuasion showed that human users, in general, found it
more natural to combine both aspects than to use purely rational persuasive strate-
gies [229, 230]. Further research on this topic raised the idea of how emotions
may directly influence the evaluation of arguments [254], and, therefore, should
be taken into account when dealing with emotional entities. Following this idea,
in [111], the authors formally define an emotional argumentation framework. This
framework relies on the basic concepts of Dung’s abstract argumentation frame-
work and includes the emotional factor as an additional representative element of
arguments. Relatedly, in [165], a framework to emotionally model participants in
a dialogue is presented. Finally, in [219], the authors propose a new class of Ar-
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gumentation Schemes that consider emotions as objects in argumentation. These
patterns are called emotional argumentation schemes.

On the other hand, we have identified a recent line of research that aims at in-
vestigating if rational reasoning can trigger human emotions, and understand their
implications. For that purpose, in [51], the authors present a preliminary exper-
iment where the participants were debating while wearing specific hardware for
detecting their emotions. The observed results indicate clear trends that can be dis-
cerned from an emotional analysis while having argumentative dialogues. These
experiments were followed by further research with a similar study where per-
suasive aspects of argumentation were also taken into account [52, 385]. The three
Aristotelian argumentative strategies (i.e., Ethos, Logos, and Pathos) are taken into
account in the experiments. The results of this second experiment show that Logos
strategies require a greater effort from the participants, whilst Pathos and Ethos
induce more engagement. Furthermore, Pathos strategies (i.e., emotional appeal-
ing strategies) have shown to be the most persuasive strategy of the Aristotelian
approach. A third dimension is added in [386], where the participants’ personal-
ity is taken into account. The results show how, in some situations, participants’
personality traits may be closely related to the brain activity of debaters and the
triggered emotions.

Open Challenges

Argumentation theory has been studied since a long time ago. However, Compu-
tational Argumentation is a (relatively) new area of research in Artificial Intelli-
gence. Furthermore, not all of the aspects of Computational Argumentation have
been researched at the same pace. The structure of Computational Argumentation
research presented in this paper is aimed at emphasising the existing differences
among these aspects. While Argument Mining is closely related to the advances
presented in Natural Language Processing research, Argument-based Knowledge
Representation and Reasoning mainly relies on formal logic and graph theory, and
argument-based human-computer interaction focuses on the understanding of hu-
man behaviour and social interactions. Although the reviewed research on these
three aspects presents promising results, there is still a long way to go before con-
sidering the problem solved. In the following sections, we analyse the most promi-
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nent open challenges in each one of the three aspects of Computational Argumen-
tation.

Argument Mining

This line of research is directly related to advances in Natural Language Process-
ing. This relation, however, is double-edged. On one hand, Argument Mining-
related research can benefit from advances of other non-related research framed
in the NLP context. However, NLP research is in constant evolution and still has
many limitations. Thus, exclusively relying on these advances may have a signifi-
cant drawback effect on the progress of Argument Mining research. Furthermore,
state-of-the-art Argument Mining depends on data, but argumentative data is hard
to obtain and expensive to annotate. Thus, this constraint may also be hampering
research on this topic. Exploring the behaviour of less data-dependent techniques
in this area, and creating larger corpora are two important contributions that can
have fruitful results in Argument Mining.

Furthermore, argumentative discourse is usually highly dependant on the con-
text. In spoken conversations, it is very common to try to avoid redundancy and
repetitions (e.g., with the use of pronouns). A similar resource is used in argumen-
tation, an enthymeme is an argumentative construction where either a claim or a
premise has been omitted, assuming its knowledge from the other part of the inter-
action. The correct automatic detection of such elements and their interpretation
is still an important challenge in Argument Mining research. Furthermore, Argu-
ment Mining has been mainly researched using text exclusively. For a complete
analysis of spoken debates and conversations, the inclusion of acoustic features is
an important extension to the existing systems.

The last aspect that we think deserves attention in Argument Mining research
is the design of complete functional Argument Mining systems. Although full
pipelines and end-to-end approaches have been researched in the literature, their
evaluation is focused on their performance on the underlying tasks individually
and not holistically. However, once the tasks of segmenting text and detecting ar-
gumentative components have been performed, relations between arguments need
to be identified in order to provide a complete analysis of argumentative discourses.
Argumentation is usually presented in the shape of long and complex reasoning.
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Therefore, doing a complete automatic argumentative analysis of such inputs may
have severe runtime cost implications. Research on how to efficiently analyse ar-
gumentative inputs still remains a challenge. Furthermore, real-time Argument
Mining has not yet been explored, which would significantly benefit from this last
identified open challenge.

Argument-based Knowledge Representation and Reasoning

Computational representations of arguments are mainly divided into two different
approaches: abstract and structured. While abstract representations leave aside any
linguistic or structural aspect of arguments, structured approaches try to keep these
aspects when generating the computational representation of arguments. Both ap-
proaches are acceptable, depending on the nature and needs of each specific ap-
plication domain. Computational representations of arguments play a major role
in the Computational Argumentation process since they define the needed frame-
works to embed the argumentative information into computer systems. Thanks to
these embeddings (i.e., representations), it is possible to propose new algorithms
to automatically calculate and solve a specific argumentation framework.

The main limitation of argumentation solving are the high computational com-
plexity of the problem and the lack of domain-specific information for approxi-
mating human reasoning. Defining the extensions of an argumentation framework
can be, in the worst cases, beyond the NP complexity class. It is here where the
most recent probabilistic approaches, based on machine learning and deep learn-
ing, may play a major role. An approximate algorithm track for argumentation
solving was included in the 2021 edition of the International Competition on Com-
putational Models of Argumentation (ICCMA 2021) to explore and research this
new perspective of the task. Overcoming the limitations caused by the complexity
of this problem is still an important open challenge in the area. On the other hand,
more research needs to be done on new argument representations or embeddings
that are better able to capture the application domain or the context that formal
approaches need. This way, computational argumentation reasoning will provide
better approximations to human reasoning in real use cases rather than specifically
designed experimental cases.




2.7. CONCLUSIONS

Argument-based Human Computer Interaction

As reviewed in previous sections of this work, the automatic generation of ar-
guments has been approached from different perspectives. Template-based and
retrieval techniques are significantly limited by the defined templates or the avail-
able argument databases. Natural language argument generation has presented a
more flexible approach to this problem. However, natural language generation
is a Natural Language Processing area of research and has similar drawbacks to
the ones presented in Section 2. In order to generate completely coherent argu-
ments that are not limited to some specific domains, further research and more
argumentative data will be needed. Therefore, it seems to be the best approach
to the automatic generation of less constrained natural language arguments, but
it is far from being solved. Different limitations can be observed in the compu-
tational persuasion aspect of Computational Argumentation. Human persuasion
1s hard to model and measure from the computational viewpoint. Although sev-
eral models of argument-based computational persuasion have been proposed in
the literature, most of them still need to be evaluated considering a larger set of
human participants. Experiments are usually carried out in small populations due
to the complexity of conducting large-scale experiments with human participants.
Furthermore, a very limited amount of public data containing human aspects of
argument persuasion is available to the research community.

Finally, the majority of Computational Argumentation research usually focuses
on a single task, and uses the standard techniques applied in each of these tasks.
After doing a complete review of the main tasks in Computational Argumentation,
we have found a lack of works that bridge the gap among them. Thus, we have
identified the gradual integration of the three main tasks underlying Computational
Argumentation research analysed in this work as a long-term open challenge.

2.7 Conclusions

In the last few years, we have been experiencing a great era in the develop-
ment of Artificial Intelligence. With the significant improvements in computing
hardware, the creation of large datasets and corpora, and the exceptional empirical
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results observed in research and industry experiments, Al has caught the interest
of researchers worldwide. Computational Argumentation was born from theoret-
ical argumentation concepts and logic (e.g., nonmonotonic logic, epistemology,
legal reasoning, and philosophy among others). Recently, new paradigms of Com-
putational Argumentation have been proposed as a way to integrate the latest Al
advances. The development of new algorithms has made it possible to undertake
tasks such as the automatic identification of argumentative structures or the auto-
matic generation of natural language arguments. However, there is still a big gap
between the different research communities and their interpretations of Compu-
tational Argumentation. These differences are reflected in the heterogeneity that
can be found in the reviewed research, both among the research conducted inside
each task of Computational Argumentation, and between research conducted in
different tasks.

In this work, we have presented a complete structure for Computational Argu-
mentation research from the perspective of human argumentation and reasoning.
In our analysis, we have put together different aspects (e.g., formal logic, nat-
ural language processing, and human behaviour analysis) and given a coherent
and consistent interpretation framed into the area of Computational Argumenta-
tion. We divided the reviewed work into three main tasks: Argument Mining,
Argument-based Knowledge Representation and Reasoning, and Argument-based
Human-computer Interaction. Thanks to the proposed structure, we have provided
a general understanding and a connected perspective of the most important ad-
vances for the different underlying tasks of Computational Argumentation. Fur-
thermore, we have performed a thorough analysis of the most promising results
achieved by previous research in each of these tasks. However, Computational
Argumentation research still must consolidate and explore new angles of human
argumentation from the Al perspective. We have summarised the most important
future trends in Computational Argumentation and the main open challenges that
still require more attention by the research community.
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Abstract

The application of the latest Natural Language Processing breakthroughs in compu-
tational argumentation has shown promising results, which have raised the interest in
this area of research. However, the available corpora with argumentative annotations
are often limited to a very specific purpose or are not of adequate size to take advantage
of state-of-the-art deep learning techniques (e.g., deep neural networks). In this paper,
we present VivesDebate, a large, richly annotated and versatile professional debate
corpus for computational argumentation research. The corpus has been created from
29 transcripts of a debate tournament in Catalan and has been machine-translated into
Spanish and English. The annotation contains argumentative propositions, argumen-
tative relations, debate interactions and professional evaluations of the arguments and
argumentation. The presented corpus can be useful for research on a heterogeneous set
of computational argumentation underlying tasks such as Argument Mining, Argument
Analysis, Argument Evaluation or Argument Generation, among others. All this makes
VivesDebate a valuable resource for computational argumentation research within the
context of massive corpora aimed at Natural Language Processing tasks.
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3.1. INTRODUCTION

3.1 Introduction

Argumentation is the process by which humans reason to support an idea, an action
or a decision. During this process, arguments are used by humans to shape their
reasoning using natural language. In an attempt to understand how really does
human reasoning work, researchers have focused on analysing and modelling the
use of arguments in argumentation. This problem has been usually approached by
philosophers and linguists [26, 375, 400]. However, recent advances in Artificial
Intelligence (AI) show promising results in Natural Language Processing (NLP)
tasks that were previously unfeasible (e.g., machine translation, text summarisa-
tion, natural language generation), but now leave an open door to explore more
complex aspects of human language and reasoning. Computational argumentation
1s the area of Al that aims at modelling the complete human argumentative process
[301, 320], and encompasses different independent tasks that address each of the
main aspects of the human argumentation process (Figure 3.1). First, argument
mining [265, 207] focuses on the automatic identification of arguments and their
argumentative relations from a given natural language input. Second, argument
representation [124, 49, 125, 288] studies the best computational representations
of argument structures and argumentative situations in different domains. Third,
argument solving (or evaluation) [124, 38, 299, 108] researches on methods and
algorithms to automatically determine the set of acceptable (i.e., winner) argu-
ments from the complete set of computationally represented arguments. Finally,
the argument generation [350, 55, 322, 30] task is mainly focused on the auto-
matic creation of new arguments from a context and a set of known information
regarding some specific topic.

Due to the huge heterogeneity of the tasks, each one of them requires differ-
ent corpus structures and annotations to be approached from the computational
viewpoint. Thus, depending on the data source, the annotations, and the task, a
corpus might only be useful to approach a unique aspect of argumentation. For
example, a simple corpus with small unrelated pieces of text annotated with ar-
gument/non-argument labels will only be useful for the argument mining task. In
addition to this limitation, there is the great complexity underlying the human an-
notation of such corpora. This elevated complexity has a devastating impact on
the versatility of the available corpora. The majority of the identified publicly
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Figure 3.1: General pipeline for Computational Argumentation tasks.
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available data for computational argumentation research is annotated either for a
very specific task of the complete argumentation process, and does only consider
its most superficial aspects (see Section 3.5). Furthermore, Deep Learning (DL)
[155] has recently shown outstanding results in many different Al areas (e.g., NLP
and Computer Vision among others). DL differs from the previous classic ma-
chine learning approaches in a major aspect, the data representations. While clas-
sic machine learning approaches usually required an important effort on feature
engineering the input for each specific task, DL algorithms model the represen-
tation of each input automatically during the training process. However, despite
presenting significantly superior results, DL approaches require a large amount of
data to observe this improvement in the experimentation. Computational argu-
mentation research has recently focused on the implementation of DL algorithms
to approach each of its underlying tasks. In argument mining, the Transformer
architecture [380] that presented outstanding results in the majority of NLP tasks
has become the focus of attention. Recent research compares and proposes new
Transformer-based neural architectures for both argument mining [411] and ar-
gument relation identification [325]. In argumentation solving, recent research
proposes a deep graph neural network to automatically infer the acceptable argu-
ments from an argumentation graph [108]. Finally, the latest argument generation
research proposals explore the use of DL architectures to automatically generate
natural language arguments [30, 339] rather than using templates or retrieving ar-
guments from a database. Thus, this trend of applying, adapting and proposing new
state-of-the-art approaches to the computational argumentation research makes the
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creation of new high-quality large corpora a priority. From the publicly avail-
able resources for computational argumentation research it is possible to observe
a strong trade-off between the size of the corpora and the guality of the annota-
tions. We understand the term guality in this situation as the depth that annotations
present from an argumentative viewpoint. The majority of the most extensive cor-
pora available for computational argumentation research are usually focused on
a very specific argumentative concept (e.g., segmentation, argument component
identification, etc.), and only consider short pieces of argumentative text, which
makes possible to simplify (or even automate) the annotation process. However,
these simplifications imply a significant loss of context and information from the
annotated arguments.

The main objective of this article is to present VivesDebate, a new annotated
argumentative multilingual corpus from debate tournaments. For that purpose, the
contribution of this paper is threefold: (i) the creation of a new resource for com-
putational argumentation research; (i1) the description of the annotation guidelines
followed in the creation of the corpus; and (ii1) the comparison and review of ten
of the most relevant corpora for computational argumentation research. The Vives-
Debate corpus has been created based on three main aspects that are of paramount
importance in recent developments in Al and computational argumentation: the
size, the quality, and the versatility provided by the corpus in its different possible
uses. The VivesDebate corpus has a total of 139,756 words from 29 annotated de-
bates from the 2019 university debate tournament organised by the “Xarxa Vives
d’universitats”’'. Each debate is annotated in its complete form, making it possible
to keep the complete structure of the arguments raised in the course of the debate.
Thus, the presented corpus is a relevant contribution for most of the main computa-
tional argumentation tasks such as argument mining, argument representation and
analysis, argument solving, and argument generation and summarisation. Further-
more, the debates have been machine-translated from its original language (i.e.,
Catalan) to Spanish and English languages. The VivesDebate corpus is released
under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0 Interna-
tional license (CC BY-NC-SA 4.0) and can be freely downloaded from Zenodo.

The rest of the paper is structured as follows. Section 3.2 defines professional

'https://www.vives.org/programes/estudiants/lliga-debat-universitaria/
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debate tournaments and their structure, from which our corpus has been created.
Section 3.3 thoroughly describes the methodology followed during the annotation
process. Section 3.4 analyses the VivesDebate corpus and presents its most relevant
features. Section 3.5 analyses and compares the most important existing corpora
for computational argumentation research. Finally, Section 3.6 highlights the main
conclusions and the future research work that will take this corpus as its starting
point.

3.2 Argumentation in Professional Debate
Tournaments

Debate tournaments and competitions exist in different forms. Each type of debate
has its own rules, structure, and aim. However, regardless of these differences, in
every type of debate the winner is always the one presenting the best arguments
and the most solid reasoning. Thus, given this condition, it is natural to think that
one of the best sources to analyse the human argumentative discourse are debate
competitions, mainly due to the higher quality of the reasoning presented by the
participants. In this section we thoroughly describe the standard academic debate
tournament, which has served as the source for the corpus presented in this paper.
This type of debate presents one of the most popular structures and rules used in
university debate tournaments. First, a controversial topic is chosen, and the de-
bating question is proposed in a way that two conflicting stances are created (in
favour or against). Each debate is divided into three main phases: the introduction,
the argumentation and the conclusion. Each team, consisting of 3 to 5 debaters
(university students), is randomly assigned a stance for the tournament topic at the
beginning of each debate. The team opening the debate is also drawn before its
start. In the subsequent description of the flow of the debate, we will assume that
the proposing (in favour) team begins, and the opposing (against) team follows up.
Thus, the proposing team opens the debate with a 4 minute introduction, where
the main aspects that will be used to support their arguments are presented. Then,
the opposing team is able to introduce their main ideas on the topic in another 4
minute introduction. Once the introduction phase concludes, each team has two
rounds of 6 minutes to argue their stances by presenting new arguments or sup-
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Introduction  Proponent team: Presentation of its main lines of argument 4 min
(INTRO)

8 min Opponent team: Presentation of its main lines of argument 4 min

Argumentation Proponent team: Development of its main arguments 6 min
(ARG1)

12 min Opponent team: Development of its main arguments and rebuttal 6 min

Argumentation Proponent team: Reinforcement of its main arguments and rebuttal 6 min
(ARG2)

12 min Opponent team: Reinforcement of its main arguments and rebuttal 6 min

Conclusion |Opponent team: Conclusion of the debate 4 min
(CONC)

8 min Proponent team: Conclusion of the debate 4 min v

Figure 3.2: General structure for academic debate tournaments.

porting the previously introduced ones. Furthermore, in the argumentation phase,
participants can also attack the arguments proposed by the other team. Finally, the
debate is closed by each team’s 4 minute conclusion. The order in which each team
concludes its argumentation is inverted with respect to the previous phases of the
debate. Thus, in our instance of a debate where the proposing team’s introduction
was the first phase, the opposing team will be the first to present its main conclu-
sions, and the debate will be closed with the conclusion of the proposing team.
Figure 3.2 summarises the presented structure of academic debates from which the
VivesDebate corpus has been created.

The outcome of each debate is decided by a Jury that evaluates six different as-
pects of the debate weighted by their relevance. First, the Jury assesses how solid
is each team’s thesis and how has it been defended during the debate (22.5%).
Second, the Jury evaluates essential aspects of the argumentation such as the rela-
tion of the arguments with the topic, the strength and originality of the presented
arguments, and the coherence of the discourse and its structure (22.5%). Third,
the Jury assesses how well each team has reacted and adapted to the adversary’s
attacks and arguments (20%). Fourth, the Jury evaluates the security in discourse
and the capacity of finding weak spots in the adversary’s argumentation (15%).
Fifth, aspects such as the oral fluency, the semantic and grammatical correctness,
the richness of the vocabulary used, and the non-verbal language are also assessed
by the Jury (10%). Finally, the Jury considers positively the respectful attitude
shown during the debate (10%).
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A numerical score is assigned to each one of these aspects during the final de-
liberation, and a weighted sum of the six values indicates the score of each team.
Furthermore, each team can be penalised if some specific conditions are met dur-
ing the debate. Three different penalisation degrees are considered depending on
their severity: warnings, minor faults, and serious faults. The warnings do not
have a direct impact on the previously defined score, and may happen when the
team members talk between them during the debate, and when the speakers do not
comply with the assigned duration of each phase of the debate. A minor fault will
reduce the score by 0.5, and happens with the accumulation of two warnings, with
minor behavioural issues, and when a team uses fake news to support their argu-
ments. Finally a serious fault reduces the score by 3 points, and will only happen if
a team commits serious disrespectful acts (e.g., insults, racism, misogyny, etc.), or
violates the rules of the tournament. Each Jury is specifically constituted for each
debate and composed of, at least, three members that are assigned before starting
the debate. Thus, the final score (FS, Equation 3.1) consists of a normalisation of
the score (§) minus the penalisation (P) assessed by each member of the Jury (Vj €
J):

:Z}]Sj—Pj

3.1 FS
(3.1 ]

3.3 Annotation Methodology

In this section, we describe the annotation tagset used, the criteria applied and the
annotation process carried out, including the Inter-Annotator Agreement tests con-
ducted for the annotation of the VivesDebate corpus. The annotation task consists
of three main subtasks: First, the annotators review and correct the transcriptions
automatically obtained by the MLLP transcription system? [187], the IberSpeech-
RTVE 2020 TV Speech-to-Text Challenge award winning transcription system
developed by the Machine Learning and Language Processing (MLLP) research
group of the VRAIN. Then, the Argumentative Discourse Units (ADUs) of each

https://ttp.mllp.upv.es/
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debate, which are the minimal units of analysis containing argumentative informa-
tion, are identified and segmented. Finally, the different types of argumentative
relationships between the previously identified ADUs are annotated. All these
tasks were manually carried out by two different annotators and supervised by a
third senior annotator. In the following, we describe in more detail each of these
subtasks.

Revision and correction of automatic transcriptions

The first task we performed was the revision of the automatic transcriptions of
each debate. The duration of each debate is approximately 50 minutes. The anno-
tators reviewed whether these automatic transcriptions corresponded to the audio
recorded in the videos. Due to the time required to completely correct all the tran-
scriptions, we decided to focus on the quality of the transcriptions corresponding
to the ADUs in order to ensure the comprehensibility of the arguments presented
during the debate and avoid misunderstandings, as a general criterion. The remain-
ing text, which will not be part of the ADUs, was checked for inconsistencies or
glaringly obvious errors. Regarding the specific criteria established, we agreed:

1. To maintain the transcriptions of the different linguistic variants of the same
language used in the original debates, Balearic, central and north-western
Catalan and Valencian, as well as the use of words or expressions from other
languages, but which are not normative, such as borrowings from Spanish
and from English. It is worth noting that the eastern variants (Balearic and
central Catalan) are the prevailing variants of the MLLP transcriber.

2. To correct spelling errors, such as ‘*autonoma’ instead of
‘autonoma/autonomous’ (missing accent), ‘*penalitzar vos’ instead of
‘penalitzar-vos/penalize you’ (missing hyphen).

3. To amend those words that were not correctly interpreted by the automatic
transcriber, especially wrongly segmented words. For instance, ‘*debatre/to
debate’ instead of ‘debatra/he or she will debate’, or ‘“*desig de separa/the
desire to (he/she) separates’ instead of ‘desig de ser pare/the desire to be
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a father’. In the first example, the automatic transcription does not inter-
pret correctly the tense and person of the verb, and in the second example it
wrongly interprets as a single word (‘separa’) two different words ‘ser pare’,
probably due to the elision of ‘r” when we pronounce ‘ser’ and due to the
confusion that can be caused by the Catalan unstressed vowels ‘a’ and ‘e’,
which in some linguistic variants are pronounced the same way. Most of
these errors are related to homophonous words or segments, which the au-
tomatic transcriber cannot distinguish correctly, and are also probably due
to the different linguistic variants of the same language used in the debates

(Balearic, central and north-western Catalan and Valencian).

4. To follow the criteria established by the linguistic portal of the Catalan Au-
diovisual Media Corporation * for spelling the names of persons, places,

demonyms, etc.

5. To capture and write down the main ideas in those cases in which the quality
of the audio does not allow us to understand part of the message conveyed.

6. Noisy sounds and hesitations (e.g. ‘mmm’, ‘eeeeh’), self-corrections (e.g.
‘metode arlt alternatiu/arlt alternative method’) and repetitions (‘el que fa el
que fa és ajudar/what it does it does is to help)’ are not included because
they do not provide relevant information for computational tasks focused on

argumentation.

The data that is automatically transcribed and manually reviewed appears in
plain text format without punctuation marks and without capital letters. The re-
vision of the automatic transcriptions took us an average of two hours for each
debate, even though we performed a superficial revision of those fragments of text
in which ADUs were not present. Therefore, this type of revision is undoubtedly a

time-consuming task.

Shttp://esadir.cat/
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Segmentation of debates in Argumentative Discourse Units
(ADUs)

The next task consisted of segmenting the text into ADUs (ADU tag) and annotat-
ing it, identifying: a) the participant who uttered the ADU and the part of the de-
bate in which it was used (i.e. in the introduction, argumentation or conclusion) by
means of the PHASE tag; b) their stance towards the topic of the debate (against or
in favour) annotated with the STANCE tag; and the number of the argument pre-
sented during the argumentation part tagged as ARGUMENT NUMBER (the
identified arguments are labelled with a numerical value from 1 to the maximum
number of arguments found in the debate) (see Section 3.2 and Figure 3.2 for more
information). The preparatory part of the debate, in which the topic and the stance
each team had to adopt were decided, and the conclusions were not segmented.

An Argumentative Discourse Unit (ADU) is defined as the minimal unit of
analysis containing argumentative information [274]. Therefore, an argument can
consist of one or more ADUs, each contributing a different (or complementary)
argumentative function (e.g., premises, pieces of evidence, claims).

Next, we describe the criteria followed for the segmentation of ADUs and the
tags assigned to each ADU for identifying them. This task was also manually
performed by the same two annotators and reviewed by the senior annotator.

Segmentation criteria

Two general criteria were applied to the segmentation of ADUs: The first is that
ADUs are created following the chronological order in which they appear in the
discourse. Each ADU was assigned a unique ID tag for identifying them and show-
ing their position in the chronological sequence. The second criterion is related to
the quality of ADUs, which means that their content has to be clear, comprehen-
sible and coherent. Therefore, this involves a further revision and, if necessary, a
correction of the text. Each ADU corresponds to a transcribed text segment con-
sidered as a unit of argumentation and was included in the ADU tag. The ADUs
are generally equivalent to a sentence or a dependent clause (for instance a sub-
ordinated or coordinated clause). It is worth noting that we also found ADUs
which contained a subsegment that was, in turn, another ADU (for instance, rela-
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tive clauses, as we will see below). In this case, the second ADU was also assigned
its own ID and ADU tags.

The specific criteria followed for the segmentation of ADUs were the follow-
ing:

* Punctuation marks must not be added to the content of the ADUs. The an-
notators could view the debate recording to solve ambiguous interpretations
and avoid a misinterpretation of the message.

» Anaphoric references are left as they are, there is no need to reconstruct
them, that is, the antecedent of the anaphora is not retrieved.

(la) [és una forma d’explotacié de la dona] 4pr
[és una forma de cosificar-1a] 4 pyo
i és una forma que fa que vulneri la seva dignitat] 4 py3

(Ib) [itis a way of exploiting women| 4/
it is a way of objectifying them| 4o
[and it is a way of violating their dignity]4py3

In example (1), the text contains three different ADUs and two anaphoric
elements appear in the second and third ADUs, ‘-la/her’ in ADU2 and °‘se-
va/her’ in ADU3, which refer to the same entity (‘dona/woman’), but we did
not retrieve their antecedent in the corresponding ADUs.

* Discourse markers (2) must be removed from the content of the ADUs, but
the discourse connectors (3) will be kept. Discourse connectors are relevant
because they introduce propositions indicating cause, consequence, condi-
tional relations, purpose, contrast, opposition, objection, etc., whereas dis-
course markers are used to introduce a topic to order, to emphasize, to ex-
emplify, to conclude, etc. We followed the distinction between discourse
connectors and markers established in the list provided by the Language and
Services and Resources at UPC?.

‘https://www.upc.edu/slt/ca/recursos-redaccio/criteris—linguistics/
frases—lexic-paragraf/marcadors—i-connectors

97 _


https://www.upc.edu/slt/ca/recursos-redaccio/criteris-linguistics/frases-lexic-paragraf/marcadors-i-connectors
https://www.upc.edu/slt/ca/recursos-redaccio/criteris-linguistics/frases-lexic-paragraf/marcadors-i-connectors

3.3. ANNOTATION METHODOLOGY

(2) Examples of discourse markers: ‘Respecte de/ regarding’; ‘en primer
lloc/first or firstly’; ‘per exemple/for instance’; ‘en d’altres paraules/in
a nutshell’; ‘per concloure/in conclusion’.

(3) Examples of discourse connectors?: ‘per culpa de/due to’; ‘a causa
de/because of’; ‘ja que/since’; ‘en conseqiiencia/consequently’; ‘per
tant/therefore’; ‘si/if’; ‘per tal de/in order to’; ‘tanmateix/however’;
‘encara que/although’; ‘a continuacid/then’.

* Regarding coordination and juxtaposition, we segmented coordinated sen-
tences differently from coordinated phrases and words: a) In coordinated
sentences, each sentence was analysed as an independent ADU and the coor-
dinating conjunction (e.g. copulative, disjunctive, adversative, distributive)
was included at the beginning of the second sentence (4). The type of con-
junction can be used to assign the argumentative relation in the following
task; b) In coordinated phrases and words, each of the joined elements are
included in the same single ADU (5).

(4a) [I’adopci6 s’esta quedant obsoleta] 4y
[i per aix0 hem de legislar] 4 py2
[
[

(4b) [adoption is becoming obsolete] 4 pir1
and that’s why we have to legislate]| 4 pyo

(5a) [justicia i gratuitat per evitar la desigualtat social] 4 p/
(5b) [justice and gratuity to avoid social inequality] 4 pi

e Regarding subordinated sentences, the subordinated (or dependent) clause
is analysed as an ADU that is independent from the main (or independent)
clause, and includes the subordinating conjunction (6). The type of subordi-

nating conjunction (e.g. causal, conditional, temporal, etc.) can be used to
assign the argumentative relation.

(6a) [si s’acaba el xou] 4py1 [s’acaba la publicitat] 4 pro

(6b) [if the show is over|4py [advertising is over| 4 pyo

In example 6, two different ADUs are created, in which the second clause
(ADU2) will be then annotated as an inference argumentative relation from
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the first clause (ADUT1). In this way, if there later appears a proposition that
is only related to one of the two previous clauses, this proposition can be

related to the corresponding ADU.

* Regarding relative clauses, the relative clause is included in the same ADU
as the main clause, because these clauses function syntactically as adjectives.
However, they can be treated as a subsegment of the ADU if the relative

clause acts as an argument (7).

(7a) [suposa un desig de les persones que fa perpetuar un rol historic de la

dona] 4py1 [que fa perpetuar un rol historic de la donal 4 pyro
[afirma i legitima que les dones han de patir]| 4 py/3

(7b) [this presupposes a desire by people to perpetuate a historical role for a

woman) 4y
[to perpetuate a historical role for a woman] 4 pyo

[this asserts and legitimatizes the idea that women must suffer| 4 pr3

In (7), the relative clause is segmented as an independent ADU2, because it

is the argument to which ADU3 refers to.

* Inreported speech or epistemic expressions, we distinguish whether the epis-
temic expression is generated by one of the participants in the debate (8) or
is generated by another (usually well-known or renowned) person (9). In
the former, the subordinate clause is only analysed as an ADU while, in the

latter, the whole sentence is included in the same ADU.

(8a) Jo pense que es deurien prohibir les festes amb bous ja que impliquen

maltractament animal
[es deurien prohibir les festes amb bous] 4pir1
ja que impliquen maltractament animal] 4 pro

(8b) I think bullfights should be banned as they involve animal abuse
[bullfights should be banned as they involve animal abuse] 4 p1
[as they involve animal abuse] 4pgro

(9a) [Descartes pensa que cos i anima sén dues entitats totalment

separades] 4py1
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(9b) [Descartes thinks that body and soul are two totally separate
entities| 4 py1

In example (8), the ADU already indicates which specific participant uttered
this argument in the STANCE and ARGUMENT NUMBER tags associ-
ated, as we describe in more detail below (Section 3.4). Therefore, including
this information would be redundant. However, in example (9), it would not
be redundant, and could be used in further proposals to identify, for instance,
arguments from popular, well-known or expert opinion and arguments from
witness testimony.

e With regard to interruptions within the argumentative speech produced by
the same participant, the inserted text will be deleted (10), whereas if the

interruption is made by a participant of the opposing group, it will be added
to another ADU (11).

(10a) el que estan fent vostes, 1 aquest és 1’ultim punt, és culpabilitzar a la
victima
[el que estan fent vostes és culpabilitzar a la victima] 4 pi

(10b) what you are doing, and this is my last point, is to blame the victim
[what you are doing is to blame the victim| 4y

(11a) centenars de dones han firmat un manifest per tal de garantir d’adherir-
se a la seua voluntat de ser solidaries, que passa si els pares d’intencio
rebutgen el nen i on quedaria la proteccié del menor en el seu model,
completament garantida per 1’estat
[centenars de dones han firmat un manifest per tal de garantir d’adherir-
se a la seua voluntat de ser solidaries completament garantida per
I’estat] 4pr1
[que passa si els pares d’intenci6 rebutgen el nen i on quedaria la pro-
tecci6 del menor en el seu model] 4 pyo

(11b) hundreds of women have signed a manifesto to ensure that they adhere
to their willingness to be in solidarity, what happens if the intended
parents reject the child and where would the protection of the child be
in your model, fully guaranteed by the state
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[hundreds of women have signed a manifesto to ensure that they adhere
to the to their willingness to be in solidarity fully guaranteed by the

state] apy1
[what happens if the intended parents reject the child and where would

the protection of the child be in your model] 4 pyo

In (11), the initial fragment of text is segmented into two different ADUs.
The interruption (in italics) is segmented separately and tagged as ADU2. If
an argumentative relation is observed in an interruption made by the same
participant, this part of the text will be analysed as a new ADU and, there-
fore, will not be removed since it establishes the relationship between argu-
ments.

* Interrogative sentences are analysed as ADUs, because they can be used to
support an argument (12), except when they are generic questions (13).

(12a) [Aix0 fa que no necessariament ho valori econdomicament?]4pi
[No]ap2

(12b) [Does that necessarily mean that I do not value it economically?] 4 pi1
[No]apr2

(13a) Que en penses d’aixo?
(13b) What do you think about that?

It should be noted that tag questions are not annotated as ADUs. In (14)
‘01?/right?’ is not tagged as an ADU.

(14a) [Aix0 fa que no necessariament ho valori econdmicament| 4py; 0i?

(14a) [Does that necessarily mean that I do not value it economically] 4pr
right?

* In the case of emphatic expressions (15), only the main segment is included
in the ADU.

(15a) si que [hi ha la possibilitat] 4y

— 101 —



3.3. ANNOTATION METHODOLOGY

(15b) yes [there is the possibility] 4 pr

e Examples and metaphoric expressions are annotated as a single ADU, be-
cause the relationship with another ADU 1is usually established with the
whole example or the whole metaphor (16). In cases in which the relation-
ship with another ADU only occurs with a part of the metaphorical expres-
sion or example, a subsegment can be created with its corresponding identity
ADU.

(16a) [aquest mateix any una dona es va haver de suicidar just abans del seu
desnonament o per exemple una mare va saltar per un pont amb el seu
fill perque no podia fer-se carrec d’un crédit bancari| 4 pry
[si la gent és capag de suicidar-se per 1’opressi6 dels diners com no es
vendran a la gestaci6 subrogada| s pyo

(16a) [this same year a woman had to commit suicide just before her eviction
or for example a mother jumped off a bridge with her child because she
could not pay back a bank loan] 4pr
[if people are able to commit suicide because of the oppression of
money why shouldn’t they sell themselves in surrogacy| 4 pyo

The ADU2, in (16), which includes an example, is related to the previous
ADUI.

e Expressions including desideratum verbs (17) are not considered ADUs.

(17a) A mi m’agradaria anar a I’ONU 1 explicar els mateixos arguments per
a que aquesta prohibicié no sigui només a Espanya

(17b) I would like to go to the UN and present the same arguments so that
this prohibition is not only in Spain

Annotation of argumentative relationships between ADUs

Once the ADUs are identified and segmented, the aim of the following task
1s to establish the argumentative relationships between ADUs and annotate the
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type of relation held. We use the RELATED ID (REL _ ID) and RELA-
TION TYPE (REL TYPE) tags for indicating these argumentative relation-
ships. The REL ID tag is used to indicate that an ADU2 holds an argumenta-
tive relationship with a previous ADUI1 (18). The ID identifies the corresponding
ADUs. It is worth noting that the relationships between ADUs almost always point
to previous ADUs, following the logic of discourse, and that not all the ADUs have
argumentative relations with other ADUs. There are cases in which several ADUs
maintain a relationship with a single previous ADU, and all of them are indicated
(see Table 3.2). An ADU may be related to more than one previous ADU, but the
type of relationship with each of them is different. In these cases, we annotated the
REL ID and REL TYPE for each different type of relationship generated from
the same ADU. The annotation of the argumentative relations mainly occurs in the
argumentation phase of the debate, but may also appear in the introduction phase.

Next, we describe the three type of argumentative relationships -inference, con-
flict and reformulation- which represent different semantic relations between two
propositions. These relationships are annotated with the REL. TYPE tag and the
corresponding values are RA for inference, CA for conflict and MA for reformula-
tion. The notation used for the argumentative relations has been adopted from the
Inference Anchoring Theory (IAT) [69] paradigm in order to provide a coherent
labelling with previous corpora.

 Inference (RA) indicates that the meaning of an ADU can be inferred, en-
tailed or deduced from a previous ADU (18). As already indicated, the direc-
tion of the inference almost always goes from one ADU to a previous ADU,
but we have also found cases in which the direction is the opposite, that is,
the inference goes from a previous ADU to a following one, although there
are fewer cases (19). Therefore, inference is a meaning relation, in which the
direction of the relationship between ADUs is relevant, and this direction is
represented by the REL ID tag.

(18a) [la gestaci6 subrogada és una practica patriarcal|spyy
[ja que el major beneficiari d’aquesta practica és

I’home|Apu2 REL ID=1 REL TYPE=RA
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(18b) [surrogacy is a patriarchal practice|spy [since the main beneficiary of
this practice is the man]Apus REL D=1 REL TYPE=RA

(19a) [no tot progrés cientific implica ...
... un progrés social] apy1 REL ID=2;3 REL TYPE=RA
[’energia nuclear és la mare de la bomba atomica| 4 pyo
[Els pesticides que multiplicaven les collites han estat prohibits per
convertir el aliments en insalubres] 4 pir3

(19b) [not all scientific progress ...
implies social progress] ADU1 REL ID=2;3 REL TYPE=RA
[nuclear energy is the mother of the atomic bomb] 4py2
[pesticides that multiplied crops have been banned
for making food unhealthy] 4py3

In example (18), REL TYPE=RA and REL ID=1 indicate that ADU?2 is
an inference of ADUI1, whereas in example (19) the REL. TYPE=RA and
REL ID=2;3 are annotated in ADU1 because it is an inference of ADU2
and ADU3, which appear in the original text below ADUI.

» Conflict is the argumentative relationship assigned when two ADUs present
contradictory information or when these ADUs contain conflicting or diver-
gent arguments (20). We consider that two ADUs are contradictory ‘if they
are extremely unlikely to be considered true simultaneously’ [112].

(20a) [vol tenir és dret a formar una familia] 4 pr;
[formar families no és un dr Ct] ADU2 REL ID=1 REL TYPE=CA

(20b) [she wants to have the right to form a familiy| 4 pi1

to form families is not a righty|Apu2 REL D=1 REL TYPE=CA

e Reformulation is the argumentative relationship in which two ADUs have
approximately the same or a similar meaning, that is, an ADU reformu-
lates or paraphrases the same discourse argument as that of another ADU
(21). The reformulation or paraphrase involves changes at different linguis-
tic levels, for instance, morphological, lexical, syntactic and discourse-based
changes [197].
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(21a) [ja n’hi ha prou de paternalism|4py; [ja n’hi ha prou que ens tracten
com a xiquetes] ADU2 REL ID=1REL TYPE=MA

(21b) [enough of paternalism] 4p
[enough of treating us like children|spu2 REL D=1 REL TYPE=MA

It should be noted that repetitions are not considered reformulations. A repe-
tition contains a claim or statement with the same content as a previous one,
i.e. the same argument. We consider an ADU to be a repetition only if it is
exactly the same as a previous one and we do not therefore segment them
and they are not annotated as ADUs.

It is worth noting that when a team mentions the opposing team’s argument,
that mention is not considered an argument. When their reasoning is referred
to, the reference will be ascribed directly to the opposing team’s argument.

Annotation process

The annotation of the VivesDebate corpus was manually performed by two dif-
ferent students of Linguistics specially trained for this task for three months and
supervised by two expert annotators®. The annotation of the corpus was carried
out in two main phases. The aim of the first phase was twofold: for the training
of the annotators and for defining the annotation guidelines, that is, to establish
the definitive tagset and criteria with which to annotate the debates. In this phase,
we conducted different Inter-Annotator Agreement tests in order to validate the
quality of the annotation of the different tasks involved, that is, the revision of au-
tomatic transcriptions, the segmentation of each debate into ADUs and the annota-
tion of argumentative relations between ADUs. These tests allow us to evaluate the
reliability of the data annotated, which basically means whether or not the anno-
tators applied the same criteria for solving the same problem in a consistent way.
These inter-annotator tests are also useful for evaluating the quality of the anno-
tation guidelines, that is, to check whether the different types of phenomena to be
treated are covered and the criteria are clearly explained, and to update the guide-

>The annotators are members of the Centre de Llenguatge i Computacié (CLiC) research group http:
//clic.ub.edu/.
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lines when necessary. In the second phase, after the training of the annotators, the
remaining files in the corpus were annotated by each annotator independently.

Inter-Annotator Agreement tests

We carried out, first, a qualitative analysis in order to validate that the team of anno-
tators was applying the same criteria in the revision of the automatic transcriptions
of debates. This analysis consisted of the revision of three files (Debatel5.csv, De-
batel I.csv, and a debate from the previous year’s edition which was not included
in our corpus) by the two annotators in parallel and the comparison of the results
obtained by the senior annotators. The team met to discuss the problems arising
from the comparison of the results in order to resolve doubts and inconsistencies.
We devoted three sessions to this until we solved all disagreements and reached
the same results in the revision of transcriptions, which explains why we revised
the three files selected (one per session). The initial guidelines were updated with
the new criteria established, such as following the criteria of the linguistic portal
of the Catalan Audiovisual Media Corporation for spelling the named entities or
writing down the main ideas in those cases in which the quality of the audio did
not allow us to understand part of the message conveyed. In a nutshell, we ensure
that the text of the ADUs was transcribed correctly, maintaining the linguistic vari-
ant originally used, whereas in the remaining text we applied a more superficial
revision.

Once the transcription of texts obtained reliable results, we initiated the seg-
mentation task, which was by far the most difficult task in the whole annota-
tion process. We conducted three Inter-Annotator Agreement (IAA) tests until
we reached an acceptable agreement for the segmentation of the transcribed texts
into ADUs (see Table 3.1). We used the same file (Debate6.csv) in the two tests.
We calculated the observed agreement and the Krippendorft’s alpha [198]. The
criteria followed for the evaluation of the Inter-Annotator Agreement test were the
following:

 In the case of the PHASE, STANCE and argument REL TYPE tags, we
considered agreement to be reached when the annotators assigned the same
value to each tag, while disagreement was considered to be when the value
was different.
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* In the case of the ADU tag, we considered agreement to exist when the span
of the ADUs matched exactly, and disagreement to exist when the span did
not match at all or coincided partially. We have also conducted a third Inter-
Annotator Agreement test for evaluating the ADU tag considering partial
agreement. In this case, we considered agreement to exist when the span of
the ADUs coincided partially (22)-(25).

(22a) [la cosificaci6 que s’esta fent de la donal 4py

(22b) [the objectivation of women| 4py;

(23a) [ens centrarem en la cosificacié que s’esta fent de la dona] 4pr;
(23b) |[we will focus on the objectivation of women| 41

(24a) [el vincle que es genera entre ella i el nad6 que porta al seu ventre| 4 py
[és trencat de manera miserable| 4o

(24b) [the bond between her and the baby she carries in her womb)] 4pr; [is
broken in a miserable way| 4y

(25a) [ el vincle que es genera entre ella i el nadé que porta al seu ventre és
trencat de manera miserable] 4 py;

(25b) [the bond between her and the baby she carries in her womb is broken
in a miserable way| 4 pi1

The disagreements found are basically of two types: a) the inclusion or omis-
sion of words at the beginning or at the end of the ADU (22) vs. (23); and b)
the segmentation of the same text into two ADUs or a single ADU (24) vs. (25),
the latter being stronger disagreement than the former. For instance, one of the
annotators considered ‘is broken in a miserable way’ to be a different ADU (24),
whereas the other annotator considered this segment part of the same ADU (25).
Finally, we agreed that it should be annotated as a single ADU (25), because ‘is
broken’ is the main verb of the sentence, and the argument is that what is broken
is the bond between the mother and the baby.

As shown in Table 3.1, the results obtained in the Inter-Annotator Agreement
tests for the PHASE, STANCE and REL TYPE tags are almost perfect (above
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Table 3.1: Results of the Inter-Annotator Agreement Tests.

Tag Observed agreement % Krippendorff’s alpha
STANCE (AGAINST/FAVOUR) 99.05 0.979
PHASE (INTRO/ARG1,ARG2,ARG3/CONC) 94.60 0.925
REL_TYPE (RA/CA/MA) 86.00 0.913
ADU (1st IAA Test) 70.80 0,392
ADU (2nd TAA Test) 76.60 0,777
ADU (3rd IAA Test partial disagreements) 91.20 0.917

0.97), and acceptable for the ADU tags (0.77), which correspond to the segmen-
tation into ADUs and the assignation of the type of argument, following Krippen-
dorff [198] recommendations. The observed agreement (91.20%) and the corre-
sponding alpha value (0.91) for the ADU tag increase when we consider there to
be partial agreement (o > 0.80 the customary requirement according to Krippen-
dorff). The team of annotators met once a week to discuss problematic cases and
resolve doubts in order to minimise inconsistencies and guarantee the quality of
the final annotation. The results obtained are very good given the complexity of
the task.

3.4 The VivesDebate Corpus

Data Collection

The VivesDebate corpus has been created from the transcripts of the 29 complete
debates carried out in the framework of the 2019 “Xarxa Vives d’universitats”
university debate tournament. During this competition, 16 different teams from
universities belonging to the autonomous regions of Valencia, Catalonia and the
Balearic islands debated in Catalan language on the topic “Should surrogacy be
legalised?”. In addition to the original language of the annotated data, automatic
translations to Spanish and English languages using the MLLP machine translation
toolkit [143, 182] have also been included. The results and the evaluation of the
debates were directly retrieved from the organisation, but post-processed by us
in order to focus on the argumentative aspects of the debates and to preserve the
anonymity of the jury and the participant teams. Furthermore, we would also like
to remark that the data collected is part of a competition where the stances (i.e.,
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favour or against) are assigned randomly. Thus, any argument or opinion existing
in the corpus is used to elaborate a logically solid reasoning, but it is not necessarily
supported by the participants.

Structure and Properties

The VivesDebate corpus is structured into 30 different CSV documents publicly
available to download from Zenodo. The first 29 documents correspond to a unique
debate each one, containing its three phases: introduction, argumentation, and con-
clusion. The structure of each document (Table 3.2) contains the identified ADUs
(rows) in Catalan (ADU CAT), Spanish (ADU ES), and English (ADU EN),
and covers the six features that define every identified ADU (columns). First of
all, each ADU is assigned a unique ID created following the chronological order
(.e., 1,2, ..., N; where N is the total number of ADUs in a debate). This ID
allows for an intuitive representation of the flow of discourse in each debate. Sec-
ond, each ADU is classified into one of the three phases of competitive debate (i.e.,
INTRO, ARG1, ARG2, and CONC) depending on when has it been uttered. Third,
each ADU that forms part of one of the arguments put forward by the debaters is
assigned an argument number. This number allows to group every identified ADU
under the same claim. The same number used for the ADUs belonging to different
stances does not imply any type of relation between them, since their related claim
is different (i.e., argument number 1 in favour and argument number 1 against
stand for two different arguments). Fourth, each ADU is classified according to
the stance (i.e., in favour or against) for which it was used. Finally, the existing
argumentative relations between ADUs are identified and represented with the re-
lation type (i.e., Conflicts or CA, Inferences or RA, and Rephrases or MA), and
the ID(s) of the related ADUC(s).

Each document (i.e., debate) was annotated independently and in its entirety.
The conclusions of each team are considered as a unique ADU separately, since
they represent a good summary of the argumentative discourse from both teams’
perspectives. In addition to the 29 annotated debate documents, the corpus has
a supplementary evaluation file (VivesDebate eval.csv). The jury’s evaluation of
one debate (Debate29.csv) was not available for the creation of the evaluation file.
Thus, this file contains an anonymised version of the jury evaluation of the first 28
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Table 3.2: Structure of the VivesDebate corpus CSV documents (Debate7.csv).
(*) An empty value in the Arg. Number column indicates that the ADU does
not explicitly belong to any argument presented by the Favour or Against team to
specifically support their stance.

ID Phase Arg. Number (x) Stance ADU_ CAT, ADU_ES, ADU_EN Related ID Relation Type

quan mireu aqui qué veieu
1 INTRO FAVOUR (cuando mirdis aqui qué veis)
(when you look here what do you see)

cinquanta euros

2 INTRO FAVOUR (cincuenta euros) 1 RA
(fifty euros)
el nostre nou déu
3 INTRO FAVOUR (nuestro dios) 2 RA

(our new god)

vivim en un mén on ha guanyat els valors del neoliberalisme
43  ARGI 1 FAVOUR  (vivimos en un mundo dominado por los valores del neoliberalismo)
(we live in a world dominated by the values of neoliberalism)

uns valors que ens diuen que si tenim diners som guanyadors
44  ARGI 1 FAVOUR (valores que dicen que si tenemos dinero somos ganadores) 43 RA
(values that say that if we have money we are winners)

i si som guanyadors podem comprar tot allo que desitgem
45 ARGI1 1 FAVOUR (y si somos ganadores podemos comprar lo que deseemos) 44 RA
(and if we are winners we can buy whatever we want)

és el model que esta imperant en la gestacié subrogada
46 ARGl 1 FAVOUR (es el modelo que impera en la gestacion subrogada) 43;44,45 RA
(is the prevailing surrogacy model)

per suposat que no
144 ARGl 3 AGAINST (por supuesto que no) 143 CA
(of course not)

no és que vullguem que hi haja més xiquets
145 ARGl1 3 AGAINST (no es que queramos que haya mds nifnios) 140 RA
(not that we want there to be more children)

sind tot el contrari
146 ARGI1 3 AGAINST (sino todo lo contrario) 145 MA
(quite the contrary)
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Table 3.3: Structure of the VivesDebate evaluation file.

Debate Stance Score Thesis Solidity Argument Quality Adaptability

Debatel Favour 3.32 3.25 3.37 3.33
Debatel Against 3.29 3.33 3.18 3.38
Debate2 Favour 3.41 3.5 3.33 3.42
Debate2 Against 3.43 3.17 3.58 3.58
Debate28 Favour 2.75 3.25 2.75 2.17
Debate28 Against 2.36 2.77 2.25 2.00

debates (Table 3.3). However, since some aspects used by the judges to evaluate
the debating teams are not reflected in our corpus (e.g., oral fluency, grammatical
correctness, and non-verbal language), we have excluded them in our argumen-
tative evaluation file. A numerical score in the range of 0 to 5 (100%) which
combines the thesis solidity (35%), the argumentation quality (35%), and the ar-
gument adaptability (30%) is provided as the formal evaluation for each debate.
The presented structure makes the VivesDebate corpus a very versatile resource
for computational argumentation research. Not only because of its size, but due
to all the information it contains, it can be used for argument mining, argument
analysis and representation, argument evaluation, and argument summarising (i.e.,
generation) research tasks.

The resulting VivesDebate corpus comprises a total of 139,756 words (tokens).
Furthermore, the corpus presents an average of 4,819 words per document indepen-
dently annotated. Words are grouped into a total of 7,810 ADUs, with an average
of 269 ADUs per document. In our corpus, an argument is built from multiple
ADUs sharing argumentative relations. A total of 1,558 conflicts, 12,653 infer-
ences, and 747 rephrases between the identified ADUs have been annotated in
the VivesDebate corpus, with an average of 54 conflicts, 436 inferences, and 26
rephrases per document. A summary of the structure and a breakdown for each
of the included debates is presented in Table 3.4. In addition to all these corpus
statistics, we retake the “argument density” metric proposed in [387]. This met-
ric computes the density of arguments in a corpus by normalising the number of

— 111 —



3.5. RELATED WORK: OTHER COMPUTATIONAL ARGUMENTATION
CORPORA

annotated inference relations to the total word count. The VivesDebate presents
an “argument density” of 0.091, which is significantly higher compared to the
densities of previously existing similar corpora such as the US2016 [387] (0.028
density) for 97,999 words, or the DMC [183] (0.033 density) for 39,694 words.

3.5 Related Work: Other Computational
Argumentation Corpora

As noted in the introduction, the existing resources for computational argumenta-
tion present significant differences depending on their main purposes. Thus, we
consider it important to contextualise our contribution to the computational argu-
mentation research within the existing related work. For that purpose, we present
a thorough comparison between the most prominent available resources for the
computational argumentation research community. One of the first public corpora
focused on the argument mining task was presented in [351], where the authors
annotated 90 persuasive essays in English obtained from an online forum. In this
corpus, two different aspects of arguments were annotated, the argument compo-
nents (i.e., claim and premise) and the argumentative relations (i.e, attack and sup-
port). Another early resource to satisfy the needs of argument mining researchers
was presented in [275]. The authors present a new corpus of 112 annotated “mi-
crotexts”, short and dense written arguments in German which were also profes-
sionally translated into English. This corpus was annotated taking into account the
argumentative structure of the text, where each argument has a central claim with
an argumentative role (i.e., proponent and opponent), and several elements with
different argumentative functions (i.e., support, attack, linked premises and cen-
tral claims). These “microtexts” were generated in a controlled experiment where
23 participants were instructed to write argumentative text on a specific topic. A
different approach was introduced in [183], where dialogue spoken argumentation
samples were used to create the Dispute Mediation Corpus (DMC). Three different
sources were considered to retrieve up to 129 mediation excerpts which were anal-
ysed by a unique professional annotator. The sources from which these excerpts
were annotated are 58 transcripts found in academic papers, 29 online website me-
diation scripts, 14 scripts provided by professional mediators, and 28 analyses of
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Table 3.4: Structure and properties of the VivesDebate corpus. Score F and A
represent the score assigned to the favour and against teams respectively according
to our processing of the original evaluation.

File Words ADUs Conflicts Inferences Rephrases Score F Score A
Debatel.csv 3979 198 4 158 22 3.32 3.29
Debate2.csv 5178 371 60 310 32 3.41 3.43
Debate3.csv 4932 311 63 360 22 4.39 4.31
Debate4.csv 6243 308 8 229 37 4.01 4.15
Debate5.csv 5389 270 45 505 48 4.38 3.28
Debateb6.csv 4387 324 45 219 42 2.94 3.02
Debate7.csv 4523 299 11 236 18 3.31 3.13
Debate8.csv 4933 220 5 185 15 3.31 3.92
Debate9.csv 5574 352 45 309 18 4.12 4.21
DebatelO.csv 4284 279 12 207 39 4.39 3.46
Debatell.csv 5720 239 5 202 16 3.60 3.64
Debatel2.csv 5305 283 83 477 49 4.12 4.36
Debatel3.csv 3646 138 10 106 6 2.94 2.60
Debatel4.csv 4790 302 74 400 47 3.83 3.80
Debatel5.csv 4550 173 23 113 13 3.95 3.94
Debatel6.csv 4887 288 94 639 53 3.33 3.39
Debatel7.csv 3891 164 8 123 8 3.00 3.26
Debatel8.csv 3701 166 6 149 4 2.80 2.77
Debatel9.csv 4645 186 13 159 1 4.24 4.34
Debate20.csv 5484 306 33 1306 55 3.53 3.49
Debate2l.csv 5064 278 102 1076 42 3.17 3.18
Debate22.csv 4669 330 16 408 1 4.40 4.22
Debate23.csv 4420 266 136 917 26 2.74 2.69
Debate24.csv 5139 267 380 1002 39 4.41 4.37
Debate25.csv 4828 321 7 337 0 4.09 3.88
Debate26.csv 4440 290 16 328 5 4.16 3.93
Debate27.csv 5012 234 106 645 24 3.49 2.33
Debate28.csv 4254 310 21 344 2 2.75 2.36
Debate29.csv 5889 337 51 1203 72 - -
VivesDebate 139,756 7,810 1,558 12,653 747 - -
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meta-discourse elements in mediation interactions from a mixture of the previous
sources. The DMC corpus was annotated using the Inference Anchoring The-
ory (IAT), containing up to eleven structural features of arguments useful for the
argument mining task: locutions, assertions, assertive questions, pure questions,
rhetorical questions, assertive challenges, pure challenges, popular concessions,
inferences, conflicts, and rephrases. Furthermore, graphical representations of the
complete structures useful for argument analysis can be loaded in the OVA+9 tool.
In addition to the argument mining and analysis tasks, the automatic evaluation of
arguments is an important aspect in the analysis of argumentative discourses. Work
[269] presents the Consumer Debt Collection Practices (CDCP) corpus, where
731 user comments from an online forum are annotated with their argumentative
structures, and capturing the strength of the identified arguments. In the CDCP
corpus, each comment is segmented into elementary units (i.e., Facts, Testimony,
Value, Policy, and Reference). Support relations between these elementary units
are annotated in order to provide structural information. The authors defined the
evaluability of an argument for those cases in which all the propositions that make
up this argument are supported by an explicit premise of the same type of elemen-
tary unit. The strength of an argument is measured by comparing the type of the
elementary units that make it up. Another important part of computational argu-
mentation which was not approachable from the reviewed corpora is the automatic
generation of natural language arguments. This is a recent research topic which
requires an important amount of data to achieve competitive results. In [260], the
authors present a new annotated corpus aimed at approaching this task. The GPR-
KB-55 contains 200 speeches from a debate competition that were analysed, each
one debating one of the 50 different topics existing in these speeches. The resulting
corpus consists of 12431 argument pairs containing a claim and its rebuttal with
annotations regarding the relevance of a claim to its motion, the stance of the claim,
and its appearance in a piece of speech (i.e., mentioned/not mentioned, explicit/im-
plicit). Even though some linguistic annotations were done, the argument structure
or the flow of discourse were not annotated in the GPR-KB-55 corpus. This cor-
pus is part of the IBM Project Debater’ which encompasses a large set of different

Shttp://ova.arg-tech.org/
"https://www.research.ibm.com/artificial-intelligence/
project—-debater/
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corpora, each one aimed at a specific task of the argumentative process. A dif-
ferent perspective on natural language argument generation is presented in [318],
where the authors provide a new corpus aimed at the word-level summarisation of
arguments. The DebateSum corpus consists of 187,386 debate summaries without
any structural annotation, retrieved from the debate tournaments organised by the
National Speech and Debate Association. The only annotation provided by this
corpus is the segmentation of arguments-evidences-summary triplets extracted di-
rectly from the transcripts. Again, the usefulness of this resource remains strongly
linked to the specific tasks of argument summarisation and language modelling.
At this point, it is possible to observe the strong dependence between the analysed
corpora and the different tasks of computational argumentation. The US2016 de-
bate corpus was presented in [387] as the largest argumentative corpus with a great
versatility between different aspects of argumentation such as discourse analysis,
argument mining, and automatic argument analysis. The US2016 compiles the
transcripts of the 2016 US presidential election TV debate and the subsequent on-
line forum debate (i.e., Reddit). The text is analysed and divided into argument
maps consisting of 500 to 1500 words. The annotation process is carried out in-
dependently for each argument map, where the text is segmented into ADUs and
argumentative relations between ADUs are identified. The final corpus has 97,999
words, with a sub-corpus of 58,900 words from the TV debates and 39,099 words
from the Reddit discussion. Despite the improvement achieved with this new cor-
pus, we still identify two major issues which may hinder the performance of the
trained models and the scope of the experiments: the quality of the uttered ar-
guments, and the traceability of discourse. Electoral campaigns and debates are
usually focused at reaching the majority of voters rather than properly using argu-
ments, or having a rational debate. Furthermore, the arguments retrieved from an
online forum might neither be of the ideal quality. Thus, the trained models using
this data can be biased in a way that does not reflect the reality of a more ratio-
nal and logical argumentation. Finally, the most recent argumentative corpus was
presented in [123]. The authors present the ReCAP corpus of monologue argu-
ment graphs extracted from German education politics. More than 100 argument
graphs are annotated from natural language text sources like party press releases
and parliamentary motions. This corpus annotates the ADU segments identified in
the text and relations between different ADUs (i.e., inferences). Furthermore, the
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authors have also included annotations of the underlying reasoning pattern (i.e., ar-
gumentation schemes) of arguments. These are not the unique resources published
in the literature for computational argumentation research. Many research done in
argument mining includes new corpora, for the healthcare domain in [228], for le-
gal argumentation in [409], and for online social network analysis in [132] among
other different domains. However, for our comparison, we have focused on the
most used corpora in computational argumentation research, and corpora created
from a more generalist perspective.

A comparison of the previously analysed corpora is presented in Table 3.5.
Furthermore, we have added the VivesDebate corpus to the comparison in order
to provide a reference to understand the significance of our contribution. Seven
different features that we consider indicators of the quality of a corpus have been
analysed in our comparison. First, the format of the argumentative data indicates if
the arguments are retrieved from a monologue (M) or a dialogue (D). Furthermore,
it is also important to know the source of the arguments, if they come from a text
source (T) or from a speech transcript (S). The domain indicates the context from
which the corpus has been created (e.g., competitive debate, online forum, etc.).
This is a key feature to determine the quality of the arguments contained in the
resulting corpus, since major linguistic aspects such as the richness of vocabulary
or the originality of arguments will be significantly different from one domain to
another. The tasks feature indicates in which argumentative tasks a corpus can
be useful: Argument Mining (AM), Argument Analysis (AA) and representation,
Argument Evaluation (AE), Argument Generation (AG), and Argument Summari-
sation (AS). This feature is important to observe the versatility of each analysed
corpus. The language indicates if a corpus is available in English (EN), German
(DE), or Catalan (CAT). Finally, we have taken into account the size of each corpus
in words (W) and/or sentences (S); and the annotation ratio, which indicates the
average number of words (or sentences) per each independently annotated docu-
ment w/d (s/d). This last feature can give us an idea of the contextual information
preserved in the annotation process. For instance, it is not the same to annotate a
complete debate (higher annotation ratio), than to split the debate into smaller ar-
gumentative structures to simplify the annotation process (lower annotation ratio).

Thus, it is possible to observe how, in addition to the quality improvement
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Table 3.5: Comparison of computational argumentation corpora. (x) Automati-
cally translated languages.

Research Identifier Format Source Domain Tasks Language Size Annotation Ratio
[351] Persuasive Essays M T Online Forum AM EN 34917 (W) 388 w/d
[275] Microtexts M T Controlled Experiment AM EN+DE 576 (S) 5 s/d
[183] DMC D S Academic+Online+Professional AM+AA EN 18,628 (W) 144 w/d
[269] CDCP D T Online Forum AM+AE EN 4,931 (S) 6.7 s/d
[260] GPR-KB-55 D N Competitive Debate AG EN 12,431 (S) 41 w/d
[387] US2016 D T+S Political+Online AM+AA EN 97,999 (W) 189 w/d
[387] US2016TV D N Political AM+AA EN 58,900 (W) 492 w/d
[387] US2016Reddit D T Online Forum AM+AA EN 39,099 (W) 137 w/d
[318] DebateSum D N Competitive Debate AS EN 101IM (W) 520 w/d
[123] ReCAP M T Political AM+AA DE+EN(x) 16,700 (W) 150 w/d

VivesDebate D S Competitive Debate AM+AA+AE+AG/AS CAT+ES(x)+EN(x) 139,756 (W) 4819 w/d

mainly due to the source (i.e., competitive debate), our corpus can be useful in a
wider variety of computational argumentation tasks. Furthermore, the VivesDebate
corpus presents an annotation ratio significantly higher compared to the previous
work. This approach makes it possible to improve the richness of the annotations
by keeping longer-term argumentative relations and allowing to have a complete
representation of the flow of the debate.

3.6 Conclusion

In this paper we describe VivesDebate, a new annotated multilingual corpus of ar-
gumentation created from debate tournament transcripts. This work represents a
major step forward in publicly available resources for computational argumenta-
tion research. Next, we summarise the main improvements brought about by the
creation of this corpus.

First, because of its size. The VivesDebate corpus is, to the best of our knowl-
edge, one of the largest publicly available resources annotated with relevant argu-
mentative propositions, and argumentative and dialogical relations. With a total
of 139,756 words and an argument density of 0.091, in addition to its size, the
VivesDebate corpus also improves the previously available argumentation corpora
in terms of their density.

Second, because of the quality of the argumentative reasoning data. The Vives-
Debate corpus has been created from the transcripts of 29 complete competitive
debates. Annotating spoken argumentation is usually harder and more expensive
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than textual argumentation, so the majority of the publicly available corpora for
computational argumentation research are created from social network and online
forum debates. Furthermore, most of the available spoken argumentation corpora
are from the political debate domain, which does not have a solid structure and
the quality of argumentation is harder to evaluate. By creating a new corpus from
the transcripts of a debate tournament, the improvement of the argumentative qual-
ity compared to previously available corpora is threefold: (i) debate tournaments
have a well-defined argumentation structure, which eases their modelling; (i1) the
only motivation behind the debates is the argumentation itself, so that participants
need to argue using the strongest arguments and present a coherent reasoning to
win the debate; and (ii1) the debates are objectively evaluated by an impartial jury,
analysing parameters that are directly related to the quality of arguments and argu-
mentation.

Third, because of its versatility. The size, the structure, the annotations, and
the content of the VivesDebate corpus makes it useful for a wide range of argu-
mentative tasks such as argumentative language modelling, the automatic identi-
fication of ADUs in an argumentative dialogue (i.e., Argument Mining), the elab-
oration and analysis of complex argument graphs (i.e., Argument Analysis), the
automatic evaluation of arguments and argumentative reasoning (i.e., Argument
Evaluation), and the automatic generation of argument summaries (i.e., Argument
Generation/Argument Summarising). Furthermore, the corpus is available in its
original version in Catalan, and in machine-translated versions to Spanish and En-
glish languages, leaving an open door to multilingual computational argumentation
research.

Even though the VivesDebate corpus brings significant improvements over ex-
isting resources for computational argumentation research, it has its own limita-
tions. The debates contained in the corpus belong to a unique tournament, which
means that every annotated debate will have the same topic in common. This
feature is directly related to the observable language distribution, which will be
biased by the “Should surrogacy be legalised?” topic. However, since our corpus
1s aimed at computational argumentation research rather than language modelling,
this should not be an important issue. Furthermore, this data bias can be easily
amended with a topic extension of the VivesDebate corpus. The other main limita-
tion of the corpus are the Spanish and English machine-translated versions, which

— 118 —



CHAPTER 3. VIVESDEBATE: A NEW ANNOTATED MULTILINGUAL
CORPUS OF ARGUMENTATION IN A DEBATE TOURNAMENT

may not be as linguistically correct as the original version in Catalan.

As future work, we plan to overcome some of these limitations and to deepen on
the argumentative analysis and annotation of the corpus. First, we plan to improve
the Spanish and English machine-translated versions of the VivesDebate corpus
with a professional translation. We also want to improve the argumentative an-
notations of the corpus by deepening on the logical and rational aspects of argu-
mentation. On its current form, it is possible to do a general structural analysis of
the arguments. With the identification and annotation of stereotyped patterns of
human reasoning (i.e., argumentation schemes [400]), it will be possible to bring
the automatic detection and analysis of arguments to a deeper level. However, this
is a complex task, and it has only been superficially researched in the literature. Fi-
nally, we are also exploring the possibility of organising a new shared task focused
on the argumentative analysis of natural language inputs.
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Abstract

The rVRAIN team tackled the Budget Argument Mining (BAM) task, consisting of a
combination of classification and information retrieval sub-tasks. For the argument
classification (AC), the team achieved its best performing results with a five-class
BERT-based cascade model complemented with some handcrafted rules. The rules
were used to determine if the expression was monetary or not. Then, each monetary ex-
pression was classified as a premise or as a conclusion in the first level of the cascade
model. Finally, each premise was classified into the three premise classes, and each
conclusion into the two conclusion classes. For the information retrieval (i.e., relation
ID detection or RID), our best results were achieved by a combination of a BERT-based
binary classifier, and the cosine similarity of pairs consisting of the monetary expres-
sion and budget dense embeddings.

4.1 Introduction

The automatic analysis of natural language arguments has made possible to im-
prove computer systems for human assistance in the domains of medicine [226],
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academic research [34], web discourse analysis [161], and autonomous debate
[345] among others. The argument mining task is present in many different do-
mains and instances [207]. However, due to its heterogeneity and complexity, it is
considered as an important challenge in the Natural Language Processing (NLP)
research community. The underlying linguistic structures in natural language argu-
mentation present a great challenge for both, the human annotation of new corpora
[327]; and the training/evaluation of new models for domain-independent argu-
ment mining [192, 325] or for different instances of the problem belonging to the
same domain (e.g., legal) [384, 285]. Thus, advances in argument mining research
will benefit from as many as different viewpoints (e.g., domains and/or task in-
stances) approaching this task.

In this work, we describe the participation of our team rVRAIN to the Bud-
get Argument Mining (BAM) task organised for the QALab Polilnfo 3' and the
NTCIR-162. The BAM is a combination of classification and information retrieval
sub-tasks in the domain of political debate analysis. First, the argument classifica-
tion sub-task is aimed at determining if a given monetary expression belongs to an
argument, and which is its argumentative purpose (i.e., either claim or premise).
Second, the relation ID detection sub-task is aimed at finding relations between
monetary expressions uttered in an argumentative discourse and political budget
items.

Our approach presents a BERT-based cascade model for argument mining in
japanese political discussions. The model proposed in this paper for solving the
BAM task tackles independently the argument classification and the relation ID
detection tasks. For the former, we propose the use of handcrafted rules to deter-
mine if an expression is monetary or not. Then, a BERT-based cascade model is
trained to classify each argumentative monetary expression into premise or claim,
and their subsequent sub-classes (i.e., three premise and two claim sub-classes).
For the latter, a BERT-based binary classifier is trained to identify possible rela-
tions between political budget items and monetary expressions. Each (possible)
identified relation is then scored using the cosine similarity, and only the top rela-
tions are brought into consideration.

The rest of the paper is structured as follows. Section 4.2 reviews the related

'https://poliinfo3.net/
nttp://research.nii.ac.jp/ntcir/ntcir-16/index.html
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research and contextualises the contribution of this paper to the area of argument
mining. Section 4.3 briefly defines the BAM task and the corpus used to carry out
our experiments. Section 4.4 presents the architecture of the model proposed for
solving the BAM task. Section 4.5 depicts the observed results in three different
stages of the competition. Finally, Section 4.6 discusses the obtained results and
analyses future lines of research and open challenges.

4.2 Related Work

Argument mining approaches the automatic identification, classification and struc-
turing of argumentative natural language [265]. It has been typically decomposed
into different sub-tasks in the literature [207, 32]: argumentative discourse seg-
mentation, argument component detection, and argumentative relation identifica-
tion. Each one tackles a different step belonging to the global goal of argument
mining.

Argumentative discourse segmentation is the task of detecting argument spans
in a given natural language input. For example, identifying where an argumenta-
tive component begins and ends throughout the full interventions of politicians in
a discussion. A basic approach for this task was to consider complete sentences
and classify them into argument/non-argument [265]. In [212], the authors pro-
pose an unsupervised approach for claim segmentation based on the appearance
of common linguistic structures used for argumentation (e.g., “that”). However,
recent research has emphasised the relevance of context for improving the segmen-
tation of arguments and argumentative components in natural language inputs [4].
In spoken dialogue it is common to omit contextual information to ease its flow,
aimed at overcoming this problem a cascade model for identifying argumentative
propositions completing the missing context is proposed in [186].

The detection and classification of argument components is the argument min-
ing task aimed at understanding the argumentative purpose of the previously seg-
mented text. Research in this topic has usually focused on the identification of ar-
gumentative evidence and on the premise/claim classification [207]. We will focus
on the latter since it has a direct relation with the BAM task and the model pro-
posed in this work. The argument component detection is a very descriptive repre-
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sentation of the previously mentioned existing heterogeneity in argument mining
research. Initially introduced in [265], the task was instanced as a binary classifi-
cation problem. The authors make use of classical machine learning algorithms to
predict premise and claim classes for the argumentative expressions. Subsequent
research focused on a linguistic enrichment of the task proposed a new instance
where up to four classes (i.e., major claim, claim, premise, none) were considered
[352]. Some of the latest research in this topic has explored the use of end-to-
end neural network-based architectures [135, 245], graph convolutional networks
[246], and attention-based architectures [354] to improve previous experimental
results.

Finally, the argumentative relation identification task focuses on detecting ar-
gumentative structures between the argumentation components (e.g., premises or
claims). This task has been classically considered one of the most complex tasks
in argument mining, and approached as a sentence pair classification problem with
two classes (i.e., attack and support) [99, 135, 171]. Recent research has investi-
gated the behaviour of state-of-the-art NLP techniques when approaching a cross-
domain multi-class instance of this task [325]. However, since the BAM task and
our proposed model does not approach this sub-task of argument mining, we will
not go any further into this aspect.

4.3 Budget Argument Mining

This work approaches the Budget Argument Mining (BAM) instance of the argu-
ment mining task. The BAM is aimed at improving the automatic argumentative
analysis of political discussion transcripts through the use of NLP techniques. It
includes the argumentative discourse segmentation and the argument component
detection sub-tasks. For that purpose, monetary expressions are detected in the
transcripts, and it must be determined if an expression belongs to an argument or
not, and which is its argumentative role in the discussion. Furthermore, the re-
quired analysis is enriched with the relation of each monetary expression with a
political budget item. This way, the resulting analysis will provide a set of argu-
mentative components and their type detected in the transcripts of a discussion,
and a set of relations between the arguments and budget items.
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Figure 4.1: Budget Argument Mining task diagram.

Therefore, the BAM consists of two different sub-tasks: the argument classi-
fication (AC) and the relation ID detection (RID) (see Figure 4.1). A complete
description of the whole task can be found in its overview [194]. However, the
basic ideas of BAM are presented in the following sections in order to make this
paper self-contained.

Argument Classification (AC)

The AC sub-task is aimed at covering the two first parts of argument mining: seg-
mentation and classification. Thus, for a given monetary expression appearing in
an utterance, we need to analyse if it belongs to an argumentative proposition,
and which is its role in argumentation. First, the argumentative propositions con-
taining the monetary expressions need to be segmented from the natural language
transcripts. Second, these segments must be classified into seven different argu-
mentative classes: (1) Premise: Past and Decisions; (ii) Premise: Current and Fu-
ture; (ii1) Premise: Other; (iv) Claim: Opinions, suggestions and questions; (V)
Claim: Other; (vi) Not monetary expression; and (vii) Other.

Relation ID Detection (RID)

The RID sub-task is aimed at determining if the monetary expressions uttered in
the discussion are related to a specific item in the budget list. For this purpose,
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Table 4.1: Class distribution of the BAM training data.

Premise Claim
Past Future Other  Opinions Other Non monetary Other

N 260 622 212 98 23 27 6

each argument containing any monetary expression must be segmented. Then, a
relation between the segmented text and the budget items must be established.

Data

The data released for the BAM task is structured into three different documents:
the budget data (Polilnfo3 BAM-budget.json), the training data (Polilnfo3 BAM-
minutes-training.json), and the test data (Polilnfo3 BAM-minutes-test.json). Each
document contains information from the Japanese national diet, and from three
different local circumscriptions (i.e., Otaru, Ibaraki, and Fukuoka).

The budget document is a list consisting of 768 different budget items. Each
budget item has eleven descriptive features: an identifier, a title, a url, an item,
the budget amount, a list of categories, the types of account, the department, last
year’s budget, a description, and a budget difference.

The training document contains 29 proceedings belonging to the local circum-
scriptions. These proceedings consist of a total amount of 1573 utterances. Fur-
thermore, 2 speech records from the national diet consisting of a total of 363
speeches are also included in this file. This translates to a total of 1248 mone-
tary expressions, which are our training samples. The class distribution of these
samples is depicted in Table 4.1. The test document follows the same structure.
A total of 760 utterances from local circumscriptions and 123 speeches from the
national diet are included in this file. From all these transcriptions, 520 monetary
expressions remain unlabelled in this document, which is the one used in the model
evaluation of the BAM shared task.

4.4 Model Architecture

We propose a BERT-based [115] cascade model to undertake the complete BAM
process (see Figure 4.1). All the BERT-based classifiers integrated in our cascade
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Figure 4.2: rVRAIN model architecture proposal.

model were fine-tuned from the Inui Laboratory® pre-trained BERT-large Japanese
Language Model. In our approach, each monetary expression will be treated as the
input and a class label and a related ID as the output. The proposed architec-
ture aims to smooth the complexity of the classification task considering the size
of the training corpus and the number of classes. Furthermore, it approaches in-
dependently the AC and the RID sub-tasks. Figure 4.2 synthesises the proposed
architecture. The code implementation of the model architecture proposed in this
paper is publicly available in GitHub*.

Before tackling the AC and RID tasks, each monetary expression was anal-
ysed together with the discussion transcripts (i.e., local government utterances and
national diet speeches) to produce segmented argument propositions. The seg-
mentation was done by considering the set of full sentences belonging to the same
utterance/speech where the monetary expression was contained. A set of hand-
crafted rules was applied during this pre-processing to determine if the proposition
was either non monetary or other than a premise or a claim (e.g., detecting the
existence of monetary Japanese kanji characters such as “[YJ”). This way, the total
number of remaining classes was reduced from seven to five.

Then, the AC is tackled by three different BERT-based classification models.

3https://github.com/cl-tohoku/bert-japanese/tree/v2.0
*https://github.com/raruidol/Budget-AM
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A high-level BERT-based binary classifier was trained to detect if an argument
proposition was either a premise or a claim. Once having assigned a high-level
class to the sample, two low-level BERT-based classifiers were trained for 3-class
premise classification and binary claim classification. This way, the high-level
model focuses on the premise/claim discriminatory features, while the low-level
focuses on more specific intra-class features. Furthermore, the class complexity of
the problem is also decomposed from 5-class to 3-class and binary classifications.

Finally, the RID is tackled by a BERT-based binary classifier, and a cosine sim-
ilarity calculation for pairs of Sentence-BERT [306] embeddings. In this second
part of the task, the segmented argument propositions containing monetary expres-
sions are paired together with the item and description features of the budget items.
A binary classifier is used to determine if a given pair (i.e., argument proposition,
budget item) could be related or not. Then, all the pairs classified as related are
scored using the cosine similarity of the dense embeddings of argument proposi-
tions (AP) and budget (B) items (i.e., itfem+description features) generated using
a Sentence-BERT model. The highest scored relation is used in our approach to
produce the model’s output.

Therefore, each monetary expression was completely analysed by our cascade
model, classified into one of the seven argumentative classes, and related to one of
the budget items in the list.

4.5 Results

The evaluation of the architecture proposed in this paper has been carried out at
three different levels. First, we performed a local evaluation of the models aimed
at having preliminary notions of how would our proposal behave with the test
data. Second, we received feedback of our model’s performance in an initial “Dry-
run” phase of the BAM task. Finally, the “Formal-run” evaluation of the models
corresponds to the last and definitive round of the shared task.
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Experimental Setup

All the experiments and results reported in this paper have been implemented and
run under the following setup. For the pre-processing of the corpus, we have used
pandas [233] for handling data structuring, and fugashi [232] for the analysis of
Japanese natural language text. For model training and transfer learning we have
used the PyTorch and Transformers [405] libraries. This powerful deep learning
tools have made possible to take advantage of existing large language models in
Japanese, and adapt them to our specific task. For the semantic cosine similarity
calculus in RID sub-task we used the Sentence Transformers [306] library. Finally,
the local evaluation metrics (i.e., accuracy and macro f1) have been implemented
using the sklearn library.

Local Evaluation

During the local evaluation, we have tested different model architectures. The most
basic approach consisted of a 7-class BERT-based classification model (7BERT).
We also experimented with a 5-class BERT-based classification model together
with a set of handcrafted rules for the underrepresented classes (i.e., non monetary
and other) (SBERT). Finally, we evaluated the BERT-based cascade model pro-
posed in this work for tackling the BAM task (rVRAIN). Each of these models was
also evaluated considering a balanced version of the corpus, where premise and
claim training sample distributions were more balanced than the original corpus
(BD). For the evaluation, we considered the accuracy and the Macro-F1 scores.
This decision was made based on the strong unbalance between classes observed
in the training corpus. Furthermore, we evaluated our models using a 10-fold cross
validation. Table 4.2 summarises the obtained results during the local evaluation
of our models.

We can observe how the best accuracy score was obtained by the SBERT model.
However, rVRAIN achieved the best performance considering the Macro-F1 score.
This means that our cascade model generalised better on this task, by doing a better
classification of the samples belonging to underrepresented classes.
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Table 4.2: Local evaluation of the different models for AC.

Model Accuracy Macro-F1
7BERT 0.71 0.19
7BERT(BD) 0.56 0.16
SBERT 0.76 0.25
SBERT(BD) 0.55 0.19
rVRAIN 0.47 0.27
rVRAIN(BD) 0.42 0.22

Dry-Run Evaluation

The Dry-Run evaluation phase of the BAM shared task used the test file to eval-
uate our submissions, and was divided into two different stages. During the early
stage (see Table 4.3), the evaluation script assigned a unique score to the team
submissions. This score combined the performance of the models in AC and RID
sub-tasks. In the early stage, we evaluated the performance of the same models
evaluated during the local evaluation, except for the balanced data versions. Our
models achieved the 2nd and 3rd best scores for the BAM task. RB stands for the
random baseline provided by the organisers of the task.

However, the evaluation script was updated the last month of the Dry-Run eval-
uation. The late stage (see Table 4.4) of the Dry-Run evaluation provided indi-
vidual scores for the AC and RID tasks, together with a global evaluation of the
performance of the model in the BAM task. Aimed at easing the readability of the
results, we will only include the best performing approaches of each team in the
tables. Our best performing model in the late stage was the one using the SBERT
model for AC, but we could not evaluate the cascade architecture during this phase.
Furthermore, the new evaluation script only considered those samples with both,
the argument class and the relation ID correctly predicted, to increase the global
score of the BAM task. This explains why our approach was the 3rd ranked with
the best general score, even though it was the 2nd in the AC and the 1st in the RID
sub-tasks.
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Table 4.3: Dry-run (early) evaluation of the different models for BAM.

Team Score AC+RID
Sfuys 0.51
rVRAIN (5BERT) 0.45
rVRAIN 0.40
oucC 0.33
rVRAIN (7BERT) 0.25
RB 0.09

Table 4.4: Dry-run (late) evaluation of the different models for BAM.

Team Score AC+RID AC RID
fuys 0.13 0.57 0.17
oucC 0.13 0.37 0.21
rVRAIN (5BERT) 0.06 0.48 0.21
takelab 0.00 0.33 0.00
RB 0.00 0.13 0.00

Formal-Run Evaluation

During the Formal-Run evaluation, the same test file than with the Dry-Run was
used. We achieved our best results using the proposed cascade model architec-
ture for AC, together with the proposed semantic similarity calculation method for
RID. As presented in Table 4.5, the rVRAIN achieved the 4th best performing po-
sition from a total of 6 participating teams. However, our approach was the best
performing one from the teams that did not include task organisers.
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Table 4.5: Formal-run evaluation of the different models for BAM. (*)The team
contains task organisers.

Team Score AC+RID AC RID
JRIRD* 0.51 0.58 0.61
oucC* 0.45 0.57 0.66
Sfuys* 0.23 0.57 0.34
rVRAIN 0.17 0.48 0.21
rVRAIN (5BERT) 0.06 0.48 0.21
takelab 0.04 0.39 0.06
SMLAB 0.00 0.38 0.00
RB 0.00 0.13 0.00

4.6 Discussion

We have described the participation of rVRAIN’s team at the Budget Argument
Mining task organised in the QALab Polilnfo 3 and the NTCIR-16. The organisers
proposed a new instance of the argument mining task, a classic in the NLP area of
research. In this new instance, the main goal was to correctly classify arguments
containing monetary expressions and relate them to items in a list of political bud-
gets. In this paper, we have proposed a new approach to this task relying in the
latest advances in NLP (i.e., Transformer-based architectures). The proposed cas-
cade model architecture achieved the fourth position in the performance ranking,
and it was the best among teams without task organisers.

Several observations can be drawn from this paper’s proposal and experimen-
tation. First, we have seen how when dealing with highly unbalanced corpora, a
system can benefit from defining a set of handcrafted rules and relaxing the class
complexity of the task. Instead of approaching the complete problem with the use
of a unique classifier. Second, we have also observed that no improvement could
be achieved by forcing the balance of the corpus. When using the balanced version,
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the score dropped significantly. This is most probably because the real distribution
that the model has to predict is not balanced, but the corpus size limitation can also
have a major role in this issue.

Finally, we foresee the implementation of some communication between the
models for AC and RID during their training as a future work improvement of the
model’s performance on the BAM task. Furthermore, we also consider that using
different test sets for each phase of the shared task (i.e., Dry-Run and Formal-Run)
would be beneficial for the generalisation of the findings in this topic.
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Abstract

Argument Mining is defined as the task of automatically identifying and extracting ar-
gumentative components (e.g., premises, claims, etc.) and detecting the existing rela-
tions among them (i.e., support, attack, rephrase, no relation). One of the main issues
when approaching this problem is the lack of data, and the size of the publicly available
corpora. In this work, we use the recently annotated US2016 debate corpus. US2016
is the largest existing argument annotated corpus, which allows exploring the bene-
fits of the most recent advances in Natural Language Processing in a complex domain
like Argument (relation) Mining. We present an exhaustive analysis of the behavior of
transformer-based models (i.e., BERT, XLNET, RoBERTa, DistilBERT and ALBERT)
when predicting argument relations. Finally, we evaluate the models in five different
domains, with the objective of finding the less domain dependent model. We obtain a
macro Fl-score of 0.70 with the US2016 evaluation corpus, and a macro F1-score of
0.61 with the Moral Maze cross-domain corpus.
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5.1. INTRODUCTION

5.1 Introduction

Computational Argumentation has proved to be a very solid way to approach sev-
eral problems such as fake news detection [196], recommendation systems [298]
or debate analysis [185] among others. However, in almost every domain, it is of
great importance to be able to automatically extract the arguments and their rela-
tions from the input source. Argument Mining (AM) is the Natural Language Pro-
cessing (NLP) task by which this problem is addressed. The Transformer model
architecture [380] and its subsequent pre-training approaches have been a turning
point in the NLP research area. Thanks to its architecture, it has been possible
to capture longer-range dependencies between input structures, and thus the per-
formance of systems developed for the most general NLP tasks (i.e., translation,
text generation or language understanding) improved significantly. Therefore, the
Transformer architecture has laid the foundations on which newer models and pre-
training approaches have been proposed, defining the state-of-the-art in NLP. In
this work, we analyze the behavior of BERT [115], XLNET [410], RoBERTa
[218], DistllBERT [335] and ALBERT [203] when facing the hardest AM task:
identifying relational properties between arguments.

Argument Mining was formally defined in [265] as the task that aims to au-
tomatically detect arguments, relations and their internal structure. As pointed
out in [207], due to the complexity of AM, the whole task can be decomposed
into three main sub-tasks depending on their argumentative complexity. First,
the identification of argument components consists in distinguishing argumenta-
tive propositions from non-argumentative propositions. This allows to segment
the input text into arguments, making it possible to carry out the subsequent sub-
tasks. Second, the identification of clausal properties is the part of AM that focuses
on finding premises or conclusions among the argumentative propositions. Third,
the last sub-task is the identification of relational properties. Two different ar-
gumentative propositions are considered at a time, and the main objective is to
identify which type of relation links both propositions. Different relations can be
observed in argument analysis, from the classical attack/support binary analysis
[99], to the identification of complex patterns of human reasoning (i.e., argumen-
tation schemes [400]). Therefore, the identification of argumentative relations is
the most complex part of AM [207], but its complexity may vary depending on
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how the problem is instantiated.

One of the main problems when addressing any AM task is the lack of high
quality annotated data. In fact, as the argumentative complexity of the task in-
creases, it gets harder to find large enough corpus to do experiments that match
the latest NLP advances. An important feature that characterizes the transformer-
based models is that large corpora are needed to achieve the performance improve-
ment mentioned above. Recently, in [387], a new argument annotated corpus of
the United States 2016 debate (US2016) was published. This corpus contains data
from the transcripts of the televised political debates and from internet debates
generated around the same context. This is the first publicly available corpus with
enough data to begin exploring the benefits of the most recent contributions in
NLP, when applied to the identification of argumentative relations. Additionally,
the US2016 corpus has been annotated using Inference Anchoring Theory (IAT!),
a standard argument annotation guideline that provides more information than the
classic attack/support binary annotation. Learning a model to automatically an-
notate with the use of IAT, makes it possible to evaluate its performance not only
with the test samples of the corpus, but also with other different corpus already
analyzed and tagged using this standard (e.g., Moral Maze corpus). This way, it is
our objective to both: evaluate the performance of these new models in the iden-
tification of argument relations task; and to find out which one is more robust to
variations in the application domain.

In this work, we explore the benefits of the most recent advances in NLP applied
to relation prediction in the AM domain. For this purpose we use the recently
published US2016 corpus, since it is to the best of our knowledge, the largest
annotated corpus containing information about argumentative relations, and the
Moral Maze cross-domain corpus. Then we do: (1) a pre-processing of the corpus
in order to clean and structure the data for the requirements of our experiments; (i)
an analysis of the performance of the most relevant transformer-based models (i.e.,
BERT, XLNET, RoBERTa, DistilBERT and ALBERT) when learning to predict
the relations between argumentative propositions defined by the IAT standard; and
(111) an evaluation of the obtained models in five different domains (Moral Maze
corpus) with the objective of analyzing the domain dependency of the transformer-

"https://typo.uni-konstanz.de/add-up/wp-content/uploads/2018/04/
IAT-CI-Guidelines.pdf
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5.2. RELATED WORK

based models when facing this AM task.

5.2 Related Work

Argument Mining is one of the main research areas in Computational Argumen-
tation. AM has caught the attention of many researchers since it is considered to
be the first step towards autonomous argumentative systems. We identified many
different approaches to the Argument (relation) Mining problem, which depend on
the proposed methods (i.e., Parsing algorithms, Textual Entailment Suites, Logis-
tic Regression, Support Vector Machines and Neural Networks), and the available
corpus at each moment. Initial research on automatic identification of argument
relations was done in [265] where parsing algorithms were used to determine the
type of relation existing between two argument propositions. Some years later,
AM started to gain relevance in the NLP community. We can observe the pop-
ularization of machine learning techniques for NLP purposes in [252], [353] and
[234]. Support Vector Machines (SVMs) seemed to be the best performing ma-
chine learning technique for the purpose of argument relation identification. With
the advent of Neural Networks (NNs), a performance gap between previous works
and this new approach could be observed. In [99] the empirical results obtained
by Recurrent Neural Network (RNN) models for AM were significantly better.
However, there is an interesting observation to make emphasis on, which makes it
hard to compare AM works. As it can be pointed out after looking at the results
depicted in works like [256] or [99], the corpus used in each work has a lot of influ-
ence in the results. This is due to many different factors such as class distributions,
variable language complexity (e.g., use of irony, enthymemes, etc.) or the own
size of the corpus. Therefore, misleading results may be observed if the general-
1zation of the model is not properly evaluated. On the other hand, deep learning
algorithms require much more data to significantly increase its performance com-
pared to classic neural, machine learning or statistical methods. Therefore, from
all these past years of argument relation identification works, the performance has
been improved not only with the use of new models or techniques, but also with the
creation of better corpora. In [387], a new argument annotated corpus (US2016)
was published, with enough data to begin exploiting the benefits of the most recent
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Figure 5.1: US2016 Argument Map Sample. ADUs are bounded by rectangles.
Relation types are contained in the rhombuses.

advances in NLP (i.e., transformer-based models) in the AM domain. To the best
of our knowledge, this is the first work addressing the Argument (relation) Mining
problem using Transformer-based models in more than a unique domain.

5.3 Data

Two different corpora have been used in this work: the US2016 debate corpus and
the Moral Maze multi-domain corpus. Both corpora can be downloaded from the
Argument Interchange Format Database (AIFdb), an initiative of researchers from
the ARG-tech? with the objective of creating a standard formatted argument cor-
pus database [205]. This database contains 193 different argumentative corpora
structured using the AIF standard. Each corpus is divided into several argument
maps (Figure 5.1), and each argument map contains a set of Argument Discourse
Units (ADUs) with its argumentative relations annotated using the Inference An-
choring Theory (IAT). This annotation method considers the most important three
argumentative relations: inference (RA), conflict (CA) and rephrase (MA). An in-
ference relation between two propositions determines that one is used to support
or justify the other; a conflict relation indicates that two propositions have contra-
dictory information; and a rephrase between two propositions means that they are
equivalent from an argumentative point of view.

In order to adapt the AIFdb corpus to the needs of this task, we did some pre-
processing. Each argument map is stored in a JSON file, and represented as a
graph following the AIF standard. We generate a unique tab-separated values file

https://www.arg-tech.org/
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Table 5.1: Class distribution of the US2016 corpus, Train and Test partitions.

US2016 Train Test
RA 2744 2195 549
CA 888 710 178
MA 705 564 141
NO 8055 6444 1611

Total 12392 9913 2479

per corpus containing three different values: propositionl, proposition2 and label.
In addition to the existing IAT relation labels, we decided to generate an additional
relation: the no relation (NO) label. Since most of the pairs of propositions found
in a debate are not related, we decided to generate a 65% of samples belonging
to this new class. For this purpose, we mixed up the propositions that were not
annotated with any of the IAT relation classes. This way, the resulting model will
also be able to discriminate between related or not related propositions.

US2016 Debate Corpus

The US2016° corpus is an argument annotated corpus of the electoral debate car-
ried out in 2016 in the United States. It contains both, transcriptions of the different
rounds of TV debate, and discussions from the Reddit forums as detailed in [387].
The class distribution of the processed US2016 corpus is depicted in Table 5.1.
Since it is the largest publicly available argument annotated corpus in the litera-
ture, we used it to train the models. We decided to split the corpus with the 80%
of the proposition pairs for training, and the remaining 20% for the evaluation.

3http://corpora.aifdb.org/UsS2016
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Table 5.2: Multi-domain evaluation corpus (Moral Maze) class distribution.

MM2012 B E M P W
RA 833 128 121 205 192 187
CA 200 26 36 30 45 63
MA 156 3 25 48 41 39
NO 2209 292 339 526 517 537

Total 3398 449 521 810 795 826

Moral Maze Multi-Domain Corpus

The Moral Maze* multi-domain corpus is an argument annotated corpus obtained
from the transcriptions of the 2012 Moral Maze BBC discussion show. This corpus
has been built from samples collected in five different broadcasts. The class distri-
bution of the processed Moral Maze corpus is depicted in Table 5.2. This corpus
1s used to evaluate the domain robustness of the trained models across five differ-
ent domain corpus: Bank (B), Empire (E), Money (M), Problem (P) and Welfare
(W); each one focused on a specific debate topic and with a different distribution
of classes.

5.4 Automatic Identification of Relational
Properties

The problem addressed in this paper can be seen as an instance of the sentence
pair classification problem. The sentence pair classification problem consists of
assigning the most likely class to two text inputs at a time. In Argument Mining,
after segmenting the text and defining the argument components, the argument
graph must be built by identifying the relational properties between every two ar-
gument components. Therefore, given two argument components (i.e., sentences):

:U{V = x1,%2,...,xy of length N where z,, is each word of the first component;

*http://corpora.aifdb.org/mm2012
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and 4y = y1, s, ..., yar of length M where y,, is each word of the second com-
ponent, the classification problem can be modeled as defined in Equation 5.1,

(5.1) ¢ = arg max p(clad, yM)
ceC

where C' = [RA,C A, M A, NOJ, so the four different relation types existing in
the IAT labeling are considered: inference (RA), conflict (CA), rephrase (MA) and
no relation (NO). To approach this problem, we decided to use transformer-based
neural architectures. The most recent works in the literature tackle the Argument
Mining problem using Recurrent Neural Networks (e.g., LSTMs, BILSTMs, etc.).
However, the Transformer architecture presents several interesting improvements
with respect to the RNNs. The Transformer architecture uses multiple attention
modules, which allow to capture longer range dependencies between words in a
sentence. Given the nature of this work’s task, we expect to have long input sen-
tences since argumentative text is, generally, more complex than others. Therefore,
we think attention mechanisms can be very useful for the identification of relational
properties between argument components.

In this work, we apply Inductive Transfer Learning combined with different
Transformer pre-training methods that allow us to learn our task not from scratch
but using previously calculated weights. We decided to use the pre-training meth-
ods that performed the best in other NLP tasks such as Natural Language Under-
standing, Question Answering or Text Generation: BERT [115], XLNET [410],
RoBERTa [218], DistilBERT [335] and ALBERT [203]. All these models have
in common that they are based on the Transformer architecture, however different
approaches have been considered in order to compute the initial weights. BERT,
also known as Bidirectional Encoder Representations from Transformers, is pre-
trained on masked language model and next sentence prediction tasks. The model
1s designed to be able to fine-tune its weights on other different tasks by adding an
additional output layer. XL Net is proposed after identifying a potential problem in
BERT: the language modeling of the existing dependencies between the masked
positions. XLNet combines both auto-regressive language modeling and auto-
encoding techniques in order to overcome the detected potential issues. ROBERTa
1s an strong optimization of the BERT pre-training approach. After researchers did
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Table 5.3: Transformer-based architectures configuration.

Model TBlocks HSize AH Params.
BERT-base [115] 12 768 12 110M
BERT-large [115] 24 1024 16  340M
XLNet-base [410] 12 768 12 110M
XLNet-large [410] 24 1024 16  340M
RoBERTa-base [218] 12 768 12 125M
RoBERTa-large [218] 24 1024 16  335M
DistilBERT-base [335] 6 768 12 66M
ALBERT-base [203] 12 768 12 11M

ALBERT-xxlarge [203] 12 4096 64  223M

a thorough analysis on the impact of the most important hyper-parameters, this new
model was able to obtain interesting results in most of the evaluated tasks. Finally,
both DistilBERT and ALBERT were proposed as smaller and faster versions of the
previous approaches. We find it interesting to also analyze and evaluate the behav-
ior of these smaller versions, which have been designed to democratize the use of
transformer-based pre-training methods without significant loss of performance.

5.5 Evaluation

Experimental Setup

All the experiments carried out in this work have been run in a double NVIDIA
Titan V computer with an Intel Xeon W-2123 CPU and 62Gb of RAM. This way,
we can evaluate not only the performance of the models in the classification task,
but also their training computational cost in our specific task. The number of pa-
rameters of each model is directly related to the training computational cost. Table
5.3 summarises the most relevant features that define each Transformer architec-
ture considered in this research. The Transformer blocks (TBlocks) stand for the
number of layers; the hidden size (HSize) represents the number of hidden states
in each layer; the attention heads (AH) indicate the number of pointers used by the
attention layers; finally, the last feature is the total number of parameters (Params.)
of each architecture.
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In our experiments, we explore the benefits of transfer learning applied to the
argument relation mining task. For that purpose, during our training phase, we use
the pre-trained encoder of each model with a linear layer on its top. The output
size of the linear layer coincides with the number of classes considered in our
instance of the problem (i.e., 4). With the softmax function, we are able to model
the probability of belonging to one class or another for each pair of arguments
(Equation 5.1).

We adapted the maximum sequence length and the batch size of our inputs
in each experiment. These parameters were configured in order to use the whole
available GPU memory. When training BERT-base models, we defined a maxi-
mum sequence length of 256 and a batch size of 64. When training BERT-large
models, we halved those values to a maximum sequence length of 128 and a batch
size of 32. We trained XLNet-base with a maximum sequence length of 256 and
a batch size of 32, and XLNet-large with a maximum sequence length of 256 and
a batch size of 8. RoOBERTa-base was trained with a maximum sequence length of
256 and batch size of 32, and for training RoOBERTa-large we used the same maxi-
mum sequence length but a batch size of 16. For DistilBERT we used a maximum
sequence length of 256 and a batch size of 128. Finally, ALBERT-base was trained
defining a maximum sequence length of 256 and batch size of 64, but in order to fit
ALBERT-xxlarge in our available memory we had to define a maximum sequence
length of 128 and a batch size of 4. We trained all these models for 50 epochs in
our corpus. The best results (depicted in the following section) were obtained with
a le-5 learning rate.

Results

In this section we present the empirical results obtained after running the experi-
ments on all the previously defined models. In addition to the Transformer-based
architectures, we have also trained a Recurrent Neural Network (RNN) as a base-
line in our task. We used the best performing RNN architecture in argument rela-
tion mining proposed in [99], consisting of two Long Short-Term Memory (LSTM)
networks working in parallel with each pair of arguments. We trained the baseline
model for 50 epochs in our data, as the authors did in the original publication. In
order to measure the performance of the different models, we have evaluated them
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Table 5.4: Performance of the models in the automatic identification of argument
relations, given in macro F1-scores.

Experiment US2016-test MM2012 Bank Empire Money Problem Welfare
LSTM (baseline) .26 24 25 22 24 25 .23
BERT-base-cased .62 .53 40 45 54 A7 .53

BERT-base-uncased .65 .56 42 48 .54 .50 .54
BERT-large-cased .61 .55 45 49 53 47 Sl
BERT-large-uncased .66 .57 47 49 .56 49 .57
XLNet-base .65 .56 44 .49 Sl .54 .55
XLNet-large .69 57 44 Sl 53 53 54
RoBERTa-base .68 58 Sl 52 54 52 .58
RoBERTa-large 70 .61 S3 .53 59 56 59

DistilBERT .55 42 .33 .39 40 43 .39
ALBERT-base-v2 .60 .54 49 45 53 AT Sl

ALBERT-xxlarge-v2 .67 .59 .50 54 .56 A48 59

using the macro F1-score metric. Due to the huge class imbalance in our corpora,
the use of the macro F1-score makes possible to avoid misleading results during
the evaluation. Additionally, we also measured the training time required by each
model when learning the task proposed in this work, in order to analyze if it can
be worthwhile to sacrifice their performance in pursuit of faster training times or
availability in lower resource environments.

The macro F1-scores obtained by each model are depicted in Table 5.4. In the
first column, we can see every trained model. The second column represents the
macro F1 obtained by each model when evaluated with the test partition of the
same corpus used for training (i.e., US2016). The third column contains the scores
obtained when the evaluation is performed on a different corpus (i.e., MM2012)
containing a mixture of five domains. Finally, the last five columns are the macro
F1-scores of the models when using each one of the five domain specific corpora
(i.e., Bank, Empire, Money, Problem and Welfare) for evaluation.

With most of the models, we achieved state-of-the-art macro F1-scores for re-
lation identification in Argument Mining [94]. Here, it is important to make em-
phasis that the way we considered to represent argumentative relations (i.e., IAT
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labelling) make this task harder than most of the previous work (i.e., attack/sup-
port) in this area. We obtained a 0.70 macro F1-score with RoBERTa-large, outper-
forming the LSTM baseline used as a reference of previous research in argument
relation identification. Furthermore, in order to have a more strong reference to
compare with previous published results, we carried out an experiment using the
same parameters but considering a binary instance of the problem (i.e., only at-
tack and support relations). This way, RoBERTa-large achieved a macro F1-score
of 0.81 highlighting the mentioned complexity gap between the two instances of
the same problem. In general, we can observe that RoBERTa has performed very
well in this task. When looking at the cross-domain evaluation, RoBERTa-large
has also performed the best. We obtained a 0.61 macro F1-score when doing the
evaluation with a different domain corpus. Moreover, the model has been able to
keep a good performance with each one of the five domain specific corpora, even
having different class distributions. With ALBERT-xxlarge-v2 it has been possible
to obtain a slightly better performance when evaluating with the Empire corpus.
It is possible to observe how the scores obtained on the Bank and Empire corpus
are slightly lower than the rest. This is mainly due to their smaller size, combined
with the strong imbalance between classes. We also did experiments with cased
and uncased models, in order to see the relevance of cased text in the relation iden-
tification task. As we can observe, the uncased models performed significantly
better than the cased models, so we can point out that cased text did not help to
improve the performance of the models in our task.

On the other hand, we obtained the worst results with DistilBERT and ALBERT-
base-v2, as one might expect. We decided to use these models in order to see if
the observed performance sacrifice was worthwhile in exchange for more feasible
training times. Table 5.5 contains the training times required by each model under
our experimental setup. With DistilBERT, it was possible to achieve a significant
reduction of training time in exchange for a huge drop in performance. However,
with ALBERT-base-v2 we could not observe a significant reduction of training
time. From our experiments, we have not seen any significant advantage in using
these lite models. We also observed that the computational cost of training XLNet-
large and ALBERT-xxlarge-v2 in our task was very expensive. XLNet-large was
5.1 times slower to train than BERT-large. As for ALBERT-xxlarge-v2, the training
time was 7.1 times higher than BERT-large. This is due to its hidden size of 4096
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Table 5.5: Training time of 50 epochs running in a double NVIDIA Titan V com-
puter.

Experiment Time
BERT-base 39m 11s
BERT-large 2h 19m 57s
XLNet-base 1h 52m 38s
XLNet-large 11h 5Tm 09s
RoBERTa-base 43m 17s
RoBERTa-large 4h 44m 33s
DistilBERT 16m 15s
ALBERT-base-v2 38m 04s

ALBERT-xxlarge-v2 16h 20m 22s

with respect to the 1024 sized large models. Thus, observing the performance of
the models in means of their macro Fl-score and the required training time, we
still think that RoBERTa is the best approach to tackle both, domain-specific and
cross-domain identification of relational properties between arguments. Even the
RoBERTa-base version performed well in this task and it was 6.6 times faster than
its large version on training.

Error Analysis

In an effort to conduct a thorough evaluation, we decided to analyze the errors
made by RoBERTA-large, the best performing model. For this purpose we mea-
sured the volume of misclassifications found on each one of the four classes con-
sidered in this work. Table 5.6 shows the error distribution detected when ana-
lyzing the results. Two important remarks can be pointed out when looking at the
obtained error distributions. First of all, it is possible to observe how most of the
misclassified argument pairs labeled with an inference relation were assigned the
no relation class. Similarly, most of the misclassified argument pairs without re-
lation were assigned the inference class by our model. We observed that many of
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Table 5.6: Distribution of the misclassified samples per class using the RoBERTa-
large model. Each column indicates the real class of the samples, each row indi-
cates the assigned class by our model.

Pred. \Real RA CA MA NO

RA - 0.512 0.603 0.730
CA 0.200 - 0.138 0.226
MA 0.100 0.075 - 0.044
NO 0.700 0.412 0.259 -

these errors were due to a loss of contextual information. In an argumentative dis-
course, it 1s very common to refer to past concepts without explicitly mentioning
them (i.e., enthymemes) or simplifying them with the use of pronouns. The lack
of dialogical context can make the automatic identification of argument relations
a harder task. For a better understanding of this problem we present the following
example with two argument components labeled with inference relation:

P1: I thinkit’s not going to help change the culture

P2: In banking we’ve a totally different situation

Our system classified the pair as no related samples. In fact, by only read-
ing the sentence pair, one may think there is not any argument relation between
them. In these situations, it is evident that the key to avoid any possible error is
to give additional information about the uttered propositions. In this case, depend-
ing on the background meaning of the “if” and “we” pronouns, the sentences may
be related or not. The only way of considering this proposition pair related as an
inference, is assuming that the it pronoun refers to the banking system. We also
detected that in these situations the softmax outputs of our model gives very close
probabilities for both, RA and NO classes. Another indicator of the existing model
misunderstandings presented before, are the similar error distributions that con-
flicting arguments show with both inference and no relation classes. On the other

148 —



CHAPTER 5. TRANSFORMER-BASED MODELS FOR AUTOMATIC
IDENTIFICATION OF ARGUMENT RELATIONS

hand, we also pointed out that the rephrased argument pairs were mainly misclas-
sified as inference related arguments. However, when analyzing them we observed
that most of the relations could also be considered as inference related arguments
depending on the interpretation. For example:

P1: We do need curriculum reform

P2: RUBIO too believes in curriculum reform

In this case, the sentence pair can be interpreted as a rephrase, assuming that
“We” and “RUBIO too” are equivalent subjects. But it can also be interpreted as
an argument from authority, with P2 supporting (inference relation) P1. In some
situations the line that differences rephrase from inference may not be as clear as
desired, and both types of relation can be considered correct. Additionally, with
these second type of significant detected errors, it is also possible to observe the
problem mentioned before. Therefore, the loss of information caused by the use of
pronouns or enthymemes in the discourse can be determinant when approaching a
task of this complexity.

5.6 Conclusion

The automatic identification of argument relations is an essential task in the whole
computational argumentation process. It allows to automatically generate the ar-
gumentative structure from argument discourse units. In this work, we present
how the automatic identification of argument relations, based on Inference An-
choring Theory labeling, can be approached using the latest advances in natural
language processing. To the best of our knowledge, this is the first work using
transformer-based pre-trained models to learn this task. For this purpose, we have
used the largest publicly available argument annotated corpus to the date. Most of
the trained models have been able to outperform the state-of-the-art baselines in
argument relation mining ([94]), even with a more complex instance of the task.
We observed a significant better performance with RoBERTa than other models,
the best results were achieved with RoBERTa-large. We also made a cross-domain
evaluation of the models, in order to find out their domain robustness. Even there
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was a small drop in performance (most probably because of the significant vari-
ations of linguistic and class distributions between different domain corpora), the
scores on different domains were still close to previous AM reports on a unique
domain. This way, it is our objective to contribute on paving the way for finding
models that do a better generalisation of this task. Finally, we analyzed the errors
made by our best performing model. We have seen that two important groups of
errors are caused by the loss of contextual information. We also pointed out that
another important group of errors made by the model was due to possible multiple
interpretations of the relations. We think that significant improvements in model
performance can be achieved after analyzing the most common errors detected in
this work. As future work, we propose the following modifications to the automatic
identification of argument relations task: (i) pronoun replacement, to solve the loss
of contextual information in some propositions; (i1) consider the possible classi-
fication ambiguity, in some cases, by accepting multiple correct relations if the
interpretation leads to this conclusion; and (iii) incorporation of external informa-
tion. In argumentation theory, an enthymeme is known as the omission of a claim
or a support of an argument. In order to make the discourse more fluid, it is very
common to use enthymemes in situations where the omitted information is consid-
ered to be known by all the participants. Therefore, without external information,
the model may not be able to fully understand relations between enthymemes.
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Abstract

The lack of annotated data on professional argumentation and complete argumentative
debates has led to the oversimplification and the inability of approaching more com-
plex natural language processing tasks. Such is the case of the automatic evaluation
of complete professional argumentative debates. In this paper, we propose an original
hybrid method to automatically evaluate this kind of debates. For that purpose, we
combine concepts from argumentation theory such as argumentation frameworks and
semantics, with Transformer-based architectures and neural graph networks. Further-
more, we obtain promising results that lay the basis on an unexplored new instance of
the automatic analysis of natural language arguments.

6.1 Introduction

The automatic evaluation of argumentative debates is a Natural Language Pro-
cessing (NLP) task that can support judges in debate tournaments, analysts of
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political debates, and even help to understand the human reasoning used in so-
cial media (e.g., Twitter debates) where argumentation may be difficult to follow.
This task belongs to the computational argumentation area of research, a broad,
multidisciplinary area of research that has been evolving rapidly in the last years
[28]. Classically, computational argumentation research focused on formal ab-
stract logic and computational (i.e., graph) representations of arguments and their
relations. In this approach, the evaluation of arguments relied exclusively in logi-
cal and topological properties of the argument representations [16]. Furthermore,
these techniques have been thoroughly studied and analysed, but from a theoreti-
cal and formal viewpoint considering specific cases and configurations instead of
large, informal debates [382, 73].

The significant advances in NLP have enabled the study of new less formal
approaches to undertake argumentative analysis tasks [207]. One of the most pop-
ular tasks that has gained a lot of popularity in the recent years is argument min-
ing, a task aimed at finding argumentative elements in natural language inputs
(i.e., argumentative discourse segmentation) [186], defining their argumentative
purpose (i.e., argumentative component classification) [32], and detecting argu-
mentative structures between these elements (i.e., argumentative relation identifi-
cation) [325]. Even though most of the NLP research applied to computational
argumentation has been focused in argument mining, other NLP-based tasks have
also been researched such as the natural language argument generation [239], argu-
ment persuasive assessment [31], and argument summarisation [36], among others.
However, it is possible to observe an important lack of research aimed at the evalu-
ation of complete argumentative debates approached with NLP-based algorithms.
Furthermore, most of the existing research in this topic has been contextualised
in online debate forums, considering only short text arguments and messages, and
without a professional human evaluation [172].

In this paper, we propose a hybrid method for evaluating complete argumenta-
tive debates considering the lines of reasoning presented by professional debaters
and taking into account the evaluations provided by an impartial jury. Our method
combines concepts from the classical computational argumentation theory (i.e., ar-
gumentation frameworks and semantics), with models and algorithms effectively
used in other NLP tasks (i.e., Transformer-based sentence vector representations
and graph networks). This way, we take a complete professional debate includ-
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ing all the argumentation and rebuttal phases as an input, and predict the winning
stance (i.e., in favour or against) for a given argumentative topic. For that purpose,
we define the computational modelling of complete professional natural language
debates that makes possible to carry out the argumentative debate evaluation task
proposed in this paper. Finally, we present the automatic evaluation of a real pro-
fessional debate using the method proposed in this paper.

6.2 Related Work

Classically, the representation and evaluation of arguments is conducted through
argumentation frameworks and argumentation semantics [124]. However, this line
of research has been focused on abstract argumentation and formal logic-based ar-
gumentative structures, and has not been properly extended to the informal natural
language representation of human argumentation.

The automatic assessment of natural language arguments is a relatively new
topic of research that has been addressed from different NLP viewpoints. Most
of this research has focused on performing an individual evaluation of arguments
or argumentative lines of reasoning [390] instead of a global, interactive view-
point where complete debates consisting of multiple, conflicting lines of reasoning
are analysed. Typically, the automatic evaluation of natural language arguments
has been carried out comparing the convincingness of pairs of arguments [151];
analysing user features such as interests or personality to predict argument persua-
siveness [191]; and analysing natural language features of argumentative text to
estimate its persuasive effect [31]. Recently, a graph-based approach to evaluate
individual argument structures has been explored in [338].

The global (i.e., debate) approach on the evaluation of natural language argu-
ments was initially researched in [283] where Recurrent Neural Networks were
used to evaluate non-professional debates in a corpus of limited size and structure.
Following this trend, in [343], the authors propose a method based on the persua-
siveness to predict the outcome of online debates using a support vector machine.
Recently, in [172], the authors present an algorithm for predicting the outcome
of non-professional debates of limited length and depth in online forums. Further-
more, in the previous work the considered argumentative structures are simple, and
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the proposed methods depend exclusively on natural language features. All these
works have two main aspects in common: first, they are focused exclusively in on-
line text-based debates, where information is easy to obtain, but very limited from
an argumentative viewpoint; and second, the debates brought into consideration
present short interactions and simpler arguments than the ones that can be found
in a professional debate.

We have observed that concepts from computational argumentation theory are
typically overseen in the literature, and the used corpora contain debates that are
far from the concept of a professional debate. Thus, we propose a new method
that combines the advantages of both areas of research (i.e., formal argumentation
and NLP) aimed at approaching the automatic analysis of human argumentation.
Furthermore, our proposal enables the analysis of more complex argumentative
debates in both length and argumentative depth.

6.3 Data

In this paper, we approach the automatic evaluation of natural language profes-
sional debates in its full form. For that purpose, we use the VivesDebate' corpus
[327] to conduct all the experiments and the evaluation of our proposed method.
This corpus contains the annotations of the complete lines of reasoning presented
by the debaters in a debate tournament based on the IAT [69] standard, and the
professional jury evaluations of the quality of argumentation presented in each de-
bate. It is important to emphasise this aspect, as the average length of the debates
we analysed in this paper is 4819 words (30-40 minutes), and large language mod-
els have problems with long strings of natural language text [48]. Previously pub-
lished corpora for the analysis of natural language argumentation always tended
to simplify the annotated argumentative reasoning, by only considering individual
arguments, pairs of arguments, or considering a small set of arguments, instead of
deeper and complete lines of argumentative reasoning. For example, in argument
mining (e.g., US2016 [387]), argument assessment (e.g., IBM-EviConv [151]), or
natural language argument generation/summarisation (e.g., GPR-KB [260], De-
bateSum , [318]). Furthermore, online debates with their crowd-sourced evalu-

! Available online in: https://doi.org/10.5281/zenodo.6531487
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ations were compiled in [130], but argumentation was produced in short written
paragraphs, and evaluations were based on anonymous votes from the community
that did not require any justification. Therefore, the VivesDebate corpus is the only
identified publicly available corpus that enables the study of the automatic natural
language evaluation of professional argumentative debates in their complete form.

The VivesDebate corpus contains 29 complete argumentative debates (139,756
words) from a university debate tournament in Catalan annotated in their entire
structure. Each debate is annotated entirely without partitions, and capturing the
complete lines of reasoning presented by the debaters. The natural language text is
segmented into Argumentative Discourse Units (7,810 ADUs) [274]. Each ADU
contains its own text, its stance (i.e., in favour or against the topic of the debate),
the phase of the debate where it has been uttered (i.e., introduction, argumentation,
and conclusion), and a set of argumentative relations (i.e., inference, conflict, and
rephrase) that make possible to capture argumentative structures, the sequentiality
in the debate, and the existing major lines of reasoning. Additionally, each debate
has the scores of the jury that indicate which team has proposed a more solid and
stronger argumentative reasoning. An in-depth analysis of the corpus structure and
statistics can be found in [327].

6.4 Method

The human evaluation of argumentative debates is a complex task that involves
many different aspects such as the thesis solidity, the argumentation quality, and
other linguistic aspects of the debate (e.g., oral fluency, grammatical correctness,
etc.). It is possible to observe that both, the logic of argumentation and the lin-
guistic properties play a major role in the evaluation of argumentative debates.
Therefore, the method proposed in this paper is designed to capture both aspects
of argumentation by combining concepts from argumentation theory and NLP. Our
method is divided into two different phases: first, (i) determining the acceptabil-
ity of arguments (i.e., their logical validity) in a debate based on their logical
structures and relations; second, (i1) scoring the resulting acceptable arguments
by analysing aspects of their underlying natural language features to determine
the winner of a debate. Figure 6.1 presents an scheme with the most important
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Figure 6.1: Structural scheme of the proposed automatic debate evaluation method.

phases and elements of the proposed method. The code implementation of the pro-
posed method is publicly available in https://github.com/raruidol/
ArgumentEvaluation.

Before describing both phases of our method, it is important to contextualise
our proposal within the area of computational argumentation research. We as-
sume that the whole argument analysis of natural language text has already been
carried out: the argumentative discourse has been segmented, the argument com-
ponents have been classified, and argument relations have been identified among
the segmented argumentative text spans (see [237]). Thus, a graph structure can be
defined from a given natural language argumentative input. As depicted in Figure
6.1, the Argument Analysis containing the text of the arguments (i.e., node content),
their stance (i.e., node colour), inference relations (i.e., green edges), conflict rela-
tions (i.e., red edges), and rephrase relations (i.e., yellow edges) among arguments
can be a valid starting point to the proposed method.
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Phase I: Argument Acceptability

The first phase of the proposed method for the automatic evaluation of argumen-
tative debates relies on concepts from computational argumentation theory. This
phase can be understood as a pre-processing step from the NLP research view-
point. Thus, the main goal of Phase I is to analyse the argumentative information
contained in the argument graph, and to computationally encode this information
focusing on the most relevant aspects for natural language argumentation (see Fig-
ure 6.1, Framework Encoding and Argumentation Semantics).

For that purpose, it is necessary to introduce the concept of an abstract argu-
mentation framework and argumentation semantics. Originally proposed by Dung
in [124], an argumentation framework is a graph-based representation of abstract
(i.e., non-structured) arguments and their attack relations:

Definition 1 (Argumentation Framework) An Argumentation Framework (AF)
is a tuple AF = < A, R > where: A is a finite set of arguments, and R is the
attack relation on A suchas A x A — R.

Furthermore, argumentation semantics were proposed together with the AFs as
a set of logical rules to determine the acceptability of an abstract argument or a
set of arguments. In this paper, following one of the most popular notations in
argumentation theory, we will refer to these sets as acceptable extensions. These
semantics rely on two essential set properties: conflict-freeness and admissibility.
Thus, we can consider that a set of arguments is conflict free if there are not any
attacks between arguments belonging to the same set:

Definition 2 (Conflict-free) Let AF = < A, R > be an argumentation framework
and Args C A. The set of arguments Args is conflict-free iff =3y, o; € Args :
(Oéi, Oéj) € R.

We can also consider that a set of arguments is admissible if, in addition of
being conflict-free, it is able to defend itself from external attacks:

Definition 3 (Admissible) Let AF' = < A, R > be an argumentation framework
and Args C A. The set of arguments Args is admissible iff Args is conflict-free,
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andVo; € Args, =3oy, € A (ou, ) € R and (o, o) ¢ R, or ~3a; € Args :
(aj,ar) € R

In this paper, we compare the behaviour of these two properties through the
use of Naive (conflict-free) and Preferred (admissible) semantics to compute all
the acceptable extensions of arguments from the AF representations of debates.
Naive semantics are defined as maximal (w.r.t. set inclusion) conflict-free sets of
arguments in a given AF. Similarly, Preferred semantics are defined as maximal
(w.r.t. set inclusion) admissible sets of arguments in a given AF.

At this point, it is important to remark that the criteria of selecting both seman-
tics for our method is oriented by the principle of maximality. Since acceptable
extensions will be used as samples to train the natural language model in the sub-
sequent phase of the proposed method, we selected these semantics that allow us
to obtain the highest number of extensions, but keeping the most of the natural
language information and maximising differences among the extensions (i.e., not
accepting the subsets of a given maximal extension, which would result in data
redundancy and hamper the distribution learning of the model).

Therefore, we encode the argument graphs, resulting from a natural language
analysis of the debate, as abstract AFs using the proposed Algorithm 1. ADUs
that follow the same line of reasoning (i.e., related with inference or rephrase)
are grouped into abstract arguments, and the existing conflicts between ADUs are
represented with the attack relation of the AF. Then, both Naive and Preferred se-
mantics are computed on the AF representation of the debate. This leads to a finite
set of extensions, each one of them consisting of a set of acceptable arguments un-
der the logic rules of computational argumentation theory. These extensions will
be used as learning samples for training and evaluating the natural language model
in the subsequent phase of the proposed method.

Phase II: Argument Scoring

The second phase of the method focuses on analysing the natural language ar-
guments contained in the acceptable extensions, and determining the winner of
a given debate. For that purpose, we use the Graph Network (GN) architec-
ture combined with Transformer-based sentence embeddings generated from the
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Algorithm 1 Argumentation Framework Encoding.

1: function GRAPHTOAF(ArgumentGraph)
2 AG < ArgumentGraph

3 r < AG.edges('conflict')

4 AG.removeEdges(r)

5: cc < AG.connected components|()
6 AF <+ NewGraph()

7 for subgraph € cc do

8 arg < {}

9: for node € subgraph do
10: arg.append(node.Datal())
11: end for
12: AF.addNode(arg)

13: end for
14: AF.addEdges(r)

15: return AF

16: end function

natural language arguments contained in the acceptable extensions. A GN is a
machine learning algorithm aimed at learning computational representations for
graph-based data structures [45]. Therefore, a GN receives a graph as an in-
put containing initialised node features (i.e., vi,...,v; € V), edge data (i.e.,
(e1,71,51),..., (ex, Tk, sk) € F, where e are the edge features, r is the receiver
node, and s is the sender node), and global features (i.e., u); and updates them
according to three learnt update ¢ and three static aggregation p functions:

62 = ¢e(€/€7 Urp Usy, u) é; - pe—w(Ez{)
(6.1) v = ¢"(€;, v, u) v = pTYE")
u/ _ Cbu(é/, @/’ u) @/ _ pv—>u(vl)
This way, ¢¢ computes an edge-wise update of edge features, ¢” updates the
features of the nodes, and ¢* is computed at the end, updating global graph fea-

tures. Finally, p functions must be commutative, and calculate aggregated features,
which are used in the subsequent update functions.
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Thus, the first step in Phase 11 is to build the learning samples from the pre-
viously computed extensions of AFs (see Figure 6.1, Learning Sample). An ex-
tension is a set of logically acceptable arguments under the principles of conflict-
freeness and/or admissibility. However, there are no explicit relations between
the acceptable arguments, since AF representations only consider attacks between
arguments, and the conflict-free principle states that there must be no attacks be-
tween arguments belonging to the same extension. Thus, in order to structure the
data and make it useful for learning linguistic features for the debate evaluation
task, we generate a complete bipartite graph from each extension. The two dis-
joint sets of arguments are determined by their stance (i.e., one set consisting of all
the acceptable arguments in favour, and the other against), since argumentation se-
mantics allow to define sets of logically acceptable arguments but do not guarantee
that they will have the same claim or a similar stance.

The second step consists on initialising all the required features of the learning
samples for the GN architecture (see Figure 6.1, Sample Init.). Thus, we define
which features will encode edge, node, and global information of the previously
processed bipartite graph samples. Edges do not contain any relevant natural lan-
guage information, so we initialise edge features identically (similar to previous
research [108]), so that node influence can be stronger when learning edge update
functions. Nodes, however, are a pivotal aspect of this second phase since they
contain all the natural language data. Node features are initialised from sentence
embedding representations of the natural language ADUs contained in each node.
Thus, we propose the use of Transformer-based Language Models (i.e., BERT,
RoBERTa, XLNET, etc.) to generate dense vector representations of these ADUs,
and initialise the vector features for learning the task. Finally, the global features
of our learning samples encode the probability distribution of winning/losing a
given debate (represented as acceptable extension-based bipartite graphs), and are
a binary label that indicates the winning stance.

The final step in the Phase II of our proposed method is focused on learning the
automatic evaluation of argumentative debates (see Figure 6.1, Graph Network).
In a classical debate, there are always two teams/stances: in favour and against
some specific claim. In this paper, we approach the debate evaluation as a binary
classification task. Therefore, at the end of the proposed method, we model the
classification problem as follows:
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(6.2) ¢ = argmax P(c|G)
ceC
where C' = [“F”,“A”], depending on the winner of each debate (i.e., in

“F”avour or “A”gainst). And G is a complete bipartite graph generated from
the acceptable extensions of the AF pre-processing described in the Phase I of our
method. Thus, we approach this probabilistic modelling with three Multi Layer
Perceptrons (MLP) with two layers of 128 hidden units for each of the ¢ update
functions. Since the debate evaluation is an instance of the graph prediction task, it
is important to point out that the architecture of the two MLP approaching ¢¢ and
@' are equivalent, and their parameters are learnt from the backpropagation of the
MLP architecture for ¢“. Finally, the model has a 2-unit linear layer (for binary
classification) and a softmax function (for modelling the probability distribution)
on its top.

6.5 Experiments

Experimental Setup

All the experiments and results reported in this paper have been implemented using
Python 3 and run under the following setup. The initial corpus pre-processing and
data structuring (i.e., Phase I) has been carried our using Pandas [233] together
with NetworkX [167] libraries. Argumentation semantics have been implemented
considering the NetworkX-based AF graph structures. Regarding Phase 11, the lan-
guage model and the dense sentence vector embeddings have been implemented
through the Sentence Transformers library [306]. We used a pre-trained XLM-
RoBERTa architecture [307] able to encode multilingual natural language inputs
into a 768 dimensional dense vector space (i.e., word embedding size). Finally, the
Jraph? library has been used for the implementation of the graph network architec-
ture, for learning its update functions (i.e., Equation 6.1), and for the probabilistic
modelling defined in Equation 6.2. We used an Intel Core 17-9700k computer with
an NVIDIA RTX 3090 GPU and 32GB of RAM to run our experiments.

https://jraph.readthedocs.io/
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Furthermore, it is important to completely define the notion behind a learn-
ing sample, and how the data pipeline manages all these samples and structures
them for training/evaluation. In our proposal, we defined a learning sample as an
acceptable extension of a given debate. Thus, different debates may produce a
different number of learning samples depending on the argumentation semantics
and/or the argumentation framework topology. This way, learning samples can
be managed from a debate-wise or an extension-wise viewpoint. Even though we
used the learning samples individually (i.e., extension-wise) for the training of the
proposed models, we will always consider debate-wise partitions of our data in
our experimental setup. This decision has been made because it would be unfair to
consider learning samples belonging to the same debate in both our train and test
data partitions. The reported results could be misleading, and would not properly
reflect the capability of generalisation of our method.

Therefore, we used 28 complete debates in our experiments (17 in favour, 11
against) that were divided following the 80% - 20% distribution for training and
test partitions. Once having the partitions defined, we applied different semantics
to generate the acceptable extensions (i.e., learning samples), and we trained the
GN model for 2500 training steps.

Results

Regarding the Phase I, we have computed the Naive and Preferred acceptable ex-
tension sets from the AF representations of the 28 debates. This led us to a total
of 467 Naive and 31 Preferred extensions. We can observe how the admissibility
principle is much more strict than the conflict-free principle, and has a significant
repercussion on the number of acceptable extensions (i.e., learning samples) pro-
duced. The 467 Naive extensions are distributed as follows: 203 learning samples
belonging to class O (i.e., in favour team wins in the 43.4% of the cases), and 264
samples belonging to class 1 (i.e., against team wins in the 56.6% of the cases).
Similarly, the 31 Preferred extensions are distributed as follows: 19 learning sam-
ples belonging to class 0, and 12 samples belonging to class 1. Given the irregular
generation of acceptable extensions per debate mentioned above, we carried out
all of our experiments with a fixed train/test partition with the same 80% of the
debates used for train and the 20% of the debates used for evaluation, such that the

— 162 —



CHAPTER 6. AUTOMATIC EVALUATION OF ARGUMENTATIVE
DEBATES

produced acceptable extensions in both partitions did not significantly alter this
distribution. We can observe an example of this irregularity with the AF encoded
from Debate3.csv producing 92 Naive extensions and the AF encoded from De-
bate29.csv with only 4 Naive extensions. Given this restriction, and to provide
solid results, we are not able to perform a K-Fold evaluation without considering
data splits with significant differences in data distributions. Thus, in all of our ex-
periments we used 23 debates producing 369 Naive and 26 Preferred samples for
training, and 5 debates for test.

With the data configurations defined above, we trained two different GN mod-
els in order to approach the task of automatic evaluating argumentative debates:
the Naive-GN and the Preferred-GN. Furthermore, we defined four baselines to
compare the performance of our proposed method: a Random Baseline (RB)
that assigned randomly a class to each extension; a Naive Argumentation The-
ory Baseline (Naive-ATB) that classified each Naive extension by counting the
majority number of acceptable arguments belonging to each stance; a Preferred
Argumentation Theory Baseline (Preferred-ATB) that did a similar classification
to the Naive-ATB but considering Preferred extensions; and a Language Modelling
Basline (LMB) which is implemented ignoring the Phase I of the proposed method,
and the GN is trained directly over the whole argumentative analysis graphs. The
results of our experiments are depicted in Table 6.1.

It is possible to observe how the best performing results are achieved by the
Naive-GN model, which is also the one with the most number of samples for train.
We also observed that the LMB always learns to predict the majority class. Both
ATBs performed worse, meaning that relying only in aspects from computational
argumentation theory and logic might not be enough to conduct a proper automatic
evaluation of natural language debates. Therefore, we can observe that the hybrid
method proposed in this paper benefits from the logical aspects of argumentation
theory to improve the available data from a given set of natural language debates,
together with NLP techniques that enable a probabilistic modelling of the natural
language and improve the automatic evaluation of human debates. The provided
results can be used as a baseline for future research.
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Experiment Train Eval. Metrics
Model D S Acc. Macro-F1

Naive-GN 23 369 0.72 0.48
Preferred-GN 23 26 0.40 0.40

Naive-ATB - - 0.16 0.14
Preferred-ATB - - 0.20 0.16
LMB 23 23 0.60 0.37
RB - - 0.48 0.33

Table 6.1: Accuracy and Macro-F1 results of the automatic debate evaluation task.
D and S indicate the number of debates and learning samples respectively used in
the Train data partition in our experiments.

6.6 Automatic Evaluation of Argumentative
Debates

In this section, we analyse the Naive-GN model when used for the automatic eval-
uation of a complete real debate. For that purpose, we use the Debate7.csv file,
which was randomly excluded from the previous experiments. Figure 6.2 presents
an argumentative graph resulting from the preliminary analysis of the argumenta-
tive natural language in this debate file. The nodes represent ADUs and the edges
argumentative relations between them. The size of the node in the argument graph
indicates the phase of the debate where each ADU was uttered (i.e., introduction,
argumentation, or conclusion), and its colour indicates the team stance. The colour
of the edges indicates what kind of argumentative relation exists between different
ADUs: a red arrow represents a conflict, a green represents an inference, and a
yellow represents a rephrase.

PHASE I: The first step is to encode the natural language argumentation graph
into a compact computational representation that simplifies the data structures and
condenses all the argumentative information correctly. For that purpose, Algorithm
1 1s applied taking the argumentation graph (Figure 6.2) as the input and producing
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Figure 6.2: Argumentation graph resulting from a preliminary analysis of a natural
language debate.

26\37

65\@
(a) Complete Argumentation Framework gener-(b) Conflicting arguments of the Argumentation
ated from the argumentation graph. Framework.

Figure 6.3: Argumentation Framework visualisation.

an Argumentation Framework (Figure 6.3a) as the output. Here, the size of the
nodes represent the natural language size of each abstract argument. Next, we
compute the acceptable extensions of the AF under Naive semantics. Four different
extensions are obtained from this AF. All the nodes (i.e., arguments) that do not
belong to any attack relation are included in all of the acceptable extensions. Then,
the variations between extensions happen within the conflicting nodes. Under the
conflict-free principle, arguments [3, 8, 26, 65] are accepted within extension &;
[3, 8, 26, 67] within extension &; [3, 8, 27, 65] within £3; and [3, 8, 27, 67] within
&, (see Figure 6.3b for node numeration).
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PHASE II: The next step is to generate the learning samples from the four
acceptable extensions. Thus, a complete bipartite graph is produced per each ex-
tension where the two disjoint sets contain all the acceptable arguments belonging
to the same stance (i.e., S1, S, S3, and Sy). Before predicting the outcome of the
debate, each of these samples is initialised with the XLLM-RoBERTa sentence em-
bedding vector representations of the natural language arguments encoded within
their nodes. Then, each of the four samples is fed into the Naive-GN model trained
in our experiments and the following predictions are produced: S; — F, Sy — F),
S3 — F,and S, — F (i.e., team in favour wins). In this specific case, the model
has correctly predicted all the debate samples, but this might not be always the
case. In these situations where there are conflicting predictions (e.g., S — F),
Sy — A), a normalised aggregation of the softmax probability distributions for
each different extension is done to determine the most probable class for a given
debate.

6.7 Conclusions

In this paper, we propose an original hybrid method to approach the automatic
evaluation of natural language professional argumentative debates. For that pur-
pose, we present a new instance of the argument assessment task, where argumen-
tative debates and their underlying lines of reasoning are considered in a com-
prehensive, undivided manner. The proposed method combines aspects from for-
mal logic and computational argumentation theory, with NLP and Deep Learning.
From the observed results, several conclusions can be drawn. First, it has been
possible to determine that our method performed better than approaching indepen-
dently the debate evaluation task from either the argumentation theory or the NLP
viewpoints. Furthermore, we have observed in our experiments that conflict-free
semantics produce a higher number of acceptable extensions from each AF com-
pared to the admissibility-based semantics. This helped to improve the learning
of the argument evaluation task in a similar way to that achieved by data augmen-
tation techniques for Deep Learning. Thus, better probabilistic distributions of
natural language features and dependencies that are not too constrained to formal
logic and graph topology (as they are when using admissibility-based semantics)
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can be learnt by our model. This paper represents a solid starting point of research
in the evaluation of long natural language professional debates. As future work,
we foresee to consider finer-grained features for the evaluation of argumentation
such as thesis solidity, argumentation quality, and adaptability. We also plan to ex-
tend our method with acoustic features, considering aspects such as the intonation
or the fluency. Finally, there is still a problem with the amount of annotated data.
Subsequent research in this topic would significantly benefit from extending the
number of completely annotated professional debates.
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Abstract

In this paper, we describe VivesDebate-Speech, a corpus of spoken argumentation cre-
ated to leverage audio features for argument mining tasks. The creation of this corpus
represents an important contribution to the intersection of speech processing and argu-
ment mining communities, and one of the most complete publicly available resources
in this topic. Moreover, we have performed a set of first-of-their-kind experiments
which show an improvement when integrating audio features into the argument min-
ing pipeline. The provided results can be used as a baseline for future research.

7.1 Introduction

The automatic analysis of argumentation in human debates is a complex problem
that encompasses different challenges such as mining, computationally represent-
ing, or automatically assessing natural language arguments. Furthermore, human
argumentation is present in different mediums and domains such as argumenta-
tive monologues (e.g., essays) and dialogues (e.g., debates), argumentation in text
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(e.g., opinion pieces or social network discussions) and speech (e.g., debate tour-
naments or political speeches), and domains such as the political [162, 321], legal
[285], financial [85], or scientific [6, 35] among others. Thus, human argumen-
tation presents a linguistically heterogeneous nature that requires us to carefully
investigate and analyse all these variables in order to propose and develop argu-
mentation systems which are robust to these variations in language. In addition to
this heterogeneity, it is worth mentioning that a vast majority of the publicly avail-
able resources for argumentation-based Natural Language Processing (NLP) have
been created considering text features only, even if their original source comes
from speech [387, 152]. This is a substantial limitation, not only for our knowl-
edge on the impact that speech may directly have when approaching argument-
based NLP tasks, but because of the significant loss of information that happens
when we only take into account the text transcript of spoken argumentation.

In this work, we will focus on the initial steps of argument analysis consid-
ering acoustic features, namely, the automatic identification of natural language
arguments. Argument mining is the area of research that studies this first step in
the analysis of natural language argumentative discourses, and it is defined as the
task of automatically identifying arguments and their structures from natural lan-
guage inputs. As surveyed in [207], argument mining can be divided into three
main sub-tasks: first, the segmentation of natural language spans relevant for argu-
mentative reasoning (typically defined as Argumentative Discourse Units ADUs
[274]); second, the classification of these units into finer-grained argumentative
classes (e.g., major claims, claims, or premises [352]); and third, the identification
of argumentative structures and relations existing between these units (e.g., infer-
ence, conflict, or rephrase [325]). Therefore, our contribution is twofold. First, we
create a new publicly available resource for argument mining research that enables
the use of audio features for argumentative purposes. Second, we present first-of-
their-kind experiments showing that the use of acoustic information improves the
performance of segmenting ADUs from natural language inputs (both audio and
text).

The rest of the paper is structured as follows. Section 7.2 describes the
VivesDebate-Speech corpus. Section 7.3 provides a thorough description of the
problem approached in this work. Section 7.4 explains the proposed methodology
used to integrate audio features into the argument mining process. Section 7.5 re-
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ports and analyses the results observed during our experimentation. Lastly, Section
7.6 summarises the most important findings from our experiments.

7.2 The VivesDebate-Speech Corpus

The first step in our research was the creation of a new natural language argumenta-
tive corpus. In this work, we present VivesDebate-Speech, an argumentative corpus
created to leverage audio features for argument mining tasks. The VivesDebate-
Speech has been created taking the previously annotated VivesDebate corpus [327]
as a starting point.

The VivesDebate corpus contains 29 professional debates in Catalan, where
each debate has been comprehensively annotated. This way, it is possible to cap-
ture longer-range dependencies between natural language ADUs, and to keep the
chronological order of the complete debate. Although the nature of the debates
was speech-based argumentation, the VivesDebate corpus was published consider-
ing only the textual features included in the transcriptions of the debates that were
used during the annotation process. In this paper, we have extended the Vives-
Debate corpus with its corresponding argumentative speeches in audio format. In
addition to the speech features, we also created and released the BIO (i.e., Begin-
ning, Inside, Outside) files for approaching the task of automatically identifying
ADUs from natural language inputs (i.e., both textual and speech). The BIO files
allow us to determine whether a word is the Beginning, it belongs Inside, or it is
Outside an ADU.

The VivesDebate-Speech corpus is, to the best of our knowledge, the largest
publicly available resource for spoken argument mining. Furthermore, combined
with the original VivesDebate corpus, a wider range of NLP tasks can be ap-
proached taking the new audio features into consideration (e.g., argument eval-
uation or argument summarisation). Compared to the size of the few previously
available speech-based argumentative corpora [217, 235] (i.e., 2 and 7 hours re-
spectively), the VivesDebate-Speech represents a significant leap forward (i.e.,
more than 12 hours) for the research community (see Table 7.1). Therefore, the
VivesDebate-Speech corpus consists of two parts. First, the text BIO files allow us
to determine which span of the natural language debate is an ADU and which is
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not. Second, using these BIO files and the text transcriptions of the debates, we
have been able to align them with the audio of the debate and produce a set of
.wav files containing the audio features of each ADU. The VivesDebate-Speech is
released under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0
International license (CC BY-NC-SA 4.0) and can be publicly accessed from Zen-

odo!.

Text

The text-based part of the VivesDebate-Speech corpus consists of 29 BIO files
where each word in the debate is labelled with a BIO tag. This way, the BIO
files created in this work enable the task of automatically identifying argumen-
tative natural language sequences existing in the complete debates annotated in
the VivesDebate corpus. Furthermore, these files represent the basis on which it
has been possible to achieve the main purpose of the VivesDebate-Speech corpus,
1.e., to extend the textual features of the debates with their corresponding audio
features.

We created the BIO files combining the transcriptions and the ADU annotation
files of the VivesDebate® corpus. For that purpose, we performed a sequential
search of each annotated ADU in the transcript file of each corresponding debate,
bringing into consideration the chronological order of the annotated ADUs.

Speech

Once the revised transcription has been augmented with the ADU information,
the transcription was force-aligned with the audio in order to obtain word level
timestamps. This process was carried out using the hybrid DNN-HMM system that
was previously used to obtain the VivesDebate transcription, implemented using
TLK [113]. As a result of this process, we have obtained (start,end) timestamps
for every (word,label) pair. We split the corpus into train, dev, and test considering
the numerical order of the files (i.e., Debate1-23 for train, Debate24-26 for dev,

"https://doi.org/10.5281/zenodo.7102601
https://doi.org/10.5281/zenodo.5145655
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# tags
Set  # debates Duration B I (@)
Train 23 9.8h 4605 63305 21432
Dev 3 1.3h 692 8058 3752
Test 3 1.3h 640 8413 3102

Table 7.1: Set-level statistics of the VivesDebate-Speech corpus. Each debate is
carried out between two teams, and two to four members of each team participate
as speakers in the debate.

and Debate27-29 for test). The statistics for the final VivesDebate-Speech corpus
are shown in Table 7.1.

7.3 Problem Description

For understanding argumentative discourses, the first phases of the human argu-
mentative reasoning process are the identification and the analysis of natural lan-
guage arguments [395]. From a computational viewpoint, these phases are typi-
cally framed into the argument mining area of research, which investigates how to
identify and analyse arguments in natural language inputs. In this paper, we ap-
proach the segmentation and identification of ADUs in natural language debates.
Furthermore, we approach this problem considering both, text-based and audio-
based natural language features. The inclusion of audio-based natural language
features into the argument mining pipeline extends the scarce previous existing re-
search in this topic [217, 235], and allows to explore this new dimension, which
has not been typically addressed from the computational viewpoint, but that rep-
resents an important source of information for the human argumentative reasoning
process.

Therefore, we approached the identification of natural language ADUs in two
different ways: (i) as a token classification problem, and (ii) as a sequence classi-
fication problem. For the first approach, we analyse our information at the token
level. Each token is assigned a BIO label and we model the probabilities of a
token belonging to each of these specific label considering the n-length closest
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natural language contextual tokens. For the second approach, the information is
analysed at the sentence level. In order to address the ADU identification task as
a sequence classification problem we need to have a set of previously segmented
natural language sequences. Then, the problem is approached as a 2-class classifi-
cation task, discriminating argumentative relevant from non-argumentative natural
language sequences. In the following section, we present our proposal to tackle
this problem considering both approaches, token and sequence level analysis of
natural language inputs.

7.4 Proposed Method

The use of audio information for argument mining presents significant advantages
across 3 axes: efficiency, information and error propagation. Firstly, the segmenta-
tion of the raw audio into independent units is a pre-requisite for most Automatic
Speech Recognition (ASR) system. If the segmentation produced in the ASR step
1s incorporated into the argument mining pipeline, we remove the need for a spe-
cific text-segmentation step, which brings significant computational and complex-
ity savings. Secondly, the use of audio features allows us to take into account
relevant prosodic features such as intonation and pauses which are critical for dis-
course segmentation, but that are missing from a text-only representation. Lastly,
the use of ASR transcriptions introduces noise into the pipeline as a result of recog-
nition errors, which can hamper downstream performance. Working directly with
the speech signal allows us to avoid this source of error propagation.

Two different methods to leverage audio features for argument mining are ex-
plored in this paper. First, a standard end-to-end (E2E) approach that takes the
text-based transcription of the spoken debate produced by the ASR as an input,
and directly outputs the segmentation of this text into argumentative units. Second,
we propose a cascaded model composed of two sub-tasks: argument segmentation
and argument classification. In the first sub-task, the discourse is segmented into
independent units, and then for each unit it is determined if it contains argumenta-
tive information or not. Both approaches produce an equivalent output, a sequence
of BIO tags which is then compared against the reference. This work investigates
how audio features can be best incorporated into the previously described process.
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Figure 7.1: Overview of the proposed cascaded approach.

An overview of the proposed cascaded method is shown in Figure 7.1. As we
can observe, a segmentation step follows the ASR step, which segments either the
whole audio (A-Seg) or the whole text (T-Seg) into (potential) argumentative seg-
ments. A classification step then detects if the segment contains an argumentative
unit, by using either the audio (A-CIf) or the text (T-CIf) contained in each seg-
ment. If efficiency is a major concern, the segmentation produced by the ASR step
can be re-used instead of an specific segmentation step tailored for argumentation,
but this could decrease the quality of the results. This process significantly differs
from the E2E approach where the BIO tags are directly generated from the output
of the ASR step. This way, our cascaded model is interesting because it makes
possible to analyse different combinations of audio and text features.

The cascaded method has one significant advantage, which is that audio seg-
mentation is a widely studied problem in ASR and Speech Translation (ST) for
which significant breakthroughs have been achieved in the last few years. Cur-
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rently, one of the best performing audio segmentation methods is SHAS [374],
which uses a probabilistic Divide and Conquer (DAC) algorithm to obtain optimal
segments. Furthermore, we have compared SHAS with a Voice Activity Detection
(VAD) baseline, as well as with the non-probabilistic VAD method [282] using
a Wav2Vec?2 pause predictor [29], which performs ASR inference and then splits
based on detected word boundaries. To complete our proposal, we have also ex-
plored text-only segmentation methods in which a Transformer-based model is
trained to detect boundaries between natural language segments. This way, each
word can belong to two different classes, boundary or not boundary.

The second stage of our cascaded method 1s an argument detection classifier,
that decides, for each segment, if it includes argumentative content and should be
kept, or be discarded otherwise. In the case that our classifier detects argumentative
content within a segment, its first word is assigned the B label (i.e., Begin) and the
rest of its words are assigned the I label (i.e., Inside). Differently, if the classifier
does not detect argumentative content within a segment, all the words belonging
to this segment are assigned the O label (i.e., Outside).

7.5 Experiments

Experimental Setup

Regarding the implementation of the text-based sub-tasks (see Figure 7.1, green
modules) of our cascaded method for argument mining, we have used a RoBERTa
[218] architecture pre-trained in Catalan language data. For the segmentation (T-
Seg), we experimented with a RoOBERTa model for token classification, and we
used the segments produced by this model to measure the impact of the audio fea-
tures compared to text in the segmentation part of our cascaded method. For the
classification (T-Clf), we finetuned a RoBERTa-base model? for sequence classifi-
cation with a two-class classification softmax function able to discriminate between
the argument and the non-argument classes.

The implementation of the audio-based sub-tasks (see Figure 7.1, blue mod-
ules) is quite different between segmentation to classification. For audio-only seg-

3projecte-aina/roberta-base-ca-v2 was used for all RoBERTa-based models reported in this work
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mentation (A-Seg), we performed a comparison between the selected algorithms:
VAD, DAC, and SHAS. For the hybrid DAC segmentation, two Catalan W2V ASR
models are tested, xIsr-53* and xIs-r-1b>. For SHAS, we used the original SHAS
Spanish and multilingual checkpoints. Additionally, we trained a Catalan SHAS
model with the VivesDebate-Speech train audios, as there exists no other public
dataset that contains the unsegmented audios needed for training a SHAS model.
Regarding our audio-only classifier (A-CIf), Wav2Vec2® models have been fine-
tuned on the sequence classification task (i.e., argument/non-argument).

As for the training parameters used in our experiments with the RoBERTa mod-
els, we trained them for 50 epochs, considering a learning rate of le-5, and a batch
size of 128 samples. The best model among the 50 epochs was selected based on
the performance in the dev set. All the experiments have been carried out using an
Intel Core 17-9700k CPU with an NVIDIA RTX 3090 GPU and 32GB of RAM.

Evaluation

In order to evaluate the performance of the proposed methods, we use the reference
transcriptions and timestamps of the VivesDebate-Speech as input to our models.
This is necessary in order to be able to compare the system hypothesis with the
reference labels. If a real ASR system had been used, a different transcription
would have been obtained, and we would need a way of mapping the BIO tags of
the real, noisy transcription with those of the reference. There is no reliable way to
obtain such a mapping, as the BIO-annotated transcription and the reference will
have different lengths and consist of different words.

Table 7.2 shows the best performance on the dev set of the different audio seg-
mentation methods tested. Results are reported without using an argument classi-
fier, which is equivalent to a majority class classifier baseline, as well as an oracle
classifier which assigns the most frequent class (based on the reference labels) to a
segment. This allows us to analyze the upper-bound of performance that could be
achieve with a perfect classifier.

4softcatala/wav2vec2-large-xlsr-catala
SPereLluis13/wav2vec2-xls-r-1b-ca
bfacebook/wav2vec2-x1s-r-300m and facebook/wav2vec2-xls-r-1b

— 177 —


https://huggingface.co/softcatala/wav2vec2-large-xlsr-catala
https://huggingface.co/PereLluis13/wav2vec2-xls-r-1b-ca

7.5. EXPERIMENTS

Method Classifier
Majority Oracle
Acc. Macro-F1 Acce. Macro-F1

Baseline (VAD) 0.53 0.35 0.70 0.53

DAC xIsr-53 0.61 0.34 0.81 0.65
DACxIs_r-1b  0.61 0.35 0.81 0.64

SHAS-es 0.64 0.37 0.83 0.66
SHAS-ca 0.64 0.36 0.82 0.64
SHAS-multi 0.65 0.37 0.83 0.66

Table 7.2: Audio segmentation methods performance on the dev set, as measured
by accuracy (Acc.) and Macro-F1.

The results highlight the strength of the SHAS method, with the SHAS-es
and SHAS-multi models which are working on a zero-shot scenario, outperforms
the Catalan W2V models. The SHAS-ca model had insufficient training data to
achieve parity with the zero-shot models trained on larger audio collections. As a
result of this, the SHAS-multi model was selected for the rest of the experiments.

One key factor to study is the relationship between the maximum segment
length (in seconds) produced by the SHAS segmenter, and the performance of the
downstream classifier. Longer segments provide more context that can be helpful
to the classification task, but a longer segment might contain a significant portion
of both argumentative and non-argumentative content. Figure 7.2 shows the per-
formance of the text classifier as a function of segment size, measured on the dev
set. 5 seconds was selected as the maximum sentence length, as shorter segments
did not improve results.

Once the hyperparameters of each individual model have been optimised, the
best results for each system combination are reported on Table 7.3. The results are
consistent across the dev and test sets. The end-to-end model outputs the BIO tags
directly, either from fixed length input (of which 5 was also the best performing
value), denoted as E2E BIO-5. Alternatively, the E2E BIO-A was trained consider-
ing the natural language segments produced by the SHAS-multi model instead of
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Figure 7.2: Dev set F1 score as a function of maximum segment length (s), SHAS-
multi segmenter followed by text classifier.

Model Dev Test
Acc. Macro-F1  Acc. Macro-F1

E2E BIO-5  0.71 0.45 0.72 0.47
E2E BIO-A  0.72 0.48 0.75 0.49
T-Seg+A-CIlf 0.59 0.41 0.58 0.41
T-Seg+T-Clf 0.64 0.49 0.69 0.49
A-Seg+A-CIlf 0.60 0.42 0.58 0.43
A-Seg+T-Clf 0.67 0.51 0.70 0.51

Table 7.3: Accuracy and Macro-F1 results of the argumentative discourse segmen-
tation task on both dev and test sets.
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relying on a specific maximum length defined without any linguistic criteria. This
way, it was our objective to improve the training of our end-to-end model through
the use of linguistically informed audio-based natural language segments. It can
be observed how this second approach leverages the audio information to improve
test macro-F1 from 0.47 to 0.49.

For the cascade model, we test both audio and text segmenters and classifiers.
Similarly to the E2E case, the use of audio segmentation consistently improves
the results. For the text classifier, moving from text segmentation (7-Seg + T-CIf)
to audio segmentation (A-Seg + T-CIf) increases test macro-F1 from 0.49 to 0.51.
Likewise, when using an audio classifier (A-CIf), audio segmentation improves the
test results from 0.41 to 0.43 macro-F1. However, the relatively mediocre perfor-
mance of the audio classification models with respect to its text counterparts stands
out. Although the use of an audio classifier is significantly better than the majority
baseline (see Table 7.2), there is still quite a gap with the performance achieved by
the text models. We believe this could be caused due to the fact that speech clas-
sification is a harder task than text classification in our setup, because the audio
classifier deals with the raw audio, whereas the text classifier uses the reference
transcriptions as input. Additionally, the pre-trained audio models might not be
capable enough for some transfer learning tasks, as they have been trained with a
significantly lower number of tokens, which surely hampers language modelling
capabilities.

7.6 Conclusions

We have presented the VivesDebate-Speech corpus, which is currently the largest
speech-based argument corpus. This opens up exciting research opportunities for
more realistic argument mining experiments taking into account audio information.

The experiments have shown how having access to audio information can be a
source of significant improvement. Specifically, using audio segmentation instead
of text-based segmentation consistently improves performance, both for the text
and audio classifiers used in the cascade approach, as well as in the end-to-end
scenario, where audio segmentation is used as a decoding constraint for the model.

In terms of future research, an exciting research direction is to better under-
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stand the underperformance of the audio-based classifiers, as well as devising new
techniques for bridging the gap with the results obtained by text classifiers.
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Abstract

Argumentation schemes are generalised patterns that provide a way to (partially) dis-
sociate the content from the reasoning structure of the argument. On the other hand,
Cialdini’s principles of persuasion provide a generic model to analyse the persuasive
properties of human interaction (e.g., natural language). Establishing the relation-
ship between principles of persuasion and argumentation schemes can contribute to
the improvement of the argument-based human-computer interaction paradigm. In this
work, we perform a qualitative analysis of the persuasive properties of argumentation
schemes. For that purpose, we present a new study conducted on a population of over
one hundred participants, where twelve different argumentation schemes are instanced
into four different topics of discussion considering both stances (i.e., in favour and
against). Participants are asked to relate these argumentation schemes with the per-
ceived Cialdini’s principles of persuasion. From the results of our study, it is possible
to conclude that some of the most commonly used patterns of reasoning in human com-
munication have an underlying persuasive focus, regardless of how they are instanced
in natural language argumentation (i.e., their stance, the domain, or their content).
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8.1 Introduction

A fundamental component of human social interaction is the cognitive ability to
reason on the basis of different arguments. Human argumentative reasoning facili-
tates the exchange of ideas, beliefs, or opinions among others, with the purpose of
defending a position and/or convincing or persuading other people. Argumentative
reasoning has, therefore, an influence on the capacity for judgement and decision
making in human beings.

Over the years, from the field of argumentation theory [395], which encom-
passes different disciplines including philosophy, linguistics, and psychology, sev-
eral efforts have been made to study, define, and structure human argumentative
reasoning. One of the most prominent reasoning-based structural classifications
of arguments is the one proposed under the argumentation scheme concept. Ar-
gumentation schemes are common rules or inference patterns that underlie argu-
mentative reasoning and can be articulated and classified providing structure to
arguments [400]. Each scheme consists of a set of premises, a conclusion, and
a set of connections between the premises and the conclusion mostly considering
the underlying logic, which makes them independent of the context and the argu-
mentative domain. More than sixty different argumentation schemes have been
proposed and identified in the literature, compiled by D. Walton together with an
elaborated meta-classification of such schemes [400, 398]. The thorough research
carried out in this direction has enabled computational and Artificial Intelligence
(AI) researchers to have a much more structured reference of arguments and ar-
gumentation when designing computational argumentation systems: for argument
mining [206, 396]; for decision support [293]; and for automated reasoning [347].

A fundamental aspect when defending a position and/or trying to convince
someone, is the power or capacity of persuasion. In the field of psychology, sev-
eral approaches have been adopted to identify the generally used human persuasion
strategies. In this sense, R. B. Cialdini [90] provided a theory in which he defined
six principles of persuasion: Reciprocity, Authority, Commitment, Liking, Social
Proof, and Scarcity. These principles are specific to persuasion, but not to any con-
text nor domain. Furthermore, this solid definition and classification of persuasive
strategies provided a richer dimension for computational persuasion researchers in
the proposal of new paradigms of human-computer interaction [261, 379, 263, 92].
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However, not much attention has been focused on the relationship between the
different persuasion strategies and the different patterns of human reasoning from
a domain-agnostic viewpoint. Most of the identified argument-based persuasive
research is applied to a very specific domain or within a well defined context,
which hampers the interpretation and the generalisation of the presented results.
Thus, establishing a relationship between argumentation schemes and Cialdini’s
six principles of persuasion can: (1) improve the actual understanding of the per-
suasive properties of argumentative reasoning, (ii) provide a domain independent
approach for argument-based persuasion, and (iii) support the evolution of new
computational argumentation systems by improving the interaction with human
users (e.g., through better persuasion). For this purpose, we conduct a qualitative
analysis of the persuasive properties of argumentation schemes. Using the for-
mal structures for argumentation schemes proposed by D. Walton, we explore the
relationship of twelve of the most commonly used argumentation schemes in hu-
man communication to each of the six principles of persuasion of Cialdini through
an experiment conducted with one hundred participants. In the experiment, we
combined four different topics of discussion along with arguments in favour and
against, with the aim of generalising the results to extrapolate them to computa-
tional argumentation models.

8.2 Related Work

Persuasion is a key element in computational argumentation research. The study
of the persuasive properties of arguments and their computational representations
make possible to have a better understanding of how human users perceive them
when used in competitive (e.g., debate tournament), or cooperative (e.g., decision-
making assistance) environments. Furthermore, the use of argumentative struc-
tures instead of simple messages make possible to deepen the direct interactions
between humans and computer systems. Arguments and argumentative reasoning
seen from the computational viewpoint provide a solid framework for approach-
ing the process of human reasoning [320], having a more natural human-computer
interaction [179], and generating more reliable explanations of decisions made by
computer systems [297]. However, the concept of persuasion and its interpretation
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may differ substantially from one work to another in the area of computational ar-
gumentation. For instance, in [244], persuasion is understood as the effectiveness
of arguments in reaching a satisfactory agreement during a negotiation. The au-
thors propose a Reinforcement Learning [359] argumentative agent that is trained
to find the best argument for each negotiation step based on an internal set of pref-
erences. This way, the most persuasive expected argument is chosen to improve
the effectiveness of argumentation.

A different perspective on argumentative persuasion is presented in [385], in
which authors analyze the mental engagement, emotions, and persuasive power
of the arguments uttered during a debate. In that approach, the persuasive power
1s represented with the three major persuasive strategies proposed in [303]: Ethos,
Pathos and Logos. Each one of this three strategies tries to be persuasive by consid-
ering different aspects. Ethos appeals to vocabulary and social positioning, Pathos
appeals to emotions, and Logos appeals to logical reason.

In recent years, research conducted in the field of computational argumentation
refers to the establishment of metrics to estimate the persuasive power of argu-
ments based on empirical evidence. For example, in [368], the development of a
new scale to measure human perception on message/argument persuasion is pre-
sented. This scale relies on three major factors which serve as indicators of the
perceived persuasiveness: the effectiveness, the quality, and the capability of the
message. Authors conducted an experiment with humans in which these three
factors were measured on five different messages belonging to the healthy eating
domain. In the same way, the work performed in [323], presents a new metric
to measure the persuasive power of arguments and reasoning patterns when they
are used in a social network domain for privacy concerns. That metric was derived
from the results of an experiment in which the impact of intrinsic human character-
istics (i.e., personality traits and social interaction) when rating persuasive power
was evaluated. Another interesting approach for evaluating the persuasiveness of
arguments based on domain concerns under the framework of abstract argumen-
tation is presented in [164]. From the results of that experiment, it is possible to
observe that using human user preferences (i.e., ranking) over the domain concerns
make possible to improve the persuasiveness of an argumentative system. These
findings are integrated into an argumentative chatbot aimed at persuading human
users [179]. In that proposal, persuasion is achieved through a combination of user
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modelling (i.e., beliefs and preferences over concerns), and a dialogue engine in
charge of creating the most persuasive dialogue strategy depending on each user
model.

A different approach to empirical metrics comes from the Natural Language
Processing (NLP) area of research. Based on the textual properties of natural lan-
guage inputs, researchers model text persuasion as a downstream task to estab-
lish the level of persuasiveness of arguments. For example, in [151], the authors
present a new corpus for determining the most persuasive argument from a given
pair of arguments. A neural network architecture is used to undertake the task of
predicting and modelling persuasion from a natural language input. Another in-
teresting approach is the one proposed in [31] that focuses on the analysis of the
impact of the style of news editorial arguments on their persuasive power. For that
purpose, five different NLP features are used to model style: Linguistic Inquiry
and Word Count [277], a lexicon of emotions (i.e, anger, disgust, and fear) and
sentiments (i.e,. positive and negative) [243], argumentative discourse units fea-
tures (i.e., anecdotal, statistical, and testimonial evidence) [7], arguing elements
(i.e., assessments, doubt, authority, and emphasis) [346], and text subjectivity (i.e.,
subjective or objective) [404]. These features are used to train a Support Vector
Machine (SVM) [378] over a task aimed at predicting if a message will be per-
suasive or not. Finally, the research conducted in [191] presents a combination of
user and text modelling. The authors use users’ beliefs, interests, and personality
traits, along with NLP feature engineering on natural language inputs to predict
persuasiveness of arguments and users’ resistance to persuasion.

As it can be observed, most of the existing research on computational persua-
sion and computational argumentation present a quantitative approach to the task.
Previous research tries to measure and quantify the persuasiveness of specific ar-
guments when used in specific domains. Thus, these metrics are dependent on the
domain or the type of arguments used. Another important thread running through
all of the reviewed works is that the definition of an argument does not match be-
tween them. In each research work, the argument definition depends on the needs,
the available data, and the objectives of the researchers. Thus, there are important
differences between the proposed argument instances (e.g., short messages, com-
plete sentences, opinion and evidence, etc.), which makes it difficult to generalise
their findings from an argumentative viewpoint. Therefore, it is interesting to have
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general evaluations and analyses of the persuasive properties of arguments, in order
to establish new computational models of argumentation aimed at interacting with
human users. This can be achieved through the evaluation of generic reasoning pat-
terns or structures that are used to build arguments regardless of their domain, their
content, or their stance. The problem was partially addressed in previous research,
where a relation between domain-specific messages and persuasive properties was
established [367]. However, the results can not be easily generalised, due to the do-
main in which the study was conducted, and the specificity of the used messages.
In this work, we have focused on deepening in this line of research by providing
domain independent and stronger results. A complete analysis of these lines of
related work 1s provided at the end of the following section, after defining the two
concepts on which our research relies: the Cialdini’s principles of persuasion and
the argumentation schemes.

8.3 Background: Principles of Persuasion and
Argumentation Schemes

In this section, we define two major concepts which are the pillars of our inves-
tigation, and that allow to overcome the identified limitations in computational
persuasion and argumentation research. First, Cialdini’s principles of persuasion
are the six fundamental concepts on which persuasive strategies can be developed.
Second, Walton’s argumentation schemes provide a structured framework for ar-
gumentation. Both concepts were proposed regardless of the domain, generalised
for the areas of persuasion and argumentation research respectively.

Cialdini’s Principles of Persuasion

Over the years, different approaches have been introduced in the field of psychol-
ogy to provide a generalisation of human persuasion strategies. One of the most
significant contributions adopted in this field is the one provided by R.B. Cial-
dini [90]. Cialdini defines six principles of persuasion: Reciprocity, Authority,
Commitment, Liking, Social Proof, and Scarcity. These principles are specific to
persuasion, but not to any domain or argument. Therefore, a qualitative analysis
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of argumentative persuasion considering these six principles can be relevant to a
more generalised understanding of the persuasive properties of arguments.

Argumentation Schemes

An argument is the expression of an idea or reasoning that attempts to prove, jus-
tify or refute a thesis. The general structure of an argument is composed of a
premise (or a set of premises) and a conclusion [222]. This structure must allow
the conclusion to be derived from the premises. Argument structures are gen-
erally constructed using commonly accepted rules or inference patterns. These
patterns can be articulated and classified through different general argumentation
schemes. Argumentation schemes were proposed as structured representations of
arguments depending on their underlying reasoning pattern [104]. Each argumen-
tation scheme consists of a set of premises, a conclusion, a definition of the re-
lationships between the premises and the conclusion, and a set of critical ques-
tions. Argumentation schemes allow a general classification of arguments regard-
ing their underlying logic [398]. Moreover, while the definition of an argument
can be fuzzy, argumentation schemes have a well-defined structure and allow for
good integration into computational argumentation systems. Furthermore, argu-
mentation schemes were defined considering only the underlying logic. Thus, they
can be used regardless of the argumentative domain. One of the theorists who
conducted a significant contribution on the identification and definition of argu-
mentation schemes was D. Walton [400]. Over the years, Walton identified over
sixty different argumentation schemes commonly used in human argumentation
which have been widely used by the research community to generate computa-
tional argumentation models encompassing different fields such as the automatic
identification of arguments in natural language text [206, 396] (i.e., Argument Min-
ing), the computational representation of argumentative structures [251, 293], and
the automatic evaluation of natural language argumentative sources [347]. Thus,
the main tasks belonging to computational argumentation research have benefited
from the definition of argumentation scheme structures since they provide a struc-
tured framework which makes easier to classify, represent, and evaluate arguments
depending on their underlying reasoning pattern.
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Cialdini’s Principles and Argumentation Schemes for
Computational Persuasion

The two concepts introduced in this section provide: (i) a solid psychology-based
theory on the principles governing human persuasion that do not depend on any
hand-crafted metric, or a hard to interpret (e.g., black-box-based) estimation; and
(i1) well-defined formal structures commonly found in human argumentative rea-
soning that do not rely on the topic, the content, or the stance of the own argu-
ment. Both of them provide the necessary tools to deepen on the understanding
of argument-based human persuasion strategies. Not much research aimed at gen-
eralising findings on the persuasive properties (i.e., qualitative) of arguments has
been identified. But we have been able to find a few preliminary works focused in
this direction.

Regarding the Cialdini’s principles of persuasion, in [263, 92], the authors con-
ducted a study with human participants in order to understand how personality,
gender, and age could be affecting the perception of these six principles when try-
ing to be persuaded in a survey and a text-based game respectively. Similarly, in
[261], a complete study is made regarding the effectiveness of the different prin-
ciples of persuasion when used with humans. However, argumentation was not
formally taken into account in none of these studies.

On the other hand, argument persuasion is highly influenced by the underlying
reasoning used for the elaboration of arguments. Which means that argumentation
schemes may represent an important aspect when studying the persuasive prop-
erties of arguments. However, the persuasive aspect of argumentation was not
explicitly taken into account when defining the stereotyped patterns of human rea-
soning on which argumentation schemes rely. Previous research analysed the ex-
isting relations between argumentation scheme-based adapted messages and Cial-
dini’s persuasive principles in the healthy eating domain [366, 367]. The authors
conducted an experiment with 29 participants to analyse the correlation between
argumentation schemes and Cialdini’s principles. In that study, modified versions
of Walton’s argumentation schemes were used to simplify the definition of per-
suasive messages, and to ease the integration of the persuasive principles (e.g.,
the argumentation scheme of practical reasoning was adapted to a new version
of practical reasoning with liking, integrating the liking principle of persuasion

— 192 —



CHAPTER 8. A QUALITATIVE ANALYSIS OF THE PERSUASIVE
PROPERTIES OF ARGUMENTATION SCHEMES

into its formal premises and claim). These findings were integrated into a persua-
sive computational argumentation system to assist human users eat healthy [365].
However, the study and the experiments were carried out considering a unique do-
main and adapted versions of the original argumentation schemes, which makes
harder to generalise their findings. In the present work, we have based in the re-
lated work’s proposed methodology (i.e., [367] study) and extended the variety of
discussion topics to make our results less domain-dependent. Furthermore, our
approach relies on a more formal viewpoint of argumentation schemes, instead of
using messages created specifically for our experiments or domains. Considering
our approach, the implementation of argument-based persuasive systems and the
definition of user-tailored persuasive strategies, would benefit from the qualita-
tive analysis of the persuasive properties of (domain independent) argumentation
schemes. This way, it will be possible to generalise the findings, and to create
domain-specific arguments from general patterns of human reasoning (i.e., argu-
mentation schemes) with knowledge of their specific persuasive properties.

8.4 Study Design

In this paper, we have created a study to bridge the gap between the areas of persua-
sion and argumentation theory research. For that purpose, we bring together the
two concepts that allow us to do a qualitative and domain-independent analysis:
Cialdini’s principles of persuasion and argumentation schemes. Thus, we present
a new study with the objective of overcoming the previously identified limitations,
and to consolidate strong relationships between the argument-based persuasion
and the underlying logic of argumentation. The study design was motivated by
the search for the answer to four different research questions related to the persua-
sive properties of argumentation schemes: (RQ1) How do argumentation scheme
reasoning structures relate to the Cialdini’s principles of persuasion?; (RQ2) How
does the topic in which argumentation schemes are instanced into natural language
arguments influence on the human perception of persuasive principles?; (RQ3)
How does the stance of argumentation schemes instanced into natural language ar-
guments influence on the human perception of persuasive principles?; (RQ4) Do
gender and/or age have an effect on human perception of persuasive principles in
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arguments?.

Measures and Instruments

In our study, we considered twelve different argumentation schemes. The selec-
tion of this specific set of schemes was motivated both by previous related work
[366] and a thorough analysis conducted by the five authors on the well-known
compendium of argumentation schemes proposed by Walton in [400], focusing
on those which are most frequently found in human communication. Taking this
into consideration, the final set of schemes proposed for the present study are: Ar-
gument from Popular Opinion (AFPO), Argument from Popular Practice (AFPP),
Argument from Position to Know (AFPK), Argument from Expert Opinion (AFEO),
Argument from Commitment (AFCM), Argumentation from Values (AFVL), Argu-
ment from Practical Reasoning (AFPR), Argument from Waste (AFWS), Argument
from Sunk Costs (AFSC), Argument from Threat (AFTH), Argument from Cause
to Effect (AFCE), and Argument from Rules (AFRL) (see [400] for the formal def-
inition of the argumentation schemes included in our study). From our selection of
argumentation schemes, we can observe significant differences between the under-
lying logic used in their definitions. For example, AFPP and AFPO are both built
taking socially popular and acceptable aspects as premises. But, if we look at the
premises of AFPK and AFEO schemes, we can observe that they rely on someone’s
(i.e., informed or expert source) viewpoint or opinion. Diversely, the premises of
an AFCM depend on a previous commitment of the arguer; AFVL’s premises are
built upon positive or negative judgement values; AFPR’s and AFCE’s premises
rely on conditional logic that justifies the claim; the premises of AFWS and AFSK
schemes are defined from a previously done effort or commitment which can be
wasted or inconsistent if the claim is not accepted; AFTH’s premises combine con-
ditional logic with a threatening position that influence the claim of the scheme;
and finally, the premises of the AFRL scheme mainly depend on a previously es-
tablished rule which leads to the conclusion of the argument. Furthermore, in order
to analyse the persuasive properties of argumentation schemes, the six Cialdini’s
principles of persuasion (i.e., reciprocity, authority, commitment, liking, social
proof, and scarcity) were also included in the design of our study. This way, it was
our goal to find any existing relation between the underlying logic of arguments
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and its persuasive approach.

An important issue when analysing an argumentation scheme instanced into a
natural language argument is the independence of its message. It is necessary to
establish mechanisms to control the bias produced by the message of the argument.
We have identified two types of biases that can be produced when instantiating an
argumentation scheme: the bias produced by the content of the message and the
bias produced by the topic of the message. To mitigate such biases, we have de-
cided to use multiple natural language arguments instantiating each argumentation
scheme. Thus, to find out the persuasive principles associated with the selected
argumentation schemes, we created these arguments considering four different
topics of current relevance: (T1) Should COVID-19 Coronavirus vaccination be
mandatory?; (T2) Should euthanasia be legalized?; (T3) Should you take care of
your physical appearance to achieve personal and professional success?; and (T4)
Should you do intermittent fasting to lose weight?

We selected two more controversial discussion topics (i.e., T1 and T2) where
people tend to be more polarised, and two more neutral discussion topics (i.e., T3
and T4). Furthermore, we have created two stances (in favour and against) for each
of the twelve natural language arguments, representing the argumentation schemes
in our four topics. Therefore, we have generated a total of ninety-six arguments
instantiating twelve argumentation schemes to perform our experiment. Note that
we have designed the premises and conclusions of each natural language argument
according to the original argumentation schemes’ structures.

We put together all these concepts in a unique questionnaire aimed at mea-
suring the relation between argumentation schemes and Cialdini’s principles of
persuasion. For that purpose, our questionnaire was structured into six stages (Fig-
ure 8.1). Stage 0 was designed for registration, the participants must indicate their
identification number in order to be able to keep an individual tracking of all of
them and to retrieve their personal features (i.e., age and gender). In Stage 1, a de-
scription of the subject of the study along with the instructions that the participants
had to follow to complete the experiment was provided. In the task description,
we provided a brief introduction to argumentation schemes and Cialdini’s princi-
ples as well as a definition of each principle of persuasion. The remaining four
stages were the core part of our questionnaire, where a total amount of a hundred
and two questions were distributed along our four different topics (one topic per
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Stage 0 Stage 1 Stage 2 Stage 3
Registration Description Topic T1 Topic T2
Prolific ID Operations 2/ questions 24 questions
Definitions 2 att. questions 1 att. questions

Figure 8.1: Stages of the experiment. Note that att. refers to attention check
questions

Stage 4 Stage 5
Topic T3 Topic T4

24 questions 24 questions
2 att. questions 1 att. questions

stage). From the total number of items, our questionnaire was composed of ninety-
six questions regarding our twelve argumentation schemes in favour and against
each topic (i.e., twenty-four per topic), and six attention check questions (created
following the guidelines of the online recruitment platform) randomly distributed
along the stages of the study. The questions were distributed as follows: Stage 2
consisted of twenty-four questions related to the topic T1 along with two attention
check questions; Stage 3 included twenty-four questions related to the topic T2 to-
gether with one attention check question; Stage 4 contained twenty-four questions
related to the topic T3 along with two attention check questions; and Stage 5 con-
sisted of twenty-four questions related to the topic T4 together with one attention
check question.

To validate our findings, we used the Free-Marginal Multirater Kappa (K fy¢.)
inter-annotator agreement score [302]. With this metric, it is possible to understand
how strongly are perceived the relations between the argumentation schemes and
the principles of persuasion, by means of the observed agreement between the
participants of our study. Furthermore, the K., was originally proposed as an
improved agreement score for statistical studies similar to the one conducted in
our research [367], with measurements done in the nominal scale (i.e., principles
of persuasion) and more than two different “annotators” (i.e., participants).

Finally, to study the influence of the variables sex and age on the selection of
principles of persuasion for each argumentation scheme, we used Pearson’s chi-
squared statistic (x?) [342]. Pearson’s chi-squared statistic is a non-parametric test
designed to measure differences between groups when using categorical variables.
That test can be used both to measure the “goodness of fit” (i.e., the level of dis-
agreement between an observed and a theoretical distribution) and to measure the
independence of two variables by the use of contingency tables.
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Context of the Study and Participants

Data was collected through the online platform Prolific [264]. The Prolific plat-
form manages recruitment, payment, and personal information of participants such
as age or gender. In addition, it offers several tools to customize experiments, in-
cluding a set of filters to select the suitable participants for an experiment. If par-
ticipants successfully complete the experiment they are paid, otherwise they are
not paid and they get a penalty that will negatively affect their eligibility for future
experiments.

In our experiment we established a filter to recruit participants whose first lan-
guage was Spanish. Furthermore, we also required our participants to have at least
completed fifty Prolific questionnaires, and to have a minimum of a 90% accep-
tance ratio from past questionnaires in Prolific. The average reward per hour for
the participants in the experiment was £8.34.

One hundred and seventeen participants completed the experiment. Seventeen
of these participants were excluded for failing one or more attention check ques-
tions. The remaining one hundred participants were distributed as 44 women and
56 men ranging in age between 19 and 62 years old (1 = 30.9, 0 = 12.0). The
age distribution in the different quartiles were: quartile Q1 = 22.75, quartile Q2
= 26.00, and quartile Q3 = 38.25 years old.

Procedure

At the beginning of the experiment the instructions were presented to the partici-
pants along with an explanation of the purpose of the experiment, a brief introduc-
tion to the principles of persuasion, and a description of each of the six principles
of persuasion of Cialdini. The description of each persuasion principle of Cialdini
showed a short definition with the general idea of the principle and a longer defi-
nition that included some examples. Once the instructions of the experiment were
shown, the questionnaire was displayed.

In each block the questions were displayed randomly. Each question showed
an argument resulting from instantiating one of the twelve argumentation schemes
along with seven possible options (see Figure 8.2).
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Instance of an argumentation scheme

Most people think that through mass vaccination it would be possible to reduce ...

Possible options

Reciprocity: "People feel obliged to return to others ...

Authority: "People accept the opinions of knowledgeable experts ...
Consistency: "People like to be consistent with the things they ...
Sympathy: "People prefer to accept the opinions of someone ...
Consensus: "Especially when we are not sure, people look to ...
Scarcity: "People want more of what they can have less of ...

Other

Figure 8.2: Experiment layout

In each question, participants were asked to classify an argument into one of
the six Cialdini principles by selecting one of the six possible options or to select
“other” in case the participant considers that the argument does not correspond to
any of the six principles of persuasion.

Attention check questions followed the same pattern as the rest of the ques-
tions: an argument was shown along with the six options to select the persuasion
principle. However, in these questions, the answer that participants had to select
was indicated as part of the text of the argument.

8.5 Results

We divided the analysis of the study results into four sections: first, we measured
the relation between the twelve argumentation schemes and the six Cialdini’s prin-
ciples of persuasion by means of the Ky... agreement on the perceived princi-
ples by the participants; second, we measure the influence of the four topics (i.e.,
T1, T2, T3 and T4) and the two stances (i.e., in favour or against) on the Cial-
dini’s principles selection; third, we analysed the dependency of the gender and
the age of our participants on the observed results; and, finally, we analysed the
non-related argumentation schemes to better understand the main reasons why no
strong agreement is found on the relation between these arguments and the persua-
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sive principles.

The Principles of Persuasion of Argumentation Schemes

From the results of our study, we have been able to estimate the existing relation-
ships between argumentation schemes and Cialdini’s principles of persuasion, as
perceived by an heterogeneous set of participants in an heterogeneous set of argu-
mentation domains. Thus, we present a qualitative analysis of the persuasive prop-
erties of argumentative reasoning that can be easily generalized to other domains.
Our first step for identifying and validating such relations has been to aggregate all
the observations and calculate the K ;.. agreement score considering the complete
population of our study. The K., metric is interpreted as a reasonable agreement
if 0.4 < Kypee < 0.7 and, a strong agreement, if 0.7 < K,... Therefore, we have
only considered a valid relation between an argumentation scheme and a persua-
sive principle if the agreement is, at least, above the minimum of a reasonable
agreement (i.e., 0.4 < Kyc).

As depicted in Table 8.1, it has been possible to identify six relationships be-
tween argumentation schemes and persuasive principles. In the relations found
with a moderate and strong agreement (/.. scores highlighted in bold in Ta-
ble 8.1), the number of observations captured in our study are mainly concentrated
in a unique principle (Cialdini’s principles percentages highlighted in bold in Ta-
ble 8.1). This analysis indicates us that a specific argumentation scheme is ap-
proaching human persuasion considering a specific persuasive principle by its own
underlying logic, rather than its domain-related argument instances (i.e., natural
language content). Thus, regarding the research question RQ1, we observed that
AFPO and AFPP are related to the Social Proof Cialdini’s principle; AFPK and
AFEOQ are related to the Authority principle of persuasion; and AFCM and AFSC
are related to the Commitment principle of persuasion. According to experiment
results, the remaining arguments considered in our study do not appear to be re-
lated by definition to a specific principle of persuasion.
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Table 8.1: Relationship between arguments and principles of persuasion. The first
columns show the percentage of participants that chose each option for each ar-
gument. The last column shows the resulting Free-Marginal Multirater Kappa

(Kfree)°

Argumentation Cialdini’s principles
Scheme Reciprocity Authority Commitment Liking Social Proof Scarcity Other Kipee
AFPO 5.375 3.25 4.5 7.5 75.0 1.75 2.625 0.513
AFPP 4.0 9.0 5.125  11.75 67.375 1.125  1.625 0.444
AFPK 2.5 77.75 2.625 5.875 9.5 0.875 0.875  0.573
AFEO 0.5 88.25 1.75 5.75 2.75 0.375 0.625  0.769
AFCM 9.625 3.0 70.625 7.625 4.375 20 275 0477
AFVL 15.5 4.875 43.5 15.125 6.5 6.75 7.75  0.150
AFPR 21.125 8.0 19.625 20.875 10.75 6.125 13.5  0.087
AFWS 23.875 5.625 21.75 14.0 7.75 22.75 425 0.112
AFSC 5.75 2.25 75.5 7.5 4.25 3.5 1.25  0.535
AFTH 32.625 7.875 85 13.75 20.25 10375 6.625  0.131
AFCE 15.25 5.875 20.75 15.625 1475 14875 12.875 0.116
AFRL 6.75 44.125 20.625 4.75 13.75 4.125 5.875 0.192

The Impact of the Content on the Perceived Principles of
Persuasion

To measure the impact of the content of each argumentation scheme on the human
perception of the persuasive principles, we performed an analysis similar to the
one described in the previous section but considering each topic (i.e., T1, T2, T3
and T4) independently (RQ2). Furthermore, we also analysed how did the stance
(i.e., in favour or against) influence our participants’ perception in each specific
topic (RQ3).

While no significant variations have been observed on the agreement scores of
the argumentation schemes that were not related to a specific persuasive principle
(i.e., AFVL, AFPR, AFWS, AFTH, AFCE, and AFRL), we observed interesting
agreement variations on the previously identified relations depending on the topic
in which each argumentation scheme was instanced. Table 8.2 condenses our find-
ings regarding the impact of the content on the perceived persuasive principles in
our study. The percentages of the non-related argumentation schemes have not
been included in the table since there is not a unique principle monopolising the
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participants’ perceived relation between argumentation schemes and persuasive
principles. Topics T2 and T4 present the weaker agreement scores on the partici-
pants’ perception of relations compared to topics T1, and T3 which has the most
solid Ky,.. agreement (K ... moderate and strong agreements are highlighted in
bold). Furthermore, if we look at the stance, it is possible to observe two differ-
ent situations. First, there is the case where the percentages of the participants’
selections are balanced regardless of the stance. For example, in our first topic
T1, AFEO were related to the Cialdini’s principle of Authority a 96% of the times
for the arguments in favour, and a 90% of the times for the arguments against.
Similarly, in our second topic T2, the agreement for AFPP related with the Social
Proof principle experienced a significant decrease, but the percentages between
both stances were still balanced with a 66% for the in favour argument version and
a 55% for the against version of the argument. In these situations, it is not possi-
ble to conclude that the stance is having any relevant impact on the perception of
persuasive principles, but we can infer that the content of the argument regarding
each topic is the main cause of these variations. Second, there is the case where
the variations of the Ky,.. agreement score within a specific topic is associated
with a huge drop in a unique stance of the argument instance. For instance, in our
fourth topic T4, it is possible to observe a decrease of the agreement on the rela-
tion between AFPP and the Social Proof principle, perceived only by a 31% of the
participants for the argument in favour, but by the 73% of the participants for its
version against. Likewise, in the T2 topic, the perceived relation between AFCM
and the persuasive principle of Commitment shows an important decrease of the
K ,cc agreement, where only a 34% of the participants selected this principle for
the argument in favour. These situations represent a strong evidence of the influ-
ence of the stance on the human perception of persuasive properties of arguments.
Therefore, from the analysis of the results of our study, it can be concluded that
both the topic and the stance of argumentation schemes, instanced into a natural
language argument may have a significant influence on the human perception of
the persuasive principles related to them.
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Table 8.2: Relationship between arguments and principles of persuasion disaggre-
gated by topics and stances. For each stance, the selection percentages of partic-
ipants for each related principle are depicted. For each topic, the Free-Marginal
Multirater Kappa (K ,..) 1s indicated independently.

Argumentation T1 T2 T3 T4 Cialdini’s
Scheme TI-F TI-A Kpee T2-F T2-A Kype T3-F T3-A Kjppee T4-F T4-A Kjppee Principle
AFPO 79.0 59.0 0.419 87.0 81.0 0.664 78.0 68.0 0478 80.0 68.0 0.491  Social Proof
AFPP 76.0 700 0474 66.0 550 0.300 86.0 82.0 0.662 31.0 73.0 0.340  Social Proof
AFPK 68.0 51.0 0.294 86.0 830 0.672 78.0 81.0 0.596 91.0 84.0 0.731 Authority
AFEO 96.0 90.0 0844 950 640 0.621 950 950 088 750 96.0 0.725 Authority
AFCM 53.0 810 0417 340 710 0256 78.0 84.0 0.611 780 86.0 0.625  Commitment
AFVL - - 0231 - - 0.057 - - 0252 - - 0.062
AFPR - - 0.047 - - 0.041 - - 0.193 - - 0.067
AFWS - - 0.120 - - 0.104 - - 0115 - - 0.109
AFSC 83.0 830 0.642 71.0 78.0 0.495 850 950 0.721 47.0 68.0 0.281  Commitment
AFTH - - 0071 - - 0.140 - - 0.159 - - 0.153
AFCE - - 0216 - - 0070 - - 0.130 - - 0.049
AFRL - - 0363 - - 0.085 - - 0.196 - - 0124

The Impact of the Gender and Age on the Perceived Principles
of Persuasion

Human intrinsic characteristics, such as gender or age, can also have an influence
on the understanding, perception, and the ability to relate argumentation schemes
and principles of persuasion. To study the effect of these intrinsic factors on the
selection of the principles of persuasion, we performed a comparative statistical
analysis using the chi-squared test.

The Impact of the Gender

For gender, we proceed from the experiment sample with a gender distribution of
44 women and 56 men and we analyzed the dependence of the gender variable,
with two options (i.e., female and male), and the principle of persuasion variable
with seven possible options (i.e., the six principles of persuasion and the option
“other”). Considering these two variables, we defined the null hypothesis (hg) as
“gender and principle of persuasion variables are independent” and the alterna-
tive hypothesis (h1) as “gender and principle of persuasion have some degree of
dependence”.
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Table 8.3: Results for the Chi-Squared test for the variables principle of persua-
sion, gender, and sex. And the K., values for the age and gender clusters. The
theoretical value for the gender ? test with a level of risk of 5% and six degrees
of freedom was x§ o5 ¢ = 12.592. For the age x* test, the theoretical value with a
level of risk of 5% and eighteen degrees of freedom was X%.05718 = 28.869.

Chi-Squared Test Koo Test
Argumentation Gender Age Gender Age Cialdini’s

Scheme x?value p-value  y?value p-value Female Male Cl Cc2 c3 Cc4 Principle
AFPO 15532 0.016 23.098  0.187 0.571 0.468  0.482 0.545 0.506 0.510 Social Proof
AFPP 17.734  0.007 45.774  0.000 0.513 0.395 0.452 0.474 0.468 0.405 Social Proof
AFPK 11.205  0.082 22936  0.193 0.585 0.562 0.544 0.621 0.576 0.552  Authority
AFEO 10.711  0.098 30.066  0.037 0.816 0.732  0.756 0.847 0.741 0.752  Authority
AFCM 8.724  0.190 58.289  0.000 0.550 0.422  0.480 0.503 0.491 0.431 Commitement
AFVL 4563  0.601 33.042 0.016 0.146 0.155 0.190 0.126 0.098 0.186 -
AFPR 4.12  0.660 35.674  0.008 0.107 0.067 0.099 0.090 0.086 0.076

AFWS 19.546  0.003 32.832  0.017 0.135 0.105 0.134 0.105 0.083 0.135 -
AFSC 22.243  0.001 36.556  0.006 0.625 0.467 0.450 0.603 0.536 0.547 Commitement
AFTH 14.162  0.028 42.115  0.001 0.114 0.143  0.156 0.096 0.137 0.139

AFCE 5.05 0.537 25.773  0.105 0.110 0.121  0.149 0.081 0.136 0.101

AFRL 20.609  0.002 24484  0.140 0.182 0.201  0.193 0.191 0.187 0.188

Table 8.3 shows the results of the performed chi-squared test (significant re-
sults highlighted in bold i.e., p < 0.05). The theoretical value with a level of risk
of 5% and the 6 degrees of freedom (i.e., seven possible answers and two possible
genders) for gender and principle of persuasion was X%,O5,6 = 12.592. Therefore,
concerning the research question RQ4, with a confidence level of 95% we re-
jected the null hypothesis hy, i.e. there seems to be a certain degree of dependence
on gender in the selection of the persuasion principle, in argumentation schemes:
AFPO, AFPP, AFWS, AFSC, AFTH, and AFRL. For the rest of the argumentation
schemes, the null hypothesis iy cannot be rejected. Therefore, for those arguments
we considered that there is no dependence on gender when selecting the principle
of persuasion.

The differences between both genders could also be appreciated in the Ky,
agreement (moderate and strong agreements highlighted in bold in Table 8.3). For
example, for AFPO, the Ky,.. agreement for the female gender group was 0.513
(greater than 0.4) while for the male gender group it was 0.395 (less than 0.4).
In addition, it appears that Ky... agreement was generally higher in the female
group than in the male group. Despite these existing differences in the selection
of persuasion principles according to gender for some argumentation schemes, in
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both groups the predominant persuasion principles selected for each argumenta-
tion scheme was the same for those argumentation schemes in which the Ky,
agreement was greater than 0.4 (see Table 8.1).

The Impact of the Age

As described in Section 8.4, the distribution of quartiles for the age variable was:
quartile Q1 = 22.75, quartile Q2 = 26.00, and quartile Q3 = 38.25. According to
the distribution of these quartiles, we classified the participants into four balanced
clusters. We performed a chi-squared test considering the variables age (separated
into the four clusters) and persuasion principle. Similarly to the previous case, we
set the null hypothesis (hy) as “age and principle of persuasion variables are in-
dependent” and the alternative hypothesis (h1) as “age and principle of persuasion
have some degree of dependence”.

For this chi-squared test, the theoretical value with a level of risk of 5% and
the 18 degrees of freedom (i.e., seven possible answers and four age clusters) was
X(Q).Omg = 28.869. Thus, regarding the research question RQ4, with a confidence
level of 95% we can reject the null hypothesis hy, i.e. there seems to be a certain
degree of dependence on age in the selection of the persuasion principle, in argu-
mentation schemes (see Table 8.3): AFPP, AFEO, AFCM, AFVL, AFPR, AFWS,
AFSC, and AFTH. For the remaining four, we cannot reject the null hypothesis Aj.
Therefore, those argumentation schemes did not appear to be age-dependence in
selecting the principle of persuasion.

As in the case of gender, in all four age groups, the predominant persuasion
principle chosen for each argumentation scheme was the same for those argumen-
tation schemes in which the Ky,.. agreement was greater than 0.4 in Table8.1. In
this case, the differences in Ky,.. agreement value were not as evident as in the
case of gender. Although, we found that the cluster with the highest level of agree-
ment was the C2 cluster and the lowest agreement was in cluster C4, probably
because of the dispersion of age in cluster C4 (i.e., 6.05) was higher than for the
other clusters.
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An Analysis of the Non-Related Argumentation Schemes

Finally, we analyse the six argumentation schemes that have not reached a reason-
able agreement (i.e., 0.4 < Ky,..) among our participants on the perceived persua-
sive principle. For that purpose, we will look at the central columns of Table 8.1,
which depict the percentage of the selection of the persuasive principles related
to each argumentation scheme in our study. From the set of six argumentation
schemes that are not related to a specific principle of persuasion by their under-
lying logic, we have identified two ruling patterns. Three of these argumentation
schemes have a dominant Cialdini’s principle of persuasion associated with them,
even though no agreement has been observed: in a 43.5% of the selections of our
participants the Commitment principle was associated to the AFVL; AFTH have
been related to the Reciprocity principle in a 32.6% of the cases; and a 44.1% of
the study responses imply an association of the AFRL with the Authority principle.
On the other hand, the remaining three argumentation schemes are not dominated
by any specific principle of persuasion: AFPR and AFCE have been related to the
principles of Reciprocity, Commitment and Liking in the 15-21% of the cases; and
AFWS were associated with the Reciprocity, Commitment, and Scarcity principles
in the 21-23% of the cases.

Two major conclusions can be drawn from this last section of the analysis of
the results. Some argumentation schemes (e.g., AFVL, AFTH, and AFRL) present
weak relations with a Cialdini’s principle, but the weight of their underlying logic
on these relations is not enough compared to other influences such as the content
of the natural language argument instances. Other argumentation schemes (e.g.,
AFPR, AFCE, and AFWS) might not be related to any principle of persuasion by
their underlying logic. In these cases, the weight of the persuasiveness of an argu-
ment relies almost completely on external elements such as their natural language
content or stance.

8.6 Discussion

At the beginning of this work, we emphasised the importance of having a solid
knowledge of the persuasive properties of arguments for designing and imple-
menting new approaches on argument-based human-computer interaction. This
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knowledge makes possible to improve the interactions made by computer systems
by being more natural, effective, and user-friendly. However, one of the main lim-
itations identified along the reviewed research on argument persuasiveness is the
lack of easy-to-generalise results, and a strong focus on quantitative approaches
that are usually constrained by the application domain. Aimed at making a con-
tribution to these identified limitations, we carried out a qualitative analysis of the
persuasive properties of argumentation schemes. This way, we research into how
are arguments trying to persuade human users rather than quantifying their abstract
persuasive power. For that purpose, we raised four different research questions
that have been answered throughout this paper. First, we identified the existing re-
lations between twelve different argumentation schemes and the six principles of
human persuasion (RQ1), Table 8.4 summarises this findings. We also carried out
an analysis of how did the content of the argumentation scheme (i.e., how the rea-
soning pattern is instanced with natural language text) influence the perceived per-
suasive strategy (RQ2 and RQ3). Thus, we found out that the perceived persuasive
properties of arguments are quite sensitive to these aspects, and that the process of
Instancing reasoning patterns with natural language text is a delicate process that
must be done correctly in order to keep its properties. Finally, in this work we also
analysed how did intrinsic human features (i.e., the gender and the age) influence
the perceived persuasive principles of arguments (RQ4). Even though we were
able to discover that a certain degree of dependence could exist between these
features and the human perception of some of the argumentation schemes, there
were no significant variations on the principles of persuasion related to these ar-
gumentation schemes. However, persuasion is a hard to understand concept, that
1s not universal, and that may suffer variations from one human user to another.
Several features can influence the perceived persuasion of arguments such as the
age, the personality, the emotions, or the social context among others. Previous
research has explored the impact of features such as the personality, the gender, or
the age in message susceptibility [263, 92]. From the results of these studies it is
possible to understand which principle of persuasion is more or less effective for
different user models composed of the previously mentioned features. These user
models can be easily represented by computational argumentation systems (e.g.,
[324]) that can bring into consideration these findings together with the results of
this work to define better strategies and improve their persuasive capabilities.
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Table 8.4: Argumentation schemes’ principles of persuasion. Cialdini’s principles
with an asterisk (*) indicate weak findings that might be highly influenced by the
natural language instance (i.e., topic and/or stance) of the argumentation scheme.

Argumentation Scheme Cialdini’s Principle of Persuasion

AFPK, AFEO Authority
AFCM, AFSC Commitment
AFPO, AFPP Social Proof
AFVL Commitment*
AFTH Reciprocity*
AFRL Authority-Commitment™
AFPR, AFWS, AFCE None

Previous research in computational persuasion with Cialdini’s principles-based
messages enable the investigation of a new dimension to the results presented in
this work. For instance, in work [367], the authors point out that humans found
the Authority principle the most persuasive, and the Liking principle the least in
the healthy eating domain. A different study states that the Commitment princi-
ple is also strong in this domain [261]. Furthermore, research on argumentation
schemes’ persuasive power for teenagers in the privacy domain [323] pointed out
that AFCQ and AFEO were the most persuasive, while AFPP and AFPO the least
persuasive. As we can observe, some of these findings coincide, and make possible
to draw stronger conclusions. The aggregation of the findings in previous research
with the new results presented in this work make possible to tailor computational
argumentation systems to have a better engage in human interaction. For example,
with the knowledge of that Authority and Commitment principles performed well
in the health domain, it would be interesting to design a system able to interact
with human users through AFPK or AFSC. Thus, all these research and empirical
results may lead to new formalisations of argument-based computational models
for human persuasion.

— 207 —



8.7. CONCLUSION

8.7 Conclusion

In this paper, we present a novel qualitative analysis of the persuasive properties
of twelve different argumentation schemes commonly used in human reasoning
for its use in computational argumentation models. Throughout the observed re-
sults of our study, it has been possible to identify six different relations between
arguments’ underlying logic and Cialdini’s principles of persuasion. Furthermore,
instead of presenting specific domain-based results, the way our study and analysis
1s defined allows us to generalise our findings to any domain, topic or context. This
1s possible thanks to the qualitative nature of our research, which does not tell us
which argument is more or less persuasive, but how does each reasoning pattern
try to persuade in interactions with human users. We also explored how did pa-
rameters such as the age, the gender of our participants, the topic, and the stance
of the considered arguments can influence the way humans perceive persuasive
arguments. All these observations can be of utmost importance for the definition
of new argument-based human-computer interactive systems, where humans need
to be persuaded (e.g., decision support systems, intelligent assistants, etc.). How-
ever, it remains future work to formally integrate the findings of this study into a
computational model of argumentation. It will also be an interesting future line
of research to deeply explore further human dimensions that may influence the
perceived persuasion of arguments such as the mental state, the emotions, or the
personality.
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Abstract

Complex decision-making problems such as the privacy policy selection when sharing
content in online social networks can significantly benefit from artificial intelligence
systems. With the use of Computational Argumentation, it is possible to persuade hu-
man users to modify their initial decisions to avoid potential privacy threats and vi-
olations. In this paper, we present a study performed over 186 teenage users aimed
at analysing their behaviour when we try to persuade them to modify the publication
of sensitive content in Online Social Networks (OSN) with different arguments. The
results of the study revealed that the personality traits and the social interaction data
(e.g., number of comments, friends, and likes) of our participants were significantly cor-
related with the persuasive power of the arguments. Therefore, these sets of features
can be used to model OSN users, and to estimate the persuasive power of different
arguments when used in human-computer interactions. The findings presented in this
paper are helpful for personalising decision support systems aimed at educating and
preventing privacy violations in OSNs using arguments.
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9.1 Introduction

Deciding which privacy policy is the best when making a publication in an Online
Social Network (OSN) is not an easy task for human users because it requires to
take multiple factors into account (i.e., the potential receivers, the information to be
shared, the users’ preferences, etc.). In many situations, the information regarding
those factors can be incomplete or unknown, as the reachability of the publica-
tion or other users’ preferences. Another relevant feature that characterises online
communication is that, once the content is published online, it can be downloaded
and stored by anyone with access to it. Therefore, it is important to make sure
that the content published does not cause any future privacy issues. Additionally,
if more than one user appears in the publication, it is even easier to violate any
privacy preference of the rest of the users involved, leading to privacy conflicts
between users. The multi-party privacy conflicts [358] are a common type of pri-
vacy threats happening in OSNs. This problem combined with the great increase
of users in OSNs, mostly teenagers who are initiating in their usage and have lim-
ited abilities for self-regulation and complex decision-making [294], has raised the
interest of privacy management assistance research.

A natural way to approach the existing privacy management problem in OSNs
1s with the use of Computational Argumentation [320]. Computational Argumen-
tation research investigates how the human argumentative reasoning process can
be approached from a computational viewpoint. Using Computational Argumen-
tation techniques, it is possible to establish an argument-based human-computer
interaction. This approach can be seen as a direct improvement of recommen-
dation technologies [87] since added to the recommendation, a justification (i.e.,
an argument) is also provided to the user. An effective way to avoid and reduce
the number of potential privacy threats (i.e., disclosure of sensitive information)
1s to persuade the author to adapt the initial privacy configuration since it may
be harmful to him/her or any of the other users involved. The best way to per-
suade the author is by making him/her understand the reasons why the privacy
threat is happening with the use of arguments. Using different messages and warn-
ings make possible to persuade OSN users to modify their initial decisions [10].
However, the perceived persuasive power of these messages may vary from one
message to another [367] or even from different representations or structures of
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these messages [369]. In the OSN privacy domain, these persuasive messages
may approach different privacy aspects. Based on the previous definition given in
[324], up to four different types of argument might be considered depending on
the source from which they can be supported: Privacy, Content, Risk, and Trust.
Furthermore, arguments can be represented and structured according to different
reasoning patterns. Argumentation schemes group the most common patterns of
human reasoning [398].

In this paper, we study the persuasive power of different argumentation schemes
and argument types when used to educate teenagers on privacy management in an
OSN environment. In our study, we consider two different user models that help
us to encode human behavioural data into a computational system: the personal-
ity and the social interaction data. Previous work such as [406] show how users’
personality can be a key factor when directly interacting with them. Therefore, we
have investigated any potential existing correlations between personality traits and
arguments. Additionally, since obtaining those traits may not be possible in some
social network environments and behaviour is usually influenced by personality
[153, 47], a study of the correlation between the most common social interaction
features with the persuasive power of arguments has also been performed. There-
fore, the main contributions presented in this work are the following:

* Quantify and measure the persuasive power of arguments used as a privacy
threat prevention mechanism.

» Analyse the existing significant correlations between the persuasive power
of arguments and the Big Five personality traits.

* Analyse the existing significant correlations between the persuasive power
of arguments and thirteen different social interaction features.

All these key findings are contextualised in the OSN educational domain with
teenager participants. This is one of the most important target populations when
working on this domain since they are very active and easy to convince to share
their personal information.

The rest of the paper is structured as follows. Section 9.2 reviews the most
relevant work regarding privacy management and argumentation in the OSNs do-
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main. Section 9.3 introduces the background of our research, proposes the research
questions, and presents the design of the study carried out in this work. Section
9.4 describes the observed results and analyses their implications and interpreta-
tion. Finally, Section 9.5 summarises the most important conclusions reached at
the end of this paper and the future research directions.

9.2 Related Work

Multiple approaches have been considered in the literature regarding the problem
of finding optimal privacy policies in OSNs aimed at avoiding potential privacy
violations [13]. A collaborative privacy preserving tool proposed in [331]. This
system allows to provide recommendations to users that do not endanger their
privacy. In [19] the authors propose an algorithm for predicting and preventing
privacy violations in OSNs. This system detects a potential privacy violation and
warns the involved users to prevent further damage to the parties involved. A dif-
ferent approach to the privacy problem was recently introduced in [389], where
the authors propose an algorithm that combines user features such as the age or
gender with the trust between users to determine the risk of sharing a publication
in an OSN. Another collaborative approach to provide privacy recommendations
to users is proposed in [349]. The authors propose CoPE, a collaborative privacy
management system where each user can decide a specific privacy configuration
for each publication. The system decides the best policy considering the most
voted configuration. Finally, some of the existing automated privacy management
systems that rely on an internal negotiation process. For example, PriArg [195]is a
multi-agent algorithm which has an underlying negotiation protocol to compute the
best privacy configuration for a specific situation. In PriArg, the negotiation is ap-
proached with argumentation. The agents represent real social network users that
have an ontology with information from the network, the relationships between
users and the content being published. Considering all these data, each agent can
generate arguments to achieve a deal trying to satisfy the user privacy preferences.
Images were also brought into consideration in [200], where an autonomous agent
uses the tags and image features to prevent privacy violations in OSNs. There are
some common weak points in all these privacy management systems. All of them
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are focused on privacy conflicts where multiple users are involved in the same
publication. But the case of a user choosing a dangerous configuration for itself
is not considered. There is also an important limitation if we seek to provide the
user with an explanation of why the configuration should be changed. None of the
analysed privacy management tools gives the user a reasoned explanation nor tries
to persuade him/her. A recent explainable approach was proposed in [249, 250],
but it was focused exclusively on collective privacy violations.

When trying to reach an agreement, explaining our viewpoint, or trying to con-
vince another person, it is very common to make use of arguments. An argument is
defined as a set of propositions that can support the veracity of the main statement
(the conclusion). Thus, with arguments, it is possible to provide a set of coherent
reasons supporting some specific idea. Therefore, the use of Computational Argu-
mentation can be seen as the natural way to approach a decision-making problem
in which a human user must be persuaded. In [164], it is possible to observe the
relevance of analysing the persuasive power of arguments and user preferences,
when developing decision making assistance Al systems. Several works using ar-
gumentation in the OSNs domain can be identified in the literature. As described
in [360], argumentation in OSNs can be very useful, such as enhancing dialogues
or helping to structure user opinions. It is also possible to use Computational Argu-
mentation techniques to model the dialogue between different users sharing their
preferences in an OSN, and to persuade students to use specific learning objects
in an educational environment [168]. Therefore, as [142] proposes, argumenta-
tion seems the most coherent way to approach a persuasion problem framed in an
educational context in OSNs. In [195], an argumentation protocol to define the
best privacy policy when a multi-party privacy dispute is triggered is proposed.
However, not many works in which all the topics of our research converge (i.e.,
privacy management, Computational Argumentation, and human user persuasion)
have been identified. In addition to the main flaws identified before, the existing
related work in argumentation in social networks is mainly focused on studying
the multi-party privacy conflicts too [195, 250]. As described in [402], it is very
common to find users regretting their own publications in OSNs. Since we are
focused on an educational domain, we need a system that considers not only pri-
vacy disputes between different users involved in the same publication but also
potential self-privacy violations. When defining an argument, several parameters
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should be considered (e.g., the content, the reasoning pattern, the language, etc.)
to maximise its persuasive power. The reasoning pattern of an argument is defined
by the underlying logic of its elements. Argumentation schemes were conceived
as common patterns on human reasoning. In [398], up to sixty generally accepted
argumentation schemes that can be found in common dialogues have been identi-
fied. Therefore, the use of argumentation schemes is a convenient way to define
the reasoning patterns of the arguments of our study.

Finally, persuasion plays a major role on the effectiveness of arguments when
used in a dialogue. Different users may perceive arguments differently, so it is very
important to be able to understand, and to adapt our arguments to each user if we
want an effective human-computer interaction. In [365], an argumentative system
to make users change their behaviour in the healthy eating domain is proposed. The
persuasiveness evaluation of the semi-automatic generated arguments is described
in [369]. Furthermore, a study of the impact of personality, age, and gender on
message type susceptibility [92] has also been done. Considering these works
altogether, it is possible to infer relations between elements like personality and
effectiveness of argumentation schemes. Finally, in [329], the authors explore the
persuasive principles underlying some of the most common patterns of human
argumentative reasoning (i.e., argumentation schemes). However, to the best of
our knowledge, no one has directly analysed the persuasive power of arguments on

teenagers, but behaviour may differ substantially between a teenager and an adult
in the OSNs domain [88].

Therefore, with this paper, we put together these three research topics and
present new results which will are helpful to push forward all the identified lim-
itations on these topics: (i) with our arguments, we consider both self-disclosure
and multi-party privacy conflicts; (i1) we approach the privacy management assis-
tance problem from a more explainable and educational perspective; and (iii) we
study teenager persuasion with arguments in OSNs, which has not been analysed
in the literature yet. Our study results provide a new perspective on human (i.e.,
teenager) persuasion in the privacy management domain. We propose different,
but related, user models based on two human aspects which we use to analyse the
persuasive power of arguments: the personality and the social interactions. This
way, it is possible to optimise the chosen argument by the privacy management
assistance system for each specific user.
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9.3 Study Design

Background

Aimed at preventing privacy conflicts and minimising the number of privacy vio-

lations, an Argumentation Framework for Online Social Networks was proposed
in [324]. It is defined as a tuple (A, R, P, 7,,) where:

» Aisaset of n arguments [y, ..., a]
e R is the attack relation on A such as AxA — R

» P isthe list of e profiles involved in an argumentation process (i.e., a privacy
dispute) [p1, ..., De]

* 7,is afunction A x P — [0, ..., 1] that determines the score of an argument
« for a given profile p

A complete definition of all the parameters that define the Argumentation
Framework for Online Social Networks is presented in [324]. As a solid moti-
vation for the research conducted in this paper, it is important to mention that this
framework models each user by their personality and their OSN usage statistics,
which are the features that we analyse in this work. The personality of each user
is represented with a 5-dimension vector modelled with the Big Five personality
traits [317]. These traits are Openness, Conscientiousness, Extraversion, Agree-
ableness, and Neuroticism, that represent the five most significant aspects of hu-
man personality. The process of generating arguments is thoroughly explained in
[322] and starts when a potential privacy violation is detected when publishing
content in the social network. Then, the set of relevant information is gathered and
retrieved from the OSN. Once all the arguments are generated, the system deter-
mines the set of acceptable arguments based on the score function 7,. Finally, the
system translates the arguments in their computational shape into human readable
text with the use of templates. The final step is the human-computer interaction.
To interact with a human user, the argumentation system has the available the set
of acceptable arguments. However, the system needs to know which argument is
more effective during the interaction process. The present work attempts to shed
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light on the persuasive power of argument types and argumentation schemes, to be
able to define better dialogue strategies prioritising the most persuasive arguments.

Research Questions

The previously defined theoretical framework was proposed to be integrated into
PESEDIA, an educational social network [12]. However, deciding the dialogue
strategies when interacting with human users is still a challenge. Therefore, we
carry out this study to answer the following research questions that arise when
designing this interaction:

RQ1. Which reasoning pattern (i.e., argumentation scheme) is more persuasive
for teenage OSN users?

RQ2. Which topic (i.e., argument type) is more persuasive for teenage OSN
users?

RQ3. How does the personality traits of teenage users influence the persuasive
power of arguments?

RQ4. How does the online social interaction behaviour of teenage users influ-
ence the persuasive power of arguments?

If it is possible to find any behavioural pattern regarding these questions, the
arguments could be generated by the argumentation system following different
strategies for each user depending on their personality traits or their social interac-
tion behaviour.

Measures and Instruments

To answer the proposed research questions, we designed the following study based
on three questionnaires and the social network usage. Questionnaires were used
to retrieve the personality traits of the participants (Big Five personality test), the
persuasive power of argumentation schemes (Questionnaire A), and the persuasive
power of types of arguments (Questionnaire B). Participants also used the social
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network PESEDIA [12] during one month from where we collected the online so-
cial interaction data. PESEDIA is an educational OSN aimed at teaching its users
the basic privacy competences in social networks. This social network provides a
free environment like other OSNs (e.g., Facebook, Instagram, etc.). The chosen
way to teach users is by gamification, with scores and a global ranking to reward
the most active and participatory users. It is possible then, to nudge the users to do
activities and participate in debates without forcing them [10]. To find answers to
the research questions proposed, this study has been carried out in PESEDIA with
teenage participants ranged from 12-15 years old. The study lasted one month,
with the social network active and accessible 24/7 for participants. An ethics and
law committee from the Universitat Politecnica de Valencia reviewed and approved
the study performed. Specifically, they reviewed that the social network PESEDIA
met the GDPR laws about users’ privacy protection and management of their data.

Therefore, we measured their personality and online social interactions to
model the participants of our study. A Big Five personality traits test aimed
at measuring the personality traits (Openness, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism) of children and teenagers [223] has been used.
Furthermore, we have also divided the participants into clusters based on their
personality traits. Four major clusters have been recently identified in the litera-
ture: Average, Self-centered, Reserved, and Role model [149]. This clustering is
proposed as a way to group samples with similar social perceptions and with sim-
ilar expected behaviour. Our hypothesis to use these clusters in our study is that
among similar characterised participants, it can be possible to observe stronger
behavioural patterns, reducing the noise and leading to more solid findings. Thus,
we have split our samples into four different personality-based groups to observe if
those same clusters could be found in our population and if any behavioural pattern
towards argument persuasion could be detected in each specific cluster. We ran the
K-Means algorithm until its convergence to generate the mentioned clusters.

In some situations, it may not be possible to retrieve users’ personality traits.
Therefore, in our study, we have also considered the data from their social interac-
tion behaviour in PESEDIA. Thirteen different features representing participants’
social interaction in the OSN have been used in our study to model PESEDIA users
as an alternative to their personality: number of friends (#friends), number of sta-
tus updates (#status upd), number of likes (#likes), number of shares (#shares),
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number of comments (#comments), number of private posts (#ppprivate), num-
ber of public posts (#pppublic), number of posts shared with friends (#ppfriends),
number of posts shared with collections of friends (#ppcollections), number of up-
loaded photos (#photos), number of posts deleted (#deletes), the average length of
text posts (avg textsize), and the time spent on the network (time spent). Previ-
ous work identified in the literature pointed out that these features could be closely
related to user personality [153, 2, 175, 47]. Therefore, these features represent an
alternative dimension to personality from which it is possible to model OSN users.

Finally, the persuasive power of arguments (for schemes and types) has been
computed as the number of times an argument beats others. Our metric is based
on [117] work. Therefore, we define the persuasive power for an argument «; as
follows,

> _jec bij

O ) =B (oD

where b;; refers to the number of times the argument «; beats another argument
a; (1,5 € C, 1 # j). An argument «; beats another argument «; if it is considered
more persuasive by our participants in the questionnaires. In our study, the classes
(' are represented as argumentation schemes and types of arguments. Regarding
the parameters | P| and |C'|, they represent the number of participants and the num-
ber of options inside a class and they are used to compute the maximum number of
times an argument class can beat each other. The result is a 0-1 normalised value.
We have used questionnaires to measure the persuasive power of arguments, dif-
ferent ones for schemes and types. There, participants were faced with the same
situation (Figure 9.1): they are going to make a publication in the network and they
are told not to do it. The way of persuading the participant not to make the publi-
cation is with the use of arguments, so they had to rank these arguments, from the
most persuasive argument (1) to the least persuasive one (|C|). Next, we describe
how these questionnaires have been designed.

Questionnaire A (Schemes)

This questionnaire has been designed to capture the persuasive power of different
argumentation schemes on a user (RQ1). We decided to consider the following five
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Imagine: You are going to upload a post like the one below to your social networks
with a public privacy policy

Please read carefully the following arguments that try to persuade you to not perform
such an action and rank them from most persuasive (1) to least persuasive (|C|)

ARGUMENTS RANK VALUES

Figure 9.1: Template of the persuasive power questionnaires.

schemes in our study: Argument from Consequences (AFCQ), Argument from Pop-
ular Practice (AFPP), Argument from Popular Opinion (AFPO), Argument from
Expert Opinion (AFEQO), and Argument from Witness Testimony (AFWT). With
these schemes, it is possible to capture users behaviour when facing some of the
most common reasoning patterns [400] used in social network privacy-related per-
suasive dialogues. Furthermore, we are able to analyse how practical reasoning and
different source-based arguments are able to persuade teenager OSN users. By us-
ing these schemes, our goal was to see if teenagers were more concerned about
recommendations based on the consequences of their actions, an expert opinion,
similar user experiences, popular behaviours, or previously affected users.
Arguments from Consequences show the participant the consequences of do-
ing some specific action, sharing some content in our case. With this scheme, we
can measure the importance each participant gives to the effect of their actions
in the social network. Arguments from Popular Practice try to persuade evidenc-
ing that there is a common popular practice among other similar people regarding
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some specific topic. In this case, with AFPP we can observe the importance that
participants give to an argument based on their friends’ activity. Similarly, Argu-
ments from Popular Opinion try to persuade with the use of a generally accepted
opinion. Therefore, AFPO allows us to observe participants preferences towards
the generally accepted opinion regarding their privacy. Arguments from Expert
Opinion base their reasoning pattern on some expert opinion regarding a specific
topic. These argumentation schemes make it possible to observe users reliance
in a privacy domain expert. Finally, Arguments from Witness Testimony make the
reasoning taking into account the experience of a person in the same knowledge
position. With this scheme, it is possible to measure the trust that our participants
give to someone with their similar expertise level in privacy management.

In this first questionnaire, the arguments that represent these five argumentation
schemes in the OSN domain and that participants ranked by their perceived per-
suasive power are the following (You should not make this publication because...):

e Making the publication could have bad consequences for your privacy
(AFCQ)

Most of your friends would not publish this content (AFPP)

Everyone knows that publishing this is a mistake (AFPO)

The monitors are experts in social networks and they believe that making
publications of this type could be dangerous (AFEO)

A user of the PESEDIA network who has made similar publications considers
that it can be dangerous (AFWT)

Questionnaire B (Types)

This questionnaire has been created to observe the persuasive power on our par-
ticipants of the four different types of arguments considered by the argumentation
framework (RQ2). These types are: Privacy, Trust, Risk, and Content arguments.
Privacy arguments are generated regarding each user privacy preferences towards
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the audience of his/her publications (i.e., private, friends, public, or friends col-
lection). Therefore, Privacy arguments will try to persuade the participants con-
sidering their privacy preferences and configuration. 7Trust arguments are the ones
generated taking friendships between users into account. This type of arguments
will try to persuade the participant making him/her understand that other persons
may be harmed if the content gets published. Risk arguments consider the publica-
tion reachability in the network, computed as explained in [11, 14]. Then, a Risk
argument is generated if the scope of the publication exceeds the user expected au-
dience. Finally, Content arguments are generated regarding the own content of the
publication. Six different types of content (i.e., location, medical, alcohol/drugs,
personal information, family/association, offensive) [72] are considered by our ar-
gumentation system. In this case, the degree of participants’ persuasion may vary
with the type of content included in the publication due to its sensitivity [340].
The arguments that participants ranked by their perceived persuasive power in this
questionnaire and represent the four argument types are the following: (You should
not make this publication because...)

e you have chosen public privacy settings. (Privacy)

e some of the people who appear might get upset. (Trust)

e it could be read by strangers. (Risk)

o you are revealing your location. (Content: Location)

o you are giving out personal medical information. (Content: Medical)

o others may think you consume alcohol/drugs. (Content: Alcohol/Drugs)

o you are revealing personal data about yourself. (Content: Pers. Information)
o you are revealing a friend’s personal information. (Content: Fam./Assoc.)

o you might offend some other user. (Content: Offensive)

where items represented as (o) refers to Privacy, Trust, and Risk types of ar-
guments and items represented as (o) refers to the different contents (Location,
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Medical, Alcohol/Drugs, Personal Information, Family/Association, and Offen-
sive) of Content-type arguments. This questionnaire was done by participants as
many times as different contents of Content-type of arguments are in order to avoid
biases on users’ perception of information sensitivity [340].

Procedure

The study was carried out on the PESEDIA social network where teenage users used
it during one month. To prevent interferences, we included a registry controller
(using a secret token) to avoid undesired registrations that could affect the security
of the participants and the study. The questionnaires described above to measure
participants’ features were integrated in the own social network and they were
progressively enabled in the on-site sessions. They were not required to complete
them at any specific moment, but participants were motivated through gamification
techniques. During the whole period of the study, the participants had fully access
to the PESEDIA social network to share their experiences and feelings.

We organised three on-site sessions of 90 min in equipped labs at the university
to use as control points of the study. These three on-site sessions were distributed
at three points in time: session 1, at the beginning of the one-month period; ses-
sion 2, in the middle; and session 3, at the end. The aim of these sessions was to
clarify any doubts that might arise among the participants about the functionality
and features of the social network. Each session started with a brief explanation of
the potential activities that they could do related to testing and understanding func-
tionalities of the social network, and then participants had time to interact using
the social network. In the first session, we introduced PESEDIA to the participants
and they signed up on the social network. Then, they had to complete basic activi-
ties that focused on customising their user profiles, setting up their general setting
options, and building their friendship relations. Before finishing the first session,
the personality test was made available for the participants to complete it. In the
second session, we requested participants to complete the questionnaires about per-
suasive power (Questionnaires A and B). In Questionnaire A, participants ranked
the five argumentation schemes in a decreasing persuasive ordering. In Question-
naire B, participants faced six different instances of the questionnaire considering
one specific content category at a time. They ranked the four argument types in a
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decreasing persuasive ordering in each instance of the questionnaire. Arguments
were displayed in a different order in each round to avoid the order effects. Fi-
nally, in the third (and last) session, we presented the participants with a summary
regarding their behaviours and answers to the questionnaires to conclude the study.

Participants

A total of 218 teenagers participated in the study. From this total population, 215
participants completed the personality test and 212 completed both questionnaires
A and B. We excluded the participants who did not complete all of the control ses-
sions and the proposed questionnaires (29 participants) as well as the participants
who decided not to participate (3 participants did not log into Pesedia). Finally,
186 participants completed the study' (103 males, 83 females, M, .= 13.15, range:
12-15 years old). We included the participants in the experiment taking into ac-
count their age in order to have a sample of the teenage population (participants
older than 12 years old). All of the selected participants were attending high school
in different school centres of the Valencia area at the time of the experiment. In
our study, we modelled our participants considering two different dimensions: the
personality and the social interaction behaviour in the OSN. Furthermore, we in-
vestigated if stronger behavioural patterns could be identified when grouping our
population by gender (i.e., male/female) and by personality clusters (i.e., Average,
Self-centered, Reserved, and Role model).

The first modelling dimension considered in this research is the personality. We
used the Big Five personality traits to represent the personality of our participants.
From these five personality trait values, we grouped our participants into four dif-
ferent personality clusters. Those clusters had the following composition: the Av-
erage cluster (C] = 44, 56.8% males); the Self-centered cluster (Cy = 38, 68.4%
males); the Reserved cluster (C3 = 52, 48.1% males); and the Role model cluster
(Cy =52, 63.5% males). Figure 9.2 shows the Big Five personality traits distri-
bution of the clusters found in our study. Each cluster is defined by the means of
averages of each personality trait z-score. Therefore, it is possible to observe how
depending on the cluster (i.e., Average, Self-centered, Reserved and Role model)
the personality trait average z-scores of its members follow different distributions.

IContact the authors to get access to an anonymised version of the data gathered in this study.
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Figure 9.2: Personality clusters observed in our participants’ data. (e) Is the posi-
tion of cluster centres represented as the average z-score of each cluster personality
traits. The error bars represent the standard deviation of each trait in each cluster.
The dotted lines represent global average values (Z=0) for each personality trait.

Comparing the clusters found in this work with the clusters proposed in [149], it
1s possible to observe strong similarities between them. The Silhouette Coefficient
(SC) [319] of the computed clusters is 0.173 meaning that some clusters could be
overlapping (SC =~ 0) but the samples are not being miss-classified (SC>0). The
Reserved personality type is characterised by negative z-score values on Neuroti-
cism and openness, while the rest of the traits (Extraversion, Agreeableness, and
Conscientiousness) are slightly higher to 0. The Role model personality type is
characterised by negative z-score values on Neuroticism and positive z-score val-
ues for the rest of the traits. For both clusters, the personality traits of our partic-
ipants followed the same distributions as [149] clusters. The Average personality
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type is characterised by z-score values close to O for all personality traits. In our
study, this cluster follows this trend with slightly higher z-score values on Neu-
roticism and Openness. Finally, the Self-centered personality type is characterised
by negative z-score values on all the personality traits except for the Extraversion
trait. By comparing it with our cluster, we found some differences between those.
However, we found a strong relationship with the original cluster in which Self-
centered was based, called Undercontrolled, which was introduced in [27] work.
In [149], the Undercontrolled personality group is said to strongly influence the
new proposed Self-centered cluster. From the clusters observed in our population,
we can support this statement. The Self-centered cluster observed in this work has
a positive Neuroticism z-score, similar to the original Undercontrolled group. Fur-
thermore, significant differences were observed regarding the Conscientiousness
trait in our Reserved and Self-centered clusters. Studies have shown how Con-
scientiousness is the most variable trait with the age [120]. Therefore, we think
the observed differences were mainly due to the important age gap between the
participants of both studies.

Finally, the second dimension used to model OSN users in our analysis is their
online social interaction behaviour. During our study, a total number of 2195 likes,
7650 comments, 1309 shares, 846 photos uploaded, and 7788 status updates (from
them 761 were private, 769 were public, 5774 were disclosed to friends, and 484
were disclosed to specific lists of friends) were registered in the PESEDIA database.
The participants had a mean of 12 friendships and regretted 2761 actions made
(which they undid/delete). The most common social interactions were comments
and status updates. We observed an average of 41 comments and 42 status updates
per user. It is also interesting to observe the high average number of deletes per user
(i.e., 15), which represents a high number of regrets of the content published in the
network. We also observed that in general, users preferred to share publications
with friends only rather than publicly, privately or considering specific collections
of friends.

At the end of the study, we collected 186 different combinations of the Big
Five personality traits and 18942 different OSN interactions. Furthermore, we also
collected: 930 persuasive pairwise comparisons of argumentation schemes, one
per participant (186) and argumentation schemes (5); and 4464 persuasive pairwise
comparisons of argument types, one per participant (186), argument types (4), and

— 225 —



9.4. RESULTS

contents variation of Content-type of arguments (6).

9.4 Results

Aimed at finding an answer to our research questions, we calculated the persuasive
power of the five argumentation schemes and four argument types using the per-
suasive power equation (Equation 9.1). Furthermore, we did a correlation analysis
between our user modelling features (i.e., personality and online social interaction
features) and the previously calculated persuasive power values. In this section, we
present the observed results after completing this process using the data gathered
at the end of our study.

Persuasive Power of Arguments

From the results of the study, we have calculated the persuasive power of all the
argumentation schemes and types considered in this work. Therefore, it is possible
sort the five argumentation schemes taking into account their persuasive power as
follows (RQ1): AFCQ > AFEO - AFWT > AFPP >~ AFPO. Argument from Con-
sequences seemed to be the most effective scheme for persuading our participants
with a score of 0.61. Following, we have the Argument from Expert Opinion scored
with 0.53, Argument from Witness Testimony with a score of 0.47, Argument from
Popular Practice with a score of 0.46 and finally, Argument from Popular Opin-
ion was the less persuasive scheme with a score of 0.43. These results mean that
teenagers, in general, can be persuaded easier by showing the consequences of
their actions or with recommendations made by experts rather than nudging them
with recommendations made by someone similar to them or with popular trends
or opinions. Table 9.1 represents the direct comparison of the persuasive rank-
ing between pairs of argumentation schemes. For that purpose, we measure the
number of times an argument is ranked in a higher position than another. We can
notice how this value is higher when arguments with stronger persuasive power are
compared with lower persuasive power arguments and vice-versa.

On the other hand, we sorted the argument types taking their persuasive power
into account as follows (RQ2): Content > Privacy > Risk > Trust. Content argu-
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Table 9.1: Pairwise rank comparative between argumentation schemes. This ta-
ble represents the number of times an argumentation scheme (rows) beats another
argumentation scheme (columns).

AFCQ AFEO AFWT AFPP AFPO TOTAL

AFCQ - 106 114 112 123 455
AFEO 80 - 104 102 109 395
AFWT 72 82 - 96 99 349
AFPP 74 84 90 - 92 340
AFPO 63 77 87 94 - 321

ments were the most persuasive with a score of 0.59. Following, we have Privacy
arguments with a score of 0.52, Risk arguments with score of 0.47 and Trust ar-
guments with a score of 0.42. Meaning that teenagers are more concerned about
sharing sensitive content rather than being read by unknown users or endanger-
ing other parties privacy. Similar to the previous analysis with argumentation
schemes, Table 9.2 represents a direct comparison between the ranking position
of every pair of argument types. Here, we also observe how arguments with a
higher persuasive power score are ranked, in general, in a higher position than the
rest. If we consider each round of the questionnaire B independently to analyse
the effect of each content type on the persuasion of the argument, the following
persuasive ordering is observed: Offensive > Personal > Family > Medical >
Alcohol/Drugs > Location. Therefore, although Content arguments were found as
the most persuasive type of arguments, depending on which type of content was
considered in each round, users’ susceptibility was different. Our study revealed
that teenagers are more concerned about sharing offensive content with a score of
0.64, closely followed by sharing personal information with a score of 0.62. The
concern with these specific types of content matches the new trends in social net-
works of self-presentation [89]. The next most concerning types of content were
family/association and medical content with scores of 0.59 and 0.58 respectively.
Finally, revealing alcohol/drug consumption or location information, seemed to be
the less relevant types of content for our participants with scores of 0.56 and 0.53
respectively.
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Table 9.2: Pairwise rank comparative between argument types. This table repre-
sents the number of times an argument type (rows) beats another argument type
(columns).

Content Privacy Risk Trust TOTAL

Content - 623 659 681 1963
Privacy 493 - 605 634 1732
Risk 457 511 - 616 1584
Trust 435 482 500 - 1417

Personality Impact on Argument Persuasion

To be able to adjust our argumentation system to increase the persuasive power of
the arguments for our target population, we analysed the personality impact on the
persuasive power (RQ3) of argumentation schemes and argument types. For this
purpose, we have calculated the Spearman p rank correlation between the persua-
sive power of arguments and the Big Five personality traits. In order to ease the
interpretation and visualisation of the results, we have grouped correlations into
three correlation-strength categories based in the ones proposed in [103]. Weak
correlations stand for correlation values between 0 and 0.2; we consider a Mod-
erate correlation if its correlation value is between 0.2 and 0.6; finally, a Strong
correlation stands for correlation values higher than 0.6.

The significant correlations found between argumentation schemes and argu-
ment types, with personality traits are represented in Table 9.3 and Table 9.4 re-
spectively. As we can observe, different correlations have been found for different
groups of users and associated with different personality traits. It is possible to ob-
serve how in some cases the personality correlates with the perceived persuasive
power, which means that personality features could serve as predictors of persua-
siveness when defining persuasive policies. We can also observe a smaller num-
ber of significant correlations between the argument types that the argumentation
schemes. A possible cause for this pattern in our findings is that variations among
different argumentation schemes have a greater impact on the perceived persua-
siveness of an argument than the variation between argument types. Furthermore,
studying specific groups of users categorised by descriptive features such as the
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Table 9.3: Significant correlations of argumentation schemes persuasive power
and personality traits. The significance is represented as: * = p < 0.05, ** =
p < 0.01. The correlation strength is represented as: Weak = +/—; Moderate =
++/——;Strong=+++/ — ——

Participants O C E A N
All - - —AFEO** —AFPP**
Male —AFEO*  —AFPP*
Gender i i +AFWT*  +AFWT*
Female - - - - +AFPP*
Average -
Personality y ++AFPP:*
Cluster Reserved - - ——AFEO - — _ AFEO*
Self-centered - ——AFCQ* - -
—AFPO*
Role model A AFEO#*

Table 9.4: Significant correlations of argument types persuasive power and per-
sonality traits. The significance is represented as: * = p < 0.05, ** = p < 0.01.
The correlation strength is represented as: Weak = +/—; Moderate = + + / — —;
Strong=++ +/ — ——

Participants 0] C E A N
All - - —Privacy* - -

Male - - - .-
Female - - - - -

Gender

Average - - - - -

Personality = Reserved  —Risk* - - - -
Cluster  Self-centered - - ++Content* - -
Role model - - - - -

gender or the personality allow to draw more informed conclusions than consider-
ing the whole heterogeneous group of users. Thus, personalisation is a key aspect
to improve the effectiveness of the human-computer interactions of an argumenta-
tion system.
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Social Interaction Impact on Argument Persuasion

In some environments, obtaining the Big Five personality traits may not be possi-
ble. Therefore, in order to model our OSN users before analysing the persuasive
power of arguments, we proposed an alternative to the personality based on the
social interaction behaviour of our participants [153, 2, 175, 47]. This way, we
analysed if there existed any correlation between the persuasion of arguments to-
wards each participant depending on their social interaction behaviour (RQ4). To
measure the impact of these thirteen features on the persuasive power of arguments,
we have calculated the Spearman p rank correlation between them and the persua-
sive power of arguments. The interpretation of the correlation values is done the
same way as the previous section. Furthermore, if personality traits are available,
we have also considered making a complete analysis, taking into account person-
ality clusters. This way, it is possible to combine the results of both analysis, thus
observing even more useful correlations to define dialogue strategies.

The significant correlations found between argumentation schemes and argu-
ment types, with OSN interaction data have been represented in Table 9.5 and
Table 9.6 respectively. As in the previous analysis, social interaction data has
proven to be a good predictor of variations in perceived persuasion for different
user models. Again, it was harder to find significant correlations when considering
the argument types than the argumentation schemes. This pattern reinforces the
hypothesis that argumentation schemes contain more persuasive information that
argument types, and are aligned with the recent findings described in [329].

Interpretation of the Results

This work sets the starting point to develop the human interaction part of argu-
mentative educational systems to help with privacy management in OSNs. The
findings observed in this paper reveal that personality traits and social interaction
data are relevant user modelling features useful for estimating the perceived per-
suasive power of arguments by different user models. Therefore, these features
represent a powerful way to model human users when approaching a problem of
these specifications. These findings are consistent with recent research in similar
topics [170]. In Table 9.7, we present four different OSN user models consider-
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Table 9.5: Significant correlations of argumentation schemes persuasive power
and social interaction data. The significance is represented as: * = p < 0.05,
** — p < 0.01) The correlation strength is represented as: Weak = +/—; Moderate
=++/— —;Strong =+ + +/ — ——

Participants  #friends #status_upd #likes #comments #ppprivate #pppublic #ppfriends #ppcollections avg_textsize

All - - - - +AFPO* - - —AFPP** —AFPO*
Male - - ——AFPP* - - - - ——AFPP**
Gender ' 4 X
Female - ++AFEO* - ++AFPO** ++AFPO** - ——AFCQ**
Average ++AFEO* - - - ——AFPP* - ++AFEO*
Personality  Reserved  ++AFCQ* ++AFCQ* - - ——AFWT*  ++AFCQ* -
Cluster " ——AFCQ**
Self-centered - - - - ——AFEO - - - ++AFWT#**
_ Kok
Role model - - - ++AFEO* AFCQ ++AFCQ**

++AFPO**

Table 9.6: Significant correlations of argument types persuasive power and social
interaction data. The significance is represented as: * = p < 0.05, ** = p < 0.01)
The correlation strength is represented as: Weak = +/—; Moderate = + + / — —;
Strong=+++/ — ——

Participants #status upd #comments #ppprivate #ppcollections #deletes
All - - - - -

Male ++Trust* - - ++Trust* ——Risk*
Female - - - - -

Gender

Average - - - - -

Personality  Reserved - - - - -
Cluster  Self-centered - - ——Risk* - -
Role model ++Trust* ++Trust* - - -

ing the features proposed in this work. From the found correlations presented in
the previous section, we estimate potential trends in the persuasive power of argu-
ments for these users as depicted in Table 9.8. We can observe how different user
models may perceive arguments with a modified persuasive power. Thus, with the
observed results, we can adapt the available argumentation schemes and argument
types following different user tailored persuasive policies which are more effective
than the one based on the general persuasive power of arguments.

Argumentation schemes have been previously investigated and classified by
experts of many different disciplines such as spanning philosophy, communica-
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Table 9.7: Four different user models. (-) represents an average value, (1) repre-
sents a value above the average and ({) represents a value below the average.

Model Features User 1 User 2 User3  User 4

Gender Male Female Female Male
Cluster Self-centered Role model Reserved Average

- \l/ -
T -

Openness
Conscientiousness
Extraversion
Agreeableness
Neuroticism

#friends
#status _upd
#likes
#shares
#comments
#ppprivate
#pppublic
#ppfriends
#ppcollections -

#deletes T
#photos - - - -
i

—
1
T — —

.
e
[

14— —
]

= 14—
1 1

= —
1 1

avg textsize - T -
time spent - - -

Table 9.8: Persuasive power of argumentation schemes and argument types for
four different users. (-) represents an unmodified value, (1) represents an increased
persuasive power and ({) represents a decreased persuasive power.

Persuasive Power User 1 User2 User3 User 4

AFCQ T T 3

AFEO ™ ™ H
AFWT ! ; _

AFPP
AFPO

Content
Privacy
Risk
Trust

<_
%
=
=T =

e R R
1
1
14— <&—
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tion studies, linguistics, computer science and psychology [398]. Thus, several
clusters of schemes have been defined grouped according to their general cate-
gory. The schemes we work with belong to the general categories of “practical
reasoning arguments” (AFCQ); and “source-dependent arguments”, concretely,
to its subcategories of “arguments from position to know” (AFEO and AFWT)
and “arguments from popular acceptance” (AFPO and AFPP). Recently, a rela-
tion between this classification and Cialdini’s principles of persuasion has been
established [366, 329]. Thus, the “Consistency” principle of persuasion, by which
people like to be consistent with the things they have previously said or done, re-
lates to one’s practical behaviour (AFCQ); the principle of “Authority”, by which
people follow the lead of credible, knowledgeable experts, relates to source-based
arguments (AFEO and AFWT); and the principle of “Consensus”, by which in-
dividuals are conformed to what the majority regards as acceptable, relates to ar-
guments from popular acceptance (AFPO and AFPP). First, we can see how our
findings detect a preference order “Consistency” > “Authority” > “Consensus”
for the persuasion principles in our social media domain. Second, although there
is still no specific research that orders these persuasion principles by their per-
suasion power in the context of social media, similar research in the healthy eating
domain concluded an order “Authority” > “Consensus” and “Consistency” (no sig-
nificant difference between these two) and stated that persuasive power is highly
influenced by the domain [366]. Based on these mappings between argumentation
schemes and persuasive principles, we can contextualise our findings within essen-
tial concepts of persuasive psychology research. Thus, any significant correlation
detected between user descriptive features (i.e., personality and social interaction)
and argumentation schemes can be also interpreted as a correlation between the
user features and the three persuasive principles related to the five argumentation
schemes analysed in our study. As an example, from our findings we can interpret
that the “Authority” (AFEO) principle has shown an increased persuasive power
for Reserved users with a low value on Extraversion. Although we have not been
able to identify much prior research focused on this same purpose, the work pre-
sented in [92] sheds light on existing correlations between Big Five personality
traits and Cialdini’s persuasive principles. Albeit the populations of both studies
differ substantially in age, some similarities can be identified among the signifi-
cant correlations detected in both works. In Section 9.4, we have identified the fol-
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lowing correlations: a negative correlation between AFEO and Extraversion trait;
a positive correlation between AFEO and Conscientiousness for our Role model
participants; and a positive correlation between AFPP and Neuroticism for our
Female and Reserved participants. All these detected correlations have also been
found in [92] work. However, the age gap and the significant differences between
populations make it harder to compare the findings on both works and some of the
found correlations remain unexplained.

9.5 Conclusion and Future Work

At the beginning of this work, we raised four different research questions aimed
at having a better understanding of human persuasion in OSNs using arguments.
With our findings, we have been able to answer the four research questions, and to
have a better understanding of the persuasiveness of arguments when used with dif-
ferent user models. Personalisation plays a major role in effective human-computer
interactions. In this paper, we have been able to observe that using representative
user modelling features (i.e., personality and social interaction data) it is possible
observe variations in the effectiveness of arguments. Therefore, the user models
analysed in this work provide a solid basis for developing personalised argumen-
tation systems aimed at educating and preventing privacy violations in an OSN
environment. Given the nature of arguments and argumentation, the findings ob-
served in our study lay the basis for developing powerful tools for education and
decision-making assistance.

As future work, we foresee to deepen the analysis presented in this paper by
extending our study to an adult population, and to implement an argument-based
persuasive algorithm able to generate personalised persuasive policies aimed at
maximising the efficiency of human-computer interactions.
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Abstract

One of the greatest challenges of computational argumentation research consists of cre-
ating persuasive strategies that can effectively influence the behaviour of a human user.
From the human perspective, argumentation represents one of the most effective ways
to reason and to persuade other parties. Furthermore, it is very common that humans
adapt their discourse depending on the audience in order to be more persuasive. Thus,
it is of utmost importance to take into account user modelling features for personalising
the interactions with human users. Through computational argumentation, we can not
only devise the optimal solution, but also provide the rationale for it. However, syn-
ergies between computational argumentative reasoning and computational persuasion
have not been researched in depth. In this paper, we propose a new formal framework
aimed at improving the persuasiveness of arguments resulting from the computational
argumentative reasoning process. For that purpose, our approach relies on an underly-
ing abstract argumentation framework to implement this reasoning and extends it with
persuasive features. Thus, we combine a set of user modelling and linguistic features
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through the use of a persuasive function in order to instantiate abstract arguments fol-
lowing a user-specific persuasive policy. From the results observed in our experiments,
we can conclude that the framework proposed in this work improves the persuasive-
ness of argument-based computational systems. Furthermore, we have also been able
to determine that human users place a high level of trust in decision support systems
when they are persuaded using arguments and when the reasons behind the suggestion
to modify their behaviour are provided.

10.1 Introduction

Computational Argumentation is a multidisciplinary area of research that inves-
tigates every phase of human argumentation from the computational viewpoint
[28, 320]. Research in this area is done from different perspectives, such as Natu-
ral Language Processing (NLP), formal logic, Knowledge Representation and au-
tomated Reasoning (KRR), and Human-Computer Interaction (HCI), to approach
specific tasks and solve concrete problems. On the one hand, argumentation-based
NLP research has mostly been focused on identifying, classifying, and structur-
ing arguments in natural language input sources. This line of research is aimed
at solving Argument Mining tasks, and it is usually constrained to a specific do-
main [207]. It is also possible to identify NLP research by investigating how to
estimate argument persuasiveness based on the natural language of the argument
[151] and to automatically generate natural language arguments [190]. On the
other hand, formal logic and KRR research in computational argumentation has
been targeting the computational representation of arguments and the simulation
of the human argumentative reasoning process from the computational viewpoint.
Argumentation has typically been encoded using argumentation frameworks [124]
(i.e., graphs), and the human argumentative reasoning has been approached using
argumentation semantics [38] (i.e., graph algorithms with underlying logic rules).
Finally, argumentation-based HCI research is mostly focused on understanding hu-
man behaviour when using arguments on different platforms such as decision sup-
port systems [322] or chatbots [82]. For that purpose, human users are modelled
through the use of features (i.e., personality, concerns, emotions, beliefs, or online
behaviour) that can have an impact on the perception of arguments and their per-
suasive power [164, 323]. However, most of the research carried out on this topic
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focuses on a very specific perspective and does not explore the potential existing
synergies among advances in different areas. Taking the human argumentative
reasoning process as a reference [395], we consider that transversal computational
argumentation research is of utmost importance in leveraging the advances and
proposals made in each specific area of research. For example, by integrating the
algorithms proposed for computationally approaching the human argumentative
reasoning, with user modelling and predictive techniques.

Recently, Computational Argumentation research is investigating how the com-
putational approaches to the different aspects of human argumentation (e.g., iden-
tification, analysis, evaluation, or invention [395]) can benefit from combining the
advances contributed independently in each specific domain (e.g., NLP, formal
logic, HCI, persuasion, etc.). Approaches that extend the specific tasks of argu-
ment mining have been investigated in search of a convergence between natural
language argument structures and argumentation frameworks [100]. Furthermore,
recent research reports the benefits of combining argumentation semantics with
NLP algorithms for improving the automatic evaluation of argumentative debates
[326]. However, argument-based computational persuasion research has still not
explored such synergies in-depth. Most of the research aimed at persuading hu-
man users through argumentation independently explore the use of machine learn-
ing for estimating the most persuasive argument [119], analyses human behaviour
with empirical studies [368], or explores the use of interactive chatbots for be-
haviour change [83]. A common feature in all of these independent approaches is
the modelling of human users, which plays a major role in the personalisation of
computational persuasion systems [177].

In this paper, we propose an extension for formal argumentation frameworks
and their semantics that enables argument-based computational persuasion. With
this extension, it is possible to bridge the gap between formal computational argu-
mentation and HCI research. For that purpose, we introduce the Argumentation-
based Persuasive Frameworks (APF), which rely on the argumentative reasoning
provided by any underlying abstract argumentation framework and generates user-
tailored natural language arguments. This goal is achieved through user modelling,
which plays a fundamental role in our proposal and enables a personalised inter-
action between the human user and the argumentative system. We model our users
using their personality and their online behaviour (e.g., number of friends, com-
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ments, or likes). Then, natural language arguments are created taking into account
the logical principles of admissibility and conflict-freeness [38] of abstract argu-
ments encoded in the argumentation framework. The abstract arguments are in-
stantiated into natural language arguments using a set of linguistic features that
allow the perceived persuasiveness of the produced arguments to be increased for
each different user profile. In addition to the formalisation, we do a complete inte-
gration of the APF in the Online Social Network (OSN) domain for the prevention
of privacy violations. Furthermore, we evaluate the performance of an argumen-
tation system with an underlying APF when trying to persuade human users not
to disclose specific potential privacy threatening publications. We observed a sig-
nificant improvement in the persuasiveness of arguments when using the proposed
APF to engage Human-Computer Interaction instead of relying exclusively on an
argumentation framework without any type of explicit personalisation. Further-
more, we have also observed a high level of trust from human users towards the
argumentation system when modifying their initial decisions after reading the ar-
guments.

The rest of the paper is structured as follows: Section 10.2 reviews the previous
work done in the intersection of computational argumentation and computational
persuasion; Section 10.3 introduces the formal background, and provides a for-
mal definition of the Argumentation-based Persuasive Framework; Section 10.4
presents a use case of our framework in the online privacy domain and proposes a
complete implementation of the proposed framework in a real argumentation sys-
tem; Section 10.5 evaluates our proposal in terms of behaviour change and human
persuasion; Section 10.6 discusses the obtained results; and Section 10.7 sum-
marises the most important conclusions of this paper.

10.2 Related Work

Persuasion represents one of the most important goals of human argumentation.
When engaging in an argumentative dialogue, a common goal is to persuade other
participants [231]. From a computational perspective, persuasion is typically stud-
ied as a cornerstone of HCI systems. In computational argumentation research
specifically, persuasion has been investigated from different viewpoints [177, 191].
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The automatic estimation of the persuasiveness of a natural language argument
has been widely studied in the NLP area of research. In [151], the authors present
a corpus that is specifically designed for determining the most persuasive argu-
ment from a given pair of arguments. A neural network architecture is trained to
learn linguistic features and solve the task of predicting and modelling persuasion
from natural language input. Another approach is proposed in [31], where the
authors focus on the analysis of the impact of style on the persuasive power of
news editorial arguments. For that purpose, five different NLP features are used to
model style: Linguistic Inquiry and Word Count, a lexicon of emotions (i.e, anger,
disgust, and fear) and sentiments (i.e,. positive and negative), argumentative dis-
course units features (i.e., anecdotal, statistical, and testimonial evidence) [193],
arguing elements (i.e., assessments, doubt, authority, and emphasis) [346], and text
subjectivity (i.e., subjective or objective) [404]. These features are used to train a
Support Vector Machine (SVM) [378] on a task aimed at predicting whether or not
a message will be persuasive. Finally, we can observe a combination of NLP and
user modelling in [191]. The authors propose an approach that uses users’ beliefs,
interests, and personality traits, along with NLP feature engineering on natural
language inputs to predict the persuasiveness of arguments and users’ resistance to
persuasion. However, the analysed research only takes into consideration natural
language and user models and does not take argumentative reasoning into account.

A different approach aimed at understanding specific aspects of the persuasive
properties of computationally generated arguments comes by the hand of empirical
studies. In [368], the authors propose a scale to measure the persuasive power of
different argumentative messages in the health and security domains. The scale is
developed after conducting a study where users were asked to provide information
related to three different factors of the perceived persuasiveness of different mes-
sages: their effectiveness, their quality, and their capability. A study of the impact
of the personality, the age, and the gender of human users on their susceptibility to
persuasive messages is done in [92]. Combined with the results presented in [329],
we can learn more about the persuasion of arguments when used in an argumen-
tative interaction with a human user based on personal characteristics. Another
interesting approach is presented in [323], where the authors propose a metric
for measuring the persuasive power of different reasoning patterns and arguments
based on a study with human participants. The study makes an analysis of how
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human features (i.e., personality and social interaction) are related to perceived
persuasive power. Finally, in [164], the authors present a series of empirical stud-
ies that are designed to measure how different preferences and concerns of human
users can be a factor of influence in perceived persuasion when reading specific
arguments.

Persuasion has also been studied as the utility function of argumentation
dialogues and negotiation. In [165], the authors present a framework for
argumentation-based decision-making assistance. This framework relies on deci-
sion trees for modelling the dialogue and improves its persuasiveness when the user
model is combined with emotional features. In a dialogue, choosing which argu-
ment are more persuasive can be modelled as an optimisation of a strategy learning
problem. With regard to this, Reinforcement Learning (RL) [359], is a promising
technique for learning persuasive dialogue strategies. In [244], persuasion is de-
fined as the effectiveness of arguments when used in a negotiation for reaching a
satisfactory agreement. In that work, an argumentative agent learns to use the most
persuasive argument in a given step of the dialogue through RL. Similarly, RL is
used for learning dialogue strategies in [8]. Furthermore, in [166], the authors re-
take the belief-concern user model of [164] and propose a Monte Carlo tree search
for finding the optimal persuasive policies for specific user models. The belief-
concern user model was also considered in [179], where a general framework for
computational persuasion is presented. This framework is instantiated into an ar-
gumentative chatbot for the purpose of behaviour change in the domains of cycling
and university fees. In a recent work, a machine learning approach to argument-
based persuasion was proposed in [119], where bi-party decision trees are used for
predicting an argument’s utility (i.e., persuasiveness) in a dialogue. The proposed
model is evaluated in a simulated environment. Finally, in a recent work, a visual
interactive system for making persuasive analyses of online discussions has been
proposed [407]. This system makes it possible to improve the persuasive strate-
gies of users through a complete visualisation of different persuasive features of
arguments when used in a dialogue.

From the previous literature review, two major limitations are identified. First,
there is only limited research on how computational argumentative reasoning can
be extended to a persuasive argumentative system. Research on this topic is rele-
vant for deepening computational persuasion research, where a system could per-
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form argumentative reasoning before interacting with a human user. Second, there
are not many evaluations of behaviour change with real humans. Even though
argument-based computational persuasion has been explored from many differ-
ent viewpoints, only a few works have conducted a complete evaluation of their
proposal when trying to persuade human users. Furthermore, it has not been pos-
sible to identify many works where concepts from computational argumentation
theory are combined with HCI and argument-based persuasion such as [164] and
[316]. In [164], argumentation frameworks are used for computationally repre-
senting arguments as a graph. However, this work only considers this concept as a
data structure, and the automatic argumentative reasoning is not carried out using
argumentation semantics. In contrast, in [316], the authors propose an argumen-
tative agent that uses a formal argumentation framework and its semantics for ap-
proaching argumentative reasoning, together with a Partially Observable Markov
Decision Process for learning persuasive strategies. This agent is evaluated when
interacting with real human users, but only a very small population is used. Our re-
search extends this line of work by providing a formal framework for generalising
the integration of argumentation frameworks with persuasive systems, combined
with user modelling for personalising the interactions. We present an implemen-
tation of our proposal with a complete evaluation of its persuasiveness when inter-
acting with human users, which has been evaluated in a sample population of 50
participants.

10.3 Formalisation

In this section, we present all of the formal definitions that support the research
conducted in this paper. First, we introduce all of the required background concepts
in order to have a complete understanding of the scope of our proposal and our ex-
perimentation. Second, we formalise our Argument-based Persuasive Framework.

Background

Before defining our proposal for an Argument-based Persuasive Framework, it is of
the utmost importance to introduce some fundamental formal aspects of the com-
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putational abstract argumentation theory. The concept of argumentation frame-
works can be considered as a cornerstone in this topic, from which most of the
research in computational argumentation and logic has been based. As proposed
in [124], an argumentation framework makes it possible to computationally repre-
sent the logical aspects behind human argumentation from an abstract perspective:

Definition 4 (Abstract Argumentation Framework) An Abstract Argumenta-
tion Framework (AAF) is a tuple AAF = (A, R) where: A is a set of arguments,
and R is the attack relation on A such that A x A — R.

Thus, an argumentation framework can be instantiated as a directed graph,
where nodes are arguments and edges are attack relations between arguments. This
representation eases the computational encoding of an argument-based reasoning.
However, argumentation frameworks are just data structures and representations
and do not enable an analysis of their underlying reasoning per se. The set of
(topo)logical rules or conditions that make it possible to carry out the analysis of
an argument that is instantiated into an argumentation framework are the argu-
mentation semantics. Through the semantics, it is possible to determine the set of
acceptable (and defeated) arguments. In this paper, we emphasise the fundamen-
tal properties behind argumentation semantics, but a thorough review of the most
important semantics is conducted in [38]. This way, the argumentation semantics
defines the conditions required to determine the set of acceptable (and defeated)
arguments belonging to an argumentation framework. These conditions rely on
two basic properties that are related to sets of (abstract) arguments: the conflict-
free principle, and the principle of admissibility.

Definition 5 (Conflict-free) Let AF = (A, R) be an argumentation framework
and Args C A. The set of arguments Args is conflict-free iff =3y, o; € Args :
(Oéi, Oéj) € R.

Definition 6 (Admissible) Ler AF = (A, R) be an argumentation framework and
Args C A. The set of arguments Args is admissible iff Args is conflict-free,
and Vo; € Args, =3ay, € A : (g, ;) € R, or Jay, € A (g, ;) € R and
Jdo; € Args : (o, a) € R (i.e,. defends Args).
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This way, it is possible to define a conflict-free set of arguments whenever no
attack relations can be observed among the arguments included in the set, and an
admissible set of arguments whenever the arguments belonging to a conflict-free
set also defend themselves from external attacks. It is important to point out that
admissible sets of an AF are always among the conflict-free sets of the same AF.
Let us illustrate these formal definitions with an example. Assuming a situation
where four different arguments are encoded in an AF, i.e., a1, as, ag, ay € A; and
the relations (o, ao), (g, a3), (a3, ay), (o, az) € R; it could be possible to de-
fine two groups of acceptable arguments depending on which principle is brought
into consideration. The conflict-free sets of arguments are {1, a3}, {1, s}, and
{as, a4} since there are no attack relation among the arguments included in these
sets. In contrast, the admissible set of arguments would only be {ay, oy} because
only these two arguments are conflict-free and are able to defend themselves from
external attacks.

From these properties, two major families of semantics for abstract argumen-
tation frameworks arise, conflict-free and admissibility-based semantics. Some
significant examples of these semantics are Complete, Preferred, Grounded, and
Ideal for admissibility-based semantics, and Naive, Stage, and CF2 for conflict-
free based semantics (see [38] for more detail in their formalisation and proper-
ties). Depending on each domain and/or the nature of the encoded argument, the
suitability of argumentaton semantics can differ. However, in general, the ad-
missibility principle is of the utmost importance when defining consistent sets of
arguments from a framework since they can defend themselves.

Finally, in order to completely understand the experimentation carried out in
this work, it is important to introduce the Argumentation Framework for Online
Social Networks (AFOSN). This framework was originally proposed in [324] as
the basis of an argumentation system aimed at the prevention of privacy threats in
online environments. Its underlying mechanism is based on the theory behind the
QBAFs [43] and allows the acceptabilty of an abstract argument to be determined
depending on a quantitative feature. For this purpose, in addition to abstract ar-
guments and attacks, the AFOSN relies on information that is extracted from the
social network (i.e., publication features and user profiles) and on an argument
scoring function for determining the acceptability of the arguments. The AFOSN
is formally defined as follows:
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Definition 7 (Argumentation Framework for Online Social Networks) We de-
fine an argumentation framework for online social networks as a tuple AFOSN =
(A, R, P, T) where: Ais a set of n arguments [, ..., oy, R is the attack relation
on A such that AXA — R; P is the list of e profiles involved in an argumentation
process [p1, ..., pe|; and T is a function A x P — [0, ..., 1] that determines the
score of an argument « for a given profile p.

An argument o € A is instantiated by the framework as a 3-tuple oo = (3, T', D):
( represents the claim (i.e., +1 if the argument is in favour and -1 if the argument
1s against sharing); 7" indicates the type of the argument (i.e., Privacy, Risk, Trust
and Content); and D encodes the support of the argument (i.e., a numerical value
distilled from the Online Social Network environment). Each user profile p € P
1s also instantiated as a 3-tuple p = (v,p,M) where the preference values v, the
personality of a user profile p and a set of general information M (e.g., age, likes,
statistics) are used to model human users. Finally, the argument scoring function
7 1s defined as follows:

(10.1) (o, p) = g - ap - py,

The resulting product of the claim, the support of the argument, and the prefer-
ence value of a specific human user towards each topic will determine the strength
of an argument in the AFOSN. Then, it is possible to define defeat for an argument
as follows:

Definition 8 (Defeat (AFOSN)) An argument o; € A defeats another argument
aj € Ain a context determined by a user profile p iff (cvi, a;) € R A |17(cu,p)| >
|T(aj ) p) ‘

The collective defeat for a set of arguments w.r.t. another set of arguments is
defined as follows:

Definition 9 (Collective Defeat (AFOSN)) The set of arguments Args; C A de-
feats the set of arguments Args; C A in a context determined by a user pro-
file p iff Vo € Args;, Vo € Args;, (i, 05) € R A Yy, (s, p)| >
ZVajeArgsj |T(&j7p)|'

€Args;

44—



CHAPTER 10. PERSUASION-ENHANCED COMPUTATIONAL
ARGUMENTATIVE REASONING

Thus, from these defeat definitions, it is possible to define acceptance (consider-
ing defeat) and collective acceptance (considering collective defeat) in an AFOSN:

Definition 10 (Acceptance (AFOSN)) An argument o;; € A is acceptable iff vV «;
€ ANdefeat(oj, a;) = Joy, € AN defeat(an, o) orV o € AN Adefeat(a;,
oz,').

Definition 11 (Collective Acceptance (AFOSN)) The set of arguments Args; C
A is acceptable iff -3 Args; C A; Args; N Args; = 0 A defeat(Args;, Args;).

It is important to emphasise that collective defeat and collective acceptance are
the core of an AFOSN since there will always be two sets of arguments, one in
favour of sharing and one against doing it. This way, the AFOSN will result in a
bipartite graph, granting the properties of conflict-freeness and admissibility to the
acceptable arguments defined under collective acceptance.

Argument-based Persuasive Framework

Abstract argumentation frameworks and semantics provide the formal tools to en-
code human argumentative reasoning from a computational viewpoint. However,
most of the research in formal argumentation focuses on proposing models for
approaching argumentative reasoning instead of deepening the focus on how the
output of the underlying reasoning could be used in a direct human-computer in-
teraction. In this paper, we formalise the Argument-based Persuasive Framework
as a higher-level framework that enables Human-Computer Interaction and that
can be instantiated on top of any abstract argumentation framework. Our proposal
brings into consideration any underlying formal argumentation framework that is
in charge of approaching the argumentative reasoning, a human user model for
personalising and adapting the interaction, and a set of linguistic features to con-
cretise the abstract arguments. All of these features are combined by a persuasive
function as described below:

Definition 12 (Argument-based Persuasive Framework) We define an
Argument-based Persuasive Framework as a tuple APF = (AF, U, L, 7)
where: AF' is the underlying argumentative framework; U is the human user
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model; L is a set of linguistic features; and -y is a persuasive function that pro-
duces a persuasive Natural Language Argument (NLA) such that U x Args x L
— NLA.

Each user model U contains a set of user descriptive features (e.g., personality,
behavioural patterns, or emotions) that may vary depending on the application
environment and domain, and the availability of such features. The set of linguistic
definitions L (e.g., argumentation schemes, argument templates or databases, or
logical structures) contains different non-abstract representations of the arguments
that are included in the argumentation process. Finally, the v function is aimed at
estimating the most persuasive natural language argument given a set of arguments
and natural language features for a specific user profile:

~

(10.2) v(U, Args, L) = Ar

which takes as input the user descriptive features associated with a human pro-
file U, the set of acceptable arguments Args € A (where A is the argument set of
the underlying AF"), and the set of linguistic features L, to produce a persuasive
argument Ar € |INLA| belonging to the domain of Natural Language Arguments.
Using the APF, a new dimension to formal computational argumentation research
can be unlocked. This framework makes it possible to leverage the computational
argumentative reasoning provided by any argumentation framework (which may
vary depending on our needs, the application domain, or the available information)
for defining better informed persuasive strategies through the use of arguments and,
thus enable an effective argument-based HCI.

10.4 Implementation of the Argument-based
Persuasive Framework

To validate our formal proposal and to depict how the Argument-based Persua-
sive Framework can be instantiated and implemented in a real situation, we have
chosen the domain of privacy management in Online Social Networks (OSNs).
Privacy violations in OSNs are a threat of major concern that has been thoroughly
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researched in the literature. Different viewpoints and approaches can be identified
when dealing with this problem, e.g., automatic agent-based negotiations [195],
privacy nudges [1], persuasive argumentation systems [324], and the multi-party
privacy conflict [250], among others. As discussed in Section 10.3, an AFOSN
provides the underlying reasoning mechanism of an argumentation system that
is aimed at identifying and preventing privacy violations in OSNs [324]. In this
paper, we retake this domain to instantiate the Argument-based Persuasive Frame-
work (APF) on top of the AFOSN and to evaluate its power of behaviour change
when preventing privacy violations.
For that purpose, we instantiate the APF (i.e., (AF, U, L, ~y)) as follows:

* The computational argumentative reasoning engine (AF") is managed by an
AFOSN. Whenever a new post is being shared in the network, it generates a
set of abstract arguments from the data retrieved from the OSN as described
in [322]. Then, the set of acceptable arguments is defined (see Collective
Acceptance, Definition 11) to determine if a potential privacy violation is
happening.

e The user model (U) is instantiated tacking into account two different help-
ful aspects for user behaviour modelling: the Big Five personality traits
model [317] (i.e., Openness, Conscientiousness, Extraversion, Agreeable-
ness, Neuroticism), and their OSN interaction data. As proven in previous
research [323], both aspects are helpful in identifying variances in the per-
ceived persuasive power of arguments and reasoning patterns.

e The set of linguistic definitions (L) enables the natural language represen-
tation of the abstract arguments provided by the argumentation framework.
In our experiments, we consider the four argument types supported by the
AFOSN (i.e., Privacy, Risk, Trust, and Content) and five different argumen-
tation schemes [400] (i.e., patterns of human reasoning) in order to define
a database of 45 domain-specific natural language arguments. We selected
five commonly used argumentation schemes that suited our application do-
main and that were researched in previous studies [323]: the Argument from
Consequences (AFCQ), the Argument from Expert Opinion (AFEO), the Ar-
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gument from Popular Practice (AFPP), the Argument from Popular Opinion
(AFPO), and the Argument from Witness Testimony (AFWT).

e The persuasive function (vy) is approached in two steps: persuasive policy
learning and natural language argument generation. This way, in our ap-
proach, we first estimate a persuasive policy for each specific user, and then
we generate natural language arguments by combining the predicted policies
and the argumentative linguistic definitions. Both steps are described in the
following sections.

Persuasive Policy Learning

The Persuasive Policy Learning Task.

Our first step for approaching the v function is to learn user-specific persuasive
policies. For that purpose, we need to consider both the user model U and the
linguistic definitions L. Furthermore, depending on the content and nature of any
privacy threatening publication, the set of coherent arguments may vary (e.g., if
a publication does not involve more than one person, it would not be acceptable
to argue against sharing the publication by reasoning that some other user that
appears in the publication could be offended). Our objective is to be able to always
use the most persuasive coherent argument for each given author of any conflicting
publication. For this purpose, we need to estimate the persuasive policies 7* and 7
for the whole set of argumentation schemes (s) and argument types () considered
in this work, respectively. We define a persuasive policy 7 € IR!, where [ are
argumentative features in L, as follows: 7 = [ay, o, ..., o], where pp(ay) >
pp(a2) > ... > pp(oy) being pp(«) the perceived persuasive power of an argument
a by a human user U. We consider two different sets of linguistic features L: five
argumentation schemes (/s = 5) and four argument types (/; = 4). Furthermore, we
use the persuasive power definition presented in [323], where the persuasiveness
of an argument is represented as a quantitative score based on the position of each
argument in a persuasive ranking indicated by human users. Thus, our persuasive
policies are represented as lists with orderings of arguments based on their assigned
persuasive power.
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In this work, we model the persuasive policy learning as a maximisation of the
conditional probability described in Equation 10.3. For each user model U, we
need to estimate the probabilistic distributions of the persuasive power of both the
argumentation schemes 7° and argument types 7.

(10.3) 72! = arg max P(m;|U)

jedJ

where J is the total number of possible combinations for a given set of linguistic
features (i.e., 5! for the argumentation schemes, and 4! for the argument types).
Then, each user U 1s modelled by combining the two features described above (i.e.,
Big Five and OSN interaction data), which will be the input for the probabilistic
models in our experiments. To sum up, we approach the persuasive policy learning
as a pattern recognition task. The goal is to identify any existing pattern in the
different user models that allow us to determine the optimal privacy policy for
each specific user model.

The OSNAP-400 Dataset.

To learn user-specific persuasive policies and to approach this task as the proba-
bilistic modelling proposed in Equation 10.3, we have developed a new dataset for
argument persuasion. A total of 400 adults (194 males, 206 females) from 18 to
76 years old completed a study designed for the creation of the Online Social Net-
work Argument Persuasion (OSNAP-400) dataset'. This study was aimed at adult
OSN users. The study from which we created the OSNAP-400 dataset consisted
of the 50-item personality inventory [154], two persuasive questionnaires for ar-
gumentation schemes (Questionnaire A), and argument types (Questionnaire B),
and an OSN interaction questionnaire (Questionnaire C). In the persuasive ques-
tionnaires, the participants had to order the arguments (i.e., schemes and types)
displayed in a randomised way based on their perceived persuasiveness. Further-
more, we included attention check questions in all of the questionnaires in order to
validate their submissions.

IContact the authors for data availability inquiries.
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For the elaboration of the OSNAP-400, we first calculated the Big Five person-
ality traits of all of the participants from the results of the 50-item personality test.
Then, with the answers provided in Questionnaires A and B, we also calculated the
persuasive power of the five argumentation schemes and the four argument types
following the definition presented in [323], from which we generated the ground
truth persuasive policies for each specific user. Finally, we encoded the OSN inter-
action answers of Questionnaire C to discrete normalised values in the range from
0 to 1. Thus, the OSNAP-400 consists of 400 samples. Each sample of the dataset
represents a different OSN user modelled with the Big Five and the OSN inter-
action data and is associated with two persuasive policies (one for argumentation
schemes 7°, and the other for argument types 7).

Before approaching the persuasive policy learning task, we conducted a de-
scriptive analysis of the OSNAP-400 data. First of all, we analysed the user de-
scriptive features (see Figure 10.1). For the OCEAN Big Five personality traits
(i.e., OCEAN stands for Openness, Conscientiousness, Extraversion, Agreeable-
ness, and Neuroticism) of our samples, we observed almost all of the possible
values in the allowed range for every trait (see Figure 10.1a). However, we also
were able to observe that Extraversion and Neuroticism traits tend to have lower
values than the rest in our dataset. For the social network interaction data, we in-
cluded twelve different user modelling features that represent the online behaviour
of each human user: the number of friends, the number of status updates, the
number of likes, the number of comments, the number of publications shared in
private, the number of publications shared in public, the number of publications
shared with friends only, the number of publications shared with a specific collec-
tion of friends, the number of publications deleted, the number of photos uploaded,
the average length of the text in the publications, and the average time spent using
OSN. Some interesting insights can be observed: how users prefer to share content
with friends rather than the whole network; that it is easier for users to give likes
than to comment on other users’ publications; and that there is an important num-
ber of publication regrets that lead to deleting the previously shared content (see
Figure 10.1b). Furthermore, it is important to emphasise that the age distribution
of the samples used in our experiments is not uniform (see Figure 10.1c); most of
the samples are within in the 22-34 age interval. Finally, for the gender distribu-
tion, we have a balanced population of 194 male samples and 206 female samples

— 250 —



CHAPTER 10. PERSUASION-ENHANCED COMPUTATIONAL
ARGUMENTATIVE REASONING

(see Figure 10.1d).

We also analysed the distribution of the observed persuasive policies 7° and
7' in the OSNAP-400, in order to describe how balanced the dataset is. Figure
10.2 depicts the frequency at which each persuasive policy appears in the dataset.
We observed that regardless of being argumentation schemes or argument types,
there is a very strong imbalance in the data. We found that the most frequent
persuasive policy of argumentation schemes (with a total of 22 occurrences) was
the following one: AFCQ > AFPO > AFEO > AFWT > AFPP. It was closely
followed by the second most frequent persuasive policy for argumentation schemes
with (21 occurrences): AFCQ > AFEO > AFPO > AFWT > AFPP. We observed
how the arguments from consequences are in general perceived to be the most
persuasive pattern of human reasoning in our domain. On the other hand, regarding
argument types, we observed that the most frequent persuasive policy (with a total
of 60 occurrences) is dominated by the arguments containing content references:
Content > Trust > Privacy > Risk. The strong imbalance observed between the
existing persuasive policies of argumentation schemes and argument types makes
the persuasive policy learning a hard task to perform a probabilistic modelling on,
as the following section shows.

Experimental Results.

Finally, we present the results obtained in the proposed persuasive policy learning
task. For that purpose, we trained five different models to predict how a given user
should perceive the persuasive power of both argumentation schemes and argument
types and generate the subsequent user-specific persuasive policies 7 and 7*. Con-
sidering the probabilistic modelling defined in Equation 10.3, the user modelling
features were used as the input for our models, and an optimised persuasive policy
was generated as the output. Based on the findings of a previous study on the per-
suasive power of arguments in the OSN domain [323], we modeled our users by
combining their Big Five personality traits together with twelve different features
that represent their social behaviour in online environments.

Thus, four classical machine learning algorithms have been used in our per-
suasive policy learning experiments: Support Vector Regression, Stochastic Gra-
dient Descent Linear Regression, K-Neighbours Regression, and Random Forests.
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Figure 10.1: (a) Box and whiskers diagram of the OCEAN Big Five personal-
ity traits observed among the samples of the OSNAP-400 dataset. (b) Box and
whiskers diagram of the OSN interaction data observed among the samples of the
OSNAP-400 dataset. (c) Age distribution of the OSNAP-400 dataset samples. (d)
Gender distribution of the OSNAP-400 dataset samples.
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Figure 10.2: Distribution of the number of occurrences of the observed persuasive
policies. Figure (a) stands for argumentation schemes and Figure (b) for argument
types. The Y axis represents the number of occurrences of each different persua-
sive policy. The X axis represents each different observed persuasive policy. Each
policy is represented by a unique id from O (the least frequent) to N-1 (the most
frequent), being N the number of different persuasive policies observed in our data.

Support Vector Regression (SVR) [122] is a Maximum Margin Regression model
which has shown good performance in a wide variety of tasks. After optimising
its hyperparameters, we used the linear kernel, C = 100 and 1e-9 tolerance values.
Stochastic Gradient Descent Linear Regression (SGDLR) [64] is a technique by
which a linear model is optimised with stochastic gradient descent on minimis-
ing a regularised empirical loss. In our experiments, we obtained the best results
minimising the huber loss function with a le-3 tolerance value and a le-5 alpha.
K-Nearest Neighbours Regression (k-NNR) is a regression method that is based on
the k-Nearest Neighbours algorithm [106]. The estimated value for an unobserved
sample is based on the k£ samples that are the closest to it. In our experiments, we
considered the 32 nearest neighbours weighted by their distance to the new obser-
vation. The last classical approach considered in this work are Random Forests
[67]. A random forest is a meta-learning technique which fits a specific number of
decision trees on different subsets of the original dataset. In our experiments, we
used 10000 decision trees to estimate the value that minimises the Mean Absolute
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Error loss for each tree split. We used the sklearn’® implementations of all of the
described classical machine learning algorithms.

In addition to these four classical machine learning models, we also experi-
mented with a neural network model. We implemented a feed-forward Multi-Layer
Perceptron (MLP) to approach the persuasive policy learning task. The chosen ar-
chitecture for our model consists of 3 hidden layers (32, 32 and 64 units per layer)
with ReLU activation functions and a total amount of 4196 parameters. The input
layer has as many units as the size of our input (i.e., 17 user modelling features).
The output layer has 4 or 5 units depending on the persuasive policy being learnt
(' or 7*, respectively) and a sigmoid activation function.

The performance results of the described models on the persuasive policy learn-
ing task are depicted in Table 10.1. In addition to the five models, we also consid-
ered two baselines: a random baseline and a majority baseline. First, the random
baseline assigns a random persuasive power (i.e., a value in range [0,1]) to each
one of the arguments and generates a persuasive policy by ordering them by their
randomly assigned persuasive power. Second, the majority baseline uses the most
common persuasive policy of both argumentation schemes and argument types for
all users regardless of their descriptive features. Three different metrics were used
to evaluate different aspects of the persuasive policy learning task: the Mean Ab-
solute Error (MAE, lower is better), the Hit Rate (HR, higher is better), and the
Spearman p correlation (higher is better). These are common metrics that are used
to evaluate recommendation systems with similar requirements [160]. The MAE
indicates the quality of the model predictions tacking exclusively into account the
persuasive power estimations of each individual argument. However, it is not pos-
sible to draw significant conclusions about the performance on the persuasive pol-
icy learning task considering the MAE alone. The Hit Rate (HR) measures the
number of hits observed in the predicted persuasive policies. We consider a hif to
be whenever an argument (scheme or type) is correctly placed in the predicted per-
suasive policy compared to the ground truth persuasive policy for a given human
user. This metric is most revealing when it comes exclusively to the performance
of our models in the persuasive policy learning task. Finally, to complement the
previously described metrics, we also considered the Spearman p correlation mea-

https://scikit-learn.org/stable/index.html
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sure between predicted and ground truth persuasive policies. With the Spearman
p metric, it is possible to evaluate how good the models are at learning partial or-
derings in the predicted persuasive policies. For example, assuming the ground
truth persuasive policy 7, = [a1, as, a3, a4] and the estimated persuasive pol-
icy ml, = [ag, a1, ay, asz], then HR(7)) = 0 but p(r]) = 0.6, since the estimated
persuasive policy does not have any argument placed in its correct position, but
the persuasive partial orderings of arguments are decently estimated. This way,
it is possible to understand how well the models are performing, not only when
predicting persuasive policies, but also when predicting the individual persuasive
power of arguments, and retaining partial ordering dependencies between different
arguments.

Table 10.1: Results obtained on the persuasive pol-
icy learning task (Schemes 7%/ Types 7'). The de-
picted results represent the average of a 10-Fold

evaluation.

Model (71:g 1775) I({: ﬁ?ft; Sp(e;r;r;;;l ’
Random Baseline  0.32/0.31  0.22/0.23 -0.02/0.04
Majority Baseline - 0.20/0.19 0.22/-0.01

SVR 0.16/0.17  0.34/0.38 0.10/0.09
SGDLR 0.17/0.17  0.32/0.38 0.06/0.07
k-NNR 0.17/0.17  0.32/0.40 0.04/0.07
RandomForest 0.17/0.17  0.33/0.38 0.08/0.06
MLP 0.18/0.18  0.33/0.38 0.09/0.05

It can be observed in Table 10.1, in general, the models perform better than the
proposed baselines. Furthermore, it can also be observed that all of the models
perform similarly after a 10-Fold evaluation using the OSNAP-400 dataset. We
attribute this behaviour to model convergence and a limited size of training sam-
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ples. However, the proposed models achieved an improvement with respect to the
baselines of 42%-50% regarding the prediction of the individual persuasive power
of arguments (i.e., MAE), an improvement of 54%-110% regarding the accuracy
when estimating persuasive policies (i.e., HR), and an improvement of 125% when
learning partial orderings in the estimated persuasive policies (i.e., Spearman p).
These results are reported when learning persuasive policies for both argumenta-
tion schemes and argument types (7% and 7!, respectively). An exception in the
Spearman p performance of the majority baseline for argumentation scheme per-
suasive policy estimation can also be observed. It presents outstanding results
compared to the rest of approaches. This may be because of the data distribution
of ground truth persuasive policies of argumentation schemes (see Figure 10.2a),
where the most common occurrences are slight variations preserving similar par-
tial orderings. However, it performs significantly worse than the rest of the models
regarding the Hit Rate, even worse than the random baseline. Thus, even though
it outperforms our models when learning partial orderings of the persuasive poli-
cies, it is not a solid alternative to bring into consideration when approaching the
persuasive policy learning task.

Natural Language Argument Generation

Our second step in this work is the generation of natural language arguments. Once
we have computed the user-specific persuasive policies (wlsjt), we need to be able
to automatically generate a natural language argument for each abstract argument
produced by the AFOSN in order to persuade the human user. For that purpose, we
defined a database of 45 natural language arguments by combining the four types of
arguments supported by the AFOSN with the five argumentation schemes selected
for the OSN domain. This way, the persuasive function 7 takes into account the
user model U, the set of acceptable arguments provided by the AFOSN Args, and
the set of linguistic features L.

Our approach is then able to generate a different natural language argument for
each user model depending on the predicted privacy policies (both 7% and 7 for
argumentation schemes and argument types, respectively). As depicted in Figure
10.3, when engaging a persuasive interaction with a human user, our system selects
from the argument database the most (potentially) persuasive argument consider-
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Figure 10.3: Scheme of the proposed natural language argument generation
method.

ing the persuasive policy estimations. Thus, our argumentation system retrieves
the natural language argument tacking into account the most persuasive argumen-
tation scheme (rows) and the most persuasive argument type (columns) from the
set of acceptable arguments. Our proposed method for generating natural language
arguments only considers arguments that are coherent with each privacy threaten-
ing situation. Therefore, the argumentation system will select the most persuasive
argument type provided by 7, from only the ones that are included in the set of
acceptable arguments Args produced by the AFOSN (see Definition 11). Thus, we
avoid the problem of using arguments that are not coherent with a situation where
a potential privacy violation is happening and whose persuasiveness would be nil.
The persuasive aspect related to coherence is therefore granted by the underlying
computational argumentative reasoning.
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10.5 Persuasive & Behaviour Change Evaluation

To evaluate the persuasive power of the arguments generated by our Argument-
based Persuasive Framework w.r.t. behaviour change, we have designed a study
that is divided into two stages. The APF is used to persuade OSN users in order
to prevent potential privacy violations. In the first stage, we collect user modelling
inputs (i.e., personality traits and OSN behaviour); in the second stage, we measure
the persuasive power of the arguments generated by our APF by considering the
user modelling inputs and comparing them with a random selection method. For
this purpose, a set of abstract arguments is generated for each potential privacy-
threatening publication using an AFOSN, and its semantics are used to determine
the set of acceptable arguments. Then, the persuasive v function is used to improve
the persuasiveness of the argumentative reasoning provided by the argumentation
framework. In view of the results of the persuasive policy learning task, we decided
to use the SVR model to estimate the optimal persuasive policies for the users who
were participating in our evaluation.

To analyse the influence the content of the post on the persuasive power of the
arguments, six different types of content were included in the experiment: location,
medical, alcohol/drugs, personal, family/association, and offensive.

Participants

For this experiment, 50 participants (25 male and 25 female) ranging in age be-
tween 18 and 44 years old (1 = 25.72,0 = 5.18) were recruited. We required the
participants to have experience using at least one social network.

In order to keep parity between age and gender, we divided the participants
into two groups: experimental and control. The experimental group consisted of
30 participants (15 males and 15 females) ranging in age between 20 and 33 years
old (1 = 25.87,0 = 4.22). The control group was composed of 20 participants (10
males and 10 females) ranging in age between 18 and 44 years old (1 = 25.5,0 =
6.48).
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Figure 10.4: Experiment layout.

Materials

For the first stage concerning the acquisition of user modelling inputs, we designed
an online questionnaire that was composed of two sections. In the first section, we
asked the participants to answer a set of questions based on the 50-item person-
ality inventory [154] along with three attention check questions using the same
questionnaire as in Section 10.4; in the second section, we asked the participants
to complete the OSN interaction questionnaire (Questionnaire C described in Sec-
tion 10.4) along with one attention check question.

In the second stage, in which the persuasive power of the arguments generated
by our argument-based persuasive framework was evaluated, we designed an on-
line questionnaire composed of fourteen sections. In each section, a scenario in
which a post (consisting of a message and an image) containing sensitive material
that could violate the user’s privacy was presented (see Figure 10.4). The post was
followed by an argument that attempted to convince the user to modify the original
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post in order to preserve his or her privacy. To evaluate the persuasive power of
the argument, the participants were asked whether or not they would publish the
post after reading the argument and also their degree of trust regarding this deci-
sion. To capture the degree of trust, we used a 5-item Likert scale ranked from “not
very convinced” to “very convinced”. To measure the impact of the arguments on
the participants’ decisions, at the end of the section, the participants were asked
whether or not the argument had influenced their decision.

There were fourteen sections in total: two sections were for attention monitor-
ing, and twelve sections represented the six types of arguments (two sections per
type of argument content) that were randomly distributed. The sections dedicated
to attention monitoring followed a similar pattern to the twelve sections in order to
determine if the participants were actually reading the questions carefully and not
answering randomly.

With regard to the selection of the arguments to be presented to the participants
during the second stage of the experiment, the experimental group received argu-
ments that were generated by the Argument-based Persuasive Framework. The
control group received arguments whose reasoning pattern was randomly chosen
and instantiated to natural language. Likewise, the type of argument was also
randomly selected, but only those types that made sense with the context of the
question were considered.

Procedure

The two stages of the experiment were performed on different days to avoid biases.
At the beginning of each stage of the experiment, the participants were provided
with the instructions describing the task to be accomplished. Then the participants
were asked to complete the questionnaires without a time limit.

Results

The results of the experiment show differences between the control group and the
experimental group when making the decision of whether or not to publish a post
on a social network. Thus, we observed that, in the control group, the participants
who chose to modify the post after reading the argument reported that the argument
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had influenced their decision (30.41% of the group). This result contrasts with the
37.7% obtained in the experimental group. Therefore, by personalising the argu-
ments to the users’ characteristics, we obtained better effectiveness in modifying
their behaviour. To analyse the statistical difference in the participants’ behaviour
according to the arguments in the two groups, we performed a chi-square test. The
results of the analysis show significant statistical evidence between the control
group and the experimental group with a chi-square value of 10.57 and a p-value
of 0.014 (for a critical value of 7.82 and 3 degrees of freedom). These results also
confirm that arguments that are generated according to user-specific persuasive
policies improve the persuasiveness of an argumentation system.

With regard to the type of content of the arguments, we found that, in general,
there was a greater change in user behaviour in the experimental group compared
to the control group in five of the six types analysed (all except personal content).
In the sections related to medical content, 28.33% of the participants in the ex-
perimental group modified their behaviour after being influenced by the argument
compared to 15% of the control group. The same can be observed for the offen-
sive content, where 66.67% of the participants of the experimental group modified
there behaviour compared to 55% of the control group. For family/association and
alcohol/drugs, the experimental group was influenced by the argument (26.67%
and 35%, respectively), while the control group was only influenced by 17.5%
and 22.5%, respectively. However, in the case of personal content, we found that
48.88% of participants in the experimental group modified their behaviour after
being influenced by the argument versus 50% in the control group. This may be
due to the sensitivity of the content of the post. We observed that the in the exper-
imental group the posts related to personal content and to offensive content were
more sensitive since, in general, the participants modified their behaviour (49% and
62%, respectively). In contrast, the medical content, the family content, and the
location content showed less sensitivity and less probability of behavioural change
influenced by an argument (23%, 23%, 17%, respectively).

With regard to the level of trust, we found that the mean of the degree of
trust that users showed when modifying their behaviour based on an argument
was p = 4.23 (with 0 = 0.85) out of a maximum of 5. In contrast, the mean of the
degree of trust of the participants who decided not to modify their behaviour was
only u = 2.58 (with 0 = 0.81). This is an interesting result, which indicates that
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the use of arguments to persuade users’ behaviour reinforces their degree of trust
in their decision when modifying their behaviour on a social network. These re-
sults highlight the importance of research into the use of persuasive argumentation
systems in applications that seek to study, interpret, or modify human behaviour.

10.6 Discussion

Abstract argumentation frameworks have been extensively used in the field of com-
putational argumentation to encode argumentative data and to approximate argu-
mentative reasoning through the use of argumentation semantics. Research on this
topic has been focused on proving and refuting logical properties and formulae,
rather than extending their functions to other areas such as natural language pro-
cessing or computational persuasion.

The ideas of extending formal computational argumentation concepts to the
area of computational persuasion have been explored in recent research [177]. The
authors propose a general framework for computational persuasion for behaviour
change applications where computational argumentation is introduced as a promis-
ing approach to solve this problem. A complete analysis of the existing research
and proposed techniques is done, but no specific proposal or implementation is
presented. Some of these ideas are further developed in [164]. However, argu-
mentation frameworks are considered to be mere graph data structures, and argu-
mentation semantics are removed from the computational argumentative reasoning
process. Thus, it is not possible to explore the benefits of combining the coherence
and rationality provided by argumentative reasoning together with personalised
persuasive interactions that are aimed at behaviour change. A more ambitious ef-
fort at combining aspects from formal computational argumentation theory and
computational persuasion is done in [316]. The authors propose a persuasive agent
that approaches argumentative reasoning through a weighted argumentation frame-
work and its quantitative semantics. Arguments are then used in a dialogue with
human users following strategies learnt by a partially observable Markov decision
process. The results achieved by the agent show 20% of cases where human users
decided to change their behaviour. However, a small population was used to eval-
uate the argumentative agent (i.e., 15 participants).
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In order to overcome the identified limitations, we have proposed a gener-
alised framework for extending formal computational argumentation techniques
to the area of computational persuasion. The main contributions of our proposal
are twofold. First, we have formalised a general framework for argument-based
computational persuasion that is designed to work with any underlying argumen-
tation framework considering different user models. Our APF is not constrained
to any specific argumentation framework, semantics, or user model, and it can be
instantiated on top of any computational argumentative algorithm that provides a
set of acceptable arguments, regardless of the domain or how the algorithm is ap-
proached (i.e., quantitative or qualitative). Furthermore, the APF also includes a
persuasive function that is not constrained to any specific implementation. It is
important to emphasise that our approach to the persuasive function -~y is not the
only valid one. Throughout Sections 10.4 and 10.4, we presented an implemen-
tation proposal of the v of the APF’s that is formally defined at the beginning of
this paper. However, other approaches for generating a natural language argument
from the set of acceptable arguments of an argumentation framework can also be
proposed. The only requirement is that the v function approach must take into
account a user model and a set of linguistic features in addition to the acceptable
abstract arguments. Second, we provide a complete implementation of the APF in
a real case study and a persuasive evaluation with real human users. In our pro-
posal, we model our human users considering two different sets of user modelling
features: personality and online behaviour (e.g., number of friends, comments, or
likes). Through our implementation, it is possible to observe how the different
parameters of the APF need to be instantiated. Furthermore, at the end of our ex-
periments, we validated the proposed persuasive framework since it significantly
improves the persuasiveness of an argumentation system that is aimed at prevent-
ing privacy violations in OSNs.

Compared to previous research, our approach enables the use of computational
argumentative reasoning techniques for approaching and improving the computa-
tional persuasion task. Our proposal and results present a significant contribution
to the user modelling and personalised computational interaction of argumentative
systems. However, there are some limitations in our work. First, the proposed im-
plementation and results of the evaluation are constrained to our domain. We have
implemented the APF for the domain of privacy management in OSNs, and our
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implementation cannot be extrapolated to any other different domain. The same
goes for the results. The reported improvement in persuasive performance caused
by the use of the APF might differ between different domains and implementa-
tions. For example, using different user models or taking a different approach to
the implementation of the persuasive function v may result in significant variations
of the perceived persuasiveness of our system by human users. Second, our im-
plementation of the APF has been evaluated using a series of one-shot interactions
with the users. Our experiments have not been designed to investigate the defi-
nition of persuasive strategies in a dialogue but to estimate persuasive policies in
order to persuade user with individual arguments.

10.7 Conclusion

In this paper, we have proposed Argument-based Persuasive Frameworks. APFs
extend the computational argumentative reasoning provided by argumentation
frameworks and enable a persuasive interaction with human users. Thus, an argu-
mentation system can computationally approach human argumentative reasoning
through an argumentation framework and its semantics and broaden its purposes to
persuasive and personalised interaction with human users. In addition to the defi-
nition, we have proposed a use case of the APF that is framed within the domain of
privacy management in OSNs, and we have provided a complete implementation
of the framework in a real situation. We implemented the APF on top of an argu-
mentation framework that is specifically defined for its use in OSNs (i.e., AFOSN),
and we modelled our users taking into account their personality and their online
behaviour (e.g., number of friends, comments, or likes). Furthermore, we con-
ducted a persuasive evaluation of our proposal, where we observed that the use of
an APF on top of an argumentation framework improves the persuasiveness of the
arguments used by the argumentation system during the interaction with human
users. We have also observed that the trust placed by human users in an interactive
system that provides arguments for behaviour change is really high, meaning that
argumentation is a powerful technique for designing trusted and reliable decision
support systems. Therefore, the extension of argumentation frameworks for their
use in persuasive systems represents a step forward that helps in the convergence
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between formal computational argumentation and Human-Computing Interaction
research.

With all of these findings, we foresee further research at the intersection of the
two research areas of computational argumentation and computational persuasion.
Specifically, these include analysing different user models, linguistic features, and
persuasive functions, in addition to research on the relation between these vari-
ables and the application domain. We also find it important to investigate how the
APF could be implemented or extended to interact directly with human users in
argumentative dialogues.
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Chapter 11

Discussion

At the beginning of this thesis, we proposed three main objectives that have been
addressed throughout the research work described in the central chapters of this
document. Our first objective was to review, analyse, and classify the existing re-
search in computational argumentation in a way that it could be easily followed and
understood from the human argumentative point of view. This analysis is presented
in Part II, Chapter 2, where we identify three major clusters where the research
in computational argumentation can be consistently grouped: argument mining,
Argument-based KRR, and Argument-based HCI. This way, argument mining in-
volves all the research aimed at segmenting natural language argumentative inputs,
classifying natural language argumentative propositions, and detecting relations
and structures between these propositions; Argument-based KRR encompasses all
the research that proposes data structures and algorithms for computationally en-
coding arguments and approaching the logical aspects of human argumentative
reasoning (e.g., identifying logical properties such as admissibility, or even es-
timating the winner of a debate); finally, Argument-based HCI includes all the
research focused on improving the interaction with human users through the use
of arguments, from the automatic generation of natural language arguments to the
study and analysis of the persuasive power of different arguments when used in
any argumentative dialogue.

Our second objective was to propose new techniques for the automatic analysis
of human argumentative discourses. This objective has been addressed through-
out the chapters included in Part III. In Chapter 3, we describe VivesDebate, an
argumentative corpus that was annotated in the frame of this thesis, and publicly
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released to the computational argumentation research community. Compared to
the previously existing natural language argumentative corpora, the VivesDebate
corpus enables the analysis of complete, undivided argumentative debates belong-
ing to a debate tournament. In addition to the typical labels used in argumentation-
based NLP, we also released the objective evaluations provided by an impartial
jury for each of the debates. The publication of this corpus allows to approach new
problems from the natural language viewpoint such as the automatic evaluation of
natural language debates, and to provide a new perspective to formal argumenta-
tion algorithms in an informal setup. Furthermore, in Chapter 4 and Chapter 5 we
propose a new architecture for segmenting and classifying arguments in Japanese
language political discussions, and evaluate different Transformer-based architec-
tures on the identification of argumentative relations in English debates respec-
tively. The experiments conducted with the Japanese corpus were framed into the
political budget argument mining research project carried out during the visiting
research stay at the National Institute of Informatics in Tokyo. Conversely, the ex-
periments described in Chapter 5 were conducted before the creation of the Vives-
Debate corpus, and were essential for the identification of the main limitations of
existing natural language argumentative corpora, and the design and annotation
of the VivesDebate corpus. This way, we performed experiments considering dif-
ferent architectures and algorithms aimed at approaching a complete analysis of
natural language argumentative texts. In Chapter 6, we propose an original al-
gorithm for automatically estimating the winner of a complete natural language
debate. For that purpose, we combine concepts from NLP and formal argumen-
tation theory and present promising results in this under-researched task. Finally,
in Chapter 7, we create and release the largest corpora of argumentative speeches
in audio format. The VivesDebate-Speech complements the VivesDebate corpus
with the acoustic information of the debates, which is of utmost importance for the
analysis of argumentation. After our successful experiments in argument mining
and argumentative analysis in transcribed professional debates, we decided to ex-
tend the text features with audio in order to explore an additional dimension that
remained unexplored in natural language computational argumentation research
(i.e., speech). We approached argument segmentation and classification compar-
ing both text-based and audio-based approaches, and combining them. These ex-
periments leave the door open to a richer approach to argument mining and to the
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automatic evaluation of spoken argumentative debates.

Our third and last objective was to study and improve the persuasiveness of in-
teractions between humans and computer systems through the use of arguments
and computational argumentation reasoning techniques. The research work in
which this objective has been addressed is grouped together in Part IV, where three
different research studies and the observed results have been described. First, in
Chapter 8, we perform a qualitative analysis of the persuasive properties of argu-
mentation schemes in which we tried to discover if logical structures underlying
human argumentative reasoning endorsed any persuasive principle by their own
definition rather than their natural language context. This study helped us to un-
derstand that some reasoning patterns commonly found in human argumentation
are persuading other human users through their logical structure, while in other
cases natural language carries most of the weight with respect to persuasion. This
knowledge can be useful to define new formal models of persuasive computational
argumentation, and to improve the persuasiveness of argumentation systems. Sec-
ond, in Chapter 9, we conduct a study over teenager participants to evaluate and
understand the persuasive power of arguments when used as a means of interac-
tion between the computer and the human. This study was framed into the research
projects TIN2017-89156-R, PROMETEO/2018/002, and PID2020-113416RB-100
aimed at educating teenagers in privacy management and developing explainable
persuasive technologies, and integrated into a real online social network with edu-
cational purposes. From the results of the study, we could detect significant corre-
lations between the variations of the persuasive power of arguments and user mod-
elling features such as their personality and their online social behaviour. These
findings motivated the proposal and development of a persuasion-enhanced com-
putational argumentation system. In Chapter 10, we describe the theoretical frame-
work that serves as a bridge between computational argumentative reasoning and
persuasive human-computer interactions. Our proposal was instantiated in the on-
line privacy domain and evaluated with adult human participants that allowed us
complement our previous study with teenagers. We were able to observe an im-
portant improvement of its persuasiveness compared to other approaches using
arguments but without the proposed underlying persuasive framework.

Therefore, with this thesis, we present significant contributions to the research
in the whole computational argumentation process. We describe solid advances
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and promising results in topics related to argument mining, Argument-based KRR,
and Argument-based HCI. With our proposals, we have been able to establish con-
nections between the argument-based NLP and the formal argumentation theory
areas of research, and between the formal argumentation theory and computa-
tional persuasion research. With these transversal approaches, we have not only
been able to establish the mentioned connections, but also to approach new prob-
lems that were previously not explored in the literature (e.g., the automatic analysis
and evaluation of complete natural language argumentative debates) as well as to
improve existing algorithms and techniques for the requirements of the tasks ap-
proached in this thesis. Furthermore, we have released a completely new corpus
that improved the existing available resources in size and in the quality and de-
tail of annotation, enabling a deeper analysis of natural language argumentation in
both text and speech.

Nevertheless, some limitations can also be identified. This thesis presents a
broad collection of research experiments, studies, analyses, and results that rep-
resent a starting point to the development of a complete software engine for the
automatic analysis of natural language argumentative discourses, but further inves-
tigations should be carried out before releasing such a complete software. More-
over, some of our contributions have suffered from data limitations such as the
size of the available resources, their language, or their own strongly unbalanced
distributions. Finally, some of the scientific studies carried out in Part IV are very
useful to improve our knowledge and understanding of the human behaviour when
interacting with them using different arguments, but conducting complementary
experiments in real use cases with a more direct engagement, instead of relying
exclusively on laboratory experiments, could improve the significance of our find-
ings. Some of these identified limitations are proposed as future work in the final
chapter to continue on the line of research started with this thesis.
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Chapter 12

Conclusion and Future Work

“This party’s over.” — Mace Windu, Jedi Master.
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Argumentative reasoning plays a fundamental role in human intelligence and
communication. Studied by classic philosophers such as Aristotle [25] thousands
of years ago (~350 BCE), we humans have never stopped researching and study-
ing this subject. Argumentation has been investigated from different viewpoints
belonging to different fields of research and study, such as philosophy, linguis-
tics, or logic. With the emergence of Artificial Intelligence, argumentation also
began to be studied from a computational point of view, giving rise to the research
area of computational argumentation. Having its origins in concepts from the data
structures of graph theory and formal logic among others, computational argumen-
tation has been integrating and exploring new emerging concepts in Al, such as
intelligent agents and multi agent systems, or machine learning and deep learning
algorithms. This way, computational argumentation resulted in a very heteroge-
neous, multidisciplinary area of research, where different techniques approached
various sub-tasks underlying argumentation from the computational viewpoint. In
some cases, computational argumentation could be understood as the technique
used to address a problem rather than the problem to be solved itself. Thus, in
this thesis, we have given a structure to the research in computational argumenta-
tion that makes it possible to understand and contextualise the role of individual
research papers in the whole argumentative process from a human reasoning view-
point. In addition, we proposed new techniques and algorithms aimed at finding
common ground between different approaches in the literature, usually investi-
gated independently. From the findings observed in this thesis, it is now possible
to achieve a more informed and complete analysis of natural language argumen-
tative discourses, and to improve the persuasiveness of argument-based HCI sys-
tems. Furthermore, this thesis sets an starting point in computational argumenta-
tion transversal research. However, there still remain important open challenges
that we plan to address in future work belonging to both, the automatic analysis of
argumentative discourses, and the persuasiveness of argumentation systems.

First of all, with the published VivesDebate corpus, it is now possible to per-
form an automatic analysis and evaluation of complete natural language debates.
The corpus contains the revised transcriptions of the speeches performed during
29 different debates. Furthermore, with the VivesDebate-Speech, we extend the
corpus with the acoustic information of the debates, producing the largest available
audio-based argument mining corpus, and running initial experiments on argument
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mining from speech in addition to text. Spoken argumentation relies in linguistic
features such as the intonation, confidence in speech, or pronunciation to make a
stronger and more forceful discourse than the opponent’s. In fact, all these features
are taken into account by the jury to determine the winner of a debate in a tourna-
ment [327]. However, it remains future work to study the implementation of audio
features in our proposed automatic debate evaluation models.

In second place, in this thesis we presented a series of analyses and experi-
ments on the whole process of argument mining, but approached as independent
offline tasks. This is how NLP tasks are typically addressed. However, with the
annotation of the VivesDebate, one of the new possibilities that remained unap-
proachable with the previous corpora is the real-time argument mining. Following
the footsteps of other NLP areas of research, we foresee to integrate all the findings
observed in this thesis into a complete real-time system aimed at identifying and
analysing arguments in a real-time environment (e.g., a debate). This approach
will allow the development of live argumentative assistants to help judge, analyse,
and better understand the arguments used in debates or political campaigns, assist
in the evaluation of competitive debates, or visualise the argumentation in a trial.

Related to this analysis of argumentation, it also remains future work to ex-
plore the automatic generation of conclusions/summaries of a given debate. The
conclusions are usually presented by each of the participating sides as a biased
summary of the whole debate that favours their stance. To the best of our knowl-
edge, some works address the generation of natural language argument summaries,
but automatically summarising entire natural language debates remains an unex-
plored challenge. With the VivesDebate, it is possible to investigate this aspect, as
a last step of our extension to the analysis of human argumentation presented in
this thesis.

Finally, related to argument-based computational persuasion, we foresee that
one of the next steps to be taken in this topic will be to study and analyse the role
of emotions in argument-based human-computer interactions. Human beings are
not purely rational, emotions play an important role in decision making and reason-
ing, and their influence might lead to an unexpected output from a purely rational
viewpoint [66]. Therefore, a complete study and analysis of how emotions are
triggered when interacting with human users through arguments will enable a bet-
ter modelling of the argument-based interactions, and improve the persuasiveness
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of computational argumentation systems. In the case of human debates, we have
started to explore if observable emotional patterns in the audience are related to
the decision of the jury and the outcome of the debate. This emotional approach to
argument-based interactions can be relevant for the proposal and development of
new empathetic argument-based personal assistants, and for improving the human
trust on these new human-computer interactive technologies.
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