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Abstract
The automation of data science and other data manipulation processes depend on the inte-
gration and formatting of ‘messy’ data. Data wrangling is an umbrella term for these tedi-
ous and time-consuming tasks. Tasks such as transforming dates, units or names expressed 
in different formats have been challenging for machine learning because (1) users expect 
to solve them with short cues or few examples, and (2) the problems depend heavily on 
domain knowledge. Interestingly, large language models today (1) can infer from very few 
examples or even a short clue in natural language, and (2) can integrate vast amounts of 
domain knowledge. It is then an important research question to analyse whether language 
models are a promising approach for data wrangling, especially as their capabilities con-
tinue growing. In this paper we apply different variants of the language model Generative 
Pre-trained Transformer (GPT) to five batteries covering a wide range of data wrangling 
problems. We compare the effect of prompts and few-shot regimes on their results and how 
they compare with specialised data wrangling systems and other tools. Our major finding 
is that they appear as a powerful tool for a wide range of data wrangling tasks. We provide 
some guidelines about how they can be integrated into data processing pipelines, provided 
the users can take advantage of their flexibility and the diversity of tasks to be addressed. 
However, reliability is still an important issue to overcome.
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1 Introduction

Data wrangling refers to repetitive and time-consuming data preparation tasks, including 
the transformation of data presented in different formats into a standardised form for easy 
access, understanding and analysis. The (semi-)automation of these manual and non-sys-
tematic tasks can impact the costs of data preparation significantly. If language models (on 
their own or integrated within other systems) are able to solve a significant proportion of 
these problems in the next years, the transformative effect on society and the marketplace 
would be huge, given how widespread these formatting chores happen (from spreadsheet 
manipulation to data science projects) (Furche et al., 2016).

One key difficulty of some data wrangling problems such as standardising a field into 
a single format stems in the context of interaction (Terrizzano et al., 2015). For automa-
tion to be really useful, the amount of information given by the users and their degree of 
involvement must be low enough so that there is a net gain in the process. For instance, 
in a standardisation of dates, the tool should be able to infer the transformation pattern 
from very few examples (or no examples at all), and complete the rest automatically. The 
second challenge for data wrangling is that data manipulation operations are very differ-
ent. One project may require the integration of measurement units from different countries, 
while another project may involve identifying the order of a level of studies variable col-
lected for thousands of customers. In many cases, the domain is not very specialised. For 
instance, in a date field, the day can be the first, second or third number, and these numbers 
can be delimited by different symbols. However, dates happens in the myriad of different 
transformations that we can find on the Internet or any other non-specialised source. This 
knowledge is general, but critical for data wrangling. An Artificial Intelligence (AI) system 
based only on basic string transformations may never find the right solution given just one 
example without domain constraints or background knowledge. For instance, the transfor-
mations needed for dates are very different from those used for addresses or emails, but 
these are domains generally well-known by humans.

There seems to be a great potential in language models (Bengio et al., 2003) for data 
wrangling precisely because they compress huge amounts of human knowledge about 
many different domains, and have recently shown reasonably good performance in con-
textualising this knowledge for few-shot inference (Puri & Catanzaro, 2019; Schick & 
Schütze, 2020; Brown et al., 2020; Gao et al., 2020). It is then very important to determine 
whether language models could be used in the future for data wrangling tasks, and whether 
they get better as the number of parameters increase, a question subject to recent debate 
(Bender et  al., 2021; Tamkin et  al., 2021). The applicability of language models for the 
automation of other parts of data science (including the machine learning pipelines) may 
also be affected by the progress in data wrangling, especially as we move towards more 
domain-dependent and more open-ended tasks, as shown in the quadrants of Figure 1 in De 
Bie et al. (2022).

In this paper we test experimentally whether language models can be used to solve typi-
cal problems in data wrangling, using different kinds of prompts. Some (few-shot) prompts 
will have input-output examples and a single input ending the prompt, for which the lan-
guage model will have to provide the output as a continuation of the prompt (e.g., Input: 
‘marshap@gmail.com’ ∖ nOutput: ‘marshap’∖ n∖ nInput: ‘alant@hot-
mail.com’∖ nOutput:). For the transformation datasets, we compare the inference 
power of GPT-3 with other specialised tools on a benchmark of simple data wrangling 
problems. Other (zero-shot) prompts simply describe the question or give instructions 



2055Machine Learning (2023) 112:2053–2082 

1 3

directly, without the need of extra examples (e.g., Is (’bronze’, ‘gold’, ’sil-
ver’) an ordinal?). A combination of few-shot and instruction-based prompts is 
also possible, and also some fixed examples in the prompt, as we will explore.

For this reason many data wrangling tools not using language models combine the avail-
able information in the examples given by the user with some domain knowledge (‘any 
information the learner has about the unknown transformation before seeing the exam-
ples’ Singh and Gulwani 2015), in an attempt to reduce the hypothesis space. Different 
approaches have been proposed relying on the coupling of ‘few examples’ and ‘background 
knowledge’. One of them is based on Inductive Programming Gulwani et al. (2015), learn-
ing transformations from very few examples by incorporating prior knowledge about the 
domain in a declarative way. This domain knowledge is used to reduce the hypothesis space 
making the generalisation process effective even from very few examples. As this approach 
suffers from intractability when background knowledge becomes large, the use of ad-hoc 
domain-specific languages (DSLs) (see Cropper et al., 2015; Wu et al., 2012) restricts the 
search space, and has led to the first commercial products such as Microsoft Excel with 
FlashFill (Gulwani, 2011). Even with domain-specific languages, many constraints on 
the transformations are added to make things work, or very specific collections of built-in 
facilities or functions. For instance, Amazon SageMaker Data Wrangler1 contains over 300 
built-in data transformations. Other Data Analytics tools such as Trifacta Wrangler (Kan-
del et  al., 2011) even allow the user to define their own transformations. Many systems 
combine some of these ideas or apply ad-hoc optimisations (Ham, 2013; Bhupatiraju et al., 
2017; Ellis & Gulwani, 2017; Petrova-Antonova & Tancheva, 2020; Gulwani, 2011; Singh 
& Gulwani, 2016, 2015). On the other hand, in Contreras-Ochando et al. (2019a, 2019b), 
general-purpose inductive programming systems can still be employed with domain-
specific background knowledge that is selected or ranked from contextual information or 
meta-features about the examples to be transformed. Still, this background knowledge has 
to be added to the system.

While we will make some comparisons, it is not the goal of this paper to see for each 
and every task whether current language models are better than the specialised tools above. 
The great advantage of language models is their versatility, and the power of dealing with 
a wide ranging of data wrangling problems, provided the user (e.g., a data scientist) comes 
up with the right way of prompting the language model. It is then more important to under-
stand how the operation with language models can be inserted into the data processing and 
analysis pipeline, rather than just comparing what tool is best at each specific task. This 
would not even be realistic because (1) the best prompts are not always available for gen-
eral users, especially because different prompts are needed for different tasks and (2) com-
paring a general system against dozens of specific systems may be unfair when considering 
the learning curves and other costs associated with dealing with these tools. Of course, the 
analysis assumes that new generations of language models will be generally accessible and 
more sustainable in the ratio between performance and compute. The progress and initia-
tives in the past year (Smith et al., 2022; Reed et al., 2022; Wei et al., 2022) suggest more 
generalised access to powerful language models may soon become commonplace.

To our knowledge, this is the first paper analysing the potential of language models for 
data wrangling systematically,2 determining the influence of the type of data wrangling 

1 https:// aws. amazon. com/ sagem aker/ data- wrang ler/.
2 A preliminary version of this paper, only including the manipulation battery, was presented in Jaimov-
itch-Lopez et al. (2021).

https://aws.amazon.com/sagemaker/data-wrangler/
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task, the relevance of the semantic content, the size of the model, the type of prompt and 
the number of examples.

The paper is organised as follows. Section 2 presents the problem of data wrangling in 
the context of data science and other tasks that involve data manipulation, the diversity of 
these tasks, a taxonomy and an analysis of the role of semantic information. Section 3 sets 
the experimental goals, the batteries and metrics we will use (and how they correspond 
with the taxonomy), the language models, prompts and few-shot regimes we will use. Sec-
tion 4 discusses the results for each battery, including some examples and in some cases 
comparisons with some other systems or baselines. Finally, Sect. 5 summarises the con-
tributions and the limitations. It also gives some guidelines for a general use of language 
models in data wrangling and other data processing pipelines and closes with future work.

2  Data wrangling: taxonomy of tasks and the role of knowledge

Many daily tasks that involve computers entail the conversion of data from one format to 
another, so that an application can duly digest the data. In a discipline such as data science, 
where data takes centre stage, this is even more so. It is widely recognised that a large pro-
portion of the data analyst’s time will be taken up with data preparation and transformation 
challenges appearing in messy datasets, what is generally referred to as data wrangling. 
Nazabal et  al. (2020) provide a comprenhensive taxonomy of such problems into three 
main groups: those issues related to organising the data; those related to improving the 
quality of the data; and those related to feature engineering. Each of these large groups of 
tasks is subdivided into specific tasks according to the nature of the data wrangling prob-
lem they face (see Table 1). Under data organisation we find data parsing, data dictionary, 
data integration and data transformation tasks, all focused on obtaining the best data rep-
resentation for the tasks to be solved. Data quality tasks include canonicalisation, missing 
data, anomalies and non-stationarity tasks related to cleaning corrupted entries in the data. 
Finally, feature engineering is a more diverse group that includes a more diverse range of 
operation with the features, from simple combinations and non-linear mappings to more 
sophisticated operations, such as embeddings.

However, what determines whether a particular data wrangling task is a candidate for 
automation by language models? To approach this question we have to know what lan-
guage model are and what type of interface we have with them. Language models are con-
ceptually simple systems: they estimate the probability p(y|x) of a given sequence of char-
acters or tokens y following another sequence x, in the spirit of efficient coding (Shannon, 
1949). Today, these models are usually based on large deep learning architectures such as 
transformers (attention-based architectures, Vaswani et  al., 2017), but they still estimate 
this same probability. They are trained over massive natural language corpora and hence 
exploit the extrinsic patterns borrowed from humans. However, beyond making plausible 
continuations following the inputs (the so-called ‘prompts’), or as part of this capability, 
recent systems such as BERT (Devlin et al., 2018), GPT-2 (Radford et al., 2019), GPT-3 
(Brown et al., 2020), and PanGu-� (Zeng et al., 2021) can also be employed as ‘few-shot 
learners’, trying to exploit intrinsic patterns in the prompt. Few-shot inference happens 
when the models are able to extrapolate from previous examples in the ‘prompt’, with-
out being retrained or fine-tuned. Extensive experimental research (Hendrycks et al., 2021, 
2021; Xu et al., 2020; Izacard & Grave, 2020) is showing remarkable extrapolations from 
small prompts.
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Going back to Table 1, given a set of tabular data, which of these tasks can be per-
formed at the level of columns (features) and/or instances (values)? If that is the case, 
the limited window (number of input tokens) of a language model (of the order of hun-
dreds of tokens) could be sufficient for these tasks, which could be excellent candidates 
for automation by language models. Indeed, the state of the art of language models sug-
gest they can be a promising tool for data wrangling precisely because they (1) capture a 
wide range of domain background knowledge, and contextualise it to the problem quite 
effectively, without the need of extra knowledge (e.g., we do not have to tell them that 
‘23/12/2021’ is a date), and (2) they not only infer from very few examples (e.g., pairs 
of date transformations ‘Input: 23/12/2021, Output: 12-23-2021 ’), but 
we can also add hints to the prompt to make few-shot learning more effective, or even 
zero-shot learning possible (e.g., ‘The conversion of 23/12/2021 into US 
format is:’).

All this makes prompt-commanded language models very versatile, because they can 
do many things by just choosing an appropriate prompt. In this regime, they are able to 
perform a wide variety of ‘few-shot’ tasks when the prompt wraps several examples, which 
are ‘continued’ with textual data that can also contain transformed values or the answer to 
factual questions about the input data. Of course, many integration tasks (e.g., merging two 
tables) or those that require some sort of temporal analysis are not suitable (today) for this 
type of prompt-commanded AI systems, because of the size or structure of the data or the 
lack of memory of language models beyond what is expressed in the prompt.

According to these considerations, Table  1 discusses good candidate tasks to be 
addressed by language models. However, we are also interested in the reasons why lan-
guage models can make a difference in these tasks. The answer to this question is the 
high domain knowledge associated with them, their semantics. Knowledge is key in data 
transformation and cleaning, as well as other data-intensive tasks such as schema match-
ing or data integration, data discovery, etc. (Zhang et al., 2019). For instance, automated 
data cleaning processes usually employ transformation and validation rules that depend on 
data types (Kandel et  al., 2011; Raman & Hellerstein, 2001). Most commercial systems 
(Sleeper, 2021; Trifacta, 2022; Ferrari and Russo, 2016) attempt to detect semantic types, 
typically using a combination of rule-based approaches and dictionary lookup. However, 
these approaches are limited to a few data types or to those where it is possible to specify 
strict validations, and are often not robust enough to process dirty or missing data. For 
instance, a particularly difficult data wrangling task to automate is the semantic detec-
tion of ordinal data types, where the variables have natural, ordered categories, and thus a 
direction (e.g., quality ∈ { bad, average, good, excellent} ) and a myriad 
of variations of these labels –including typographical errors– depending on the source and 
situation.

Looking at those tasks in Table  1 indicated as automatable, we recognise the use of 
domain knowledge in all of them. Data dictionary tasks require some knowledge about 
the data many data wrangling tools simply lack (e.g., identifying that undergraduate, 
postgraduate and PhD are values of a data type that may represent study level). Data 
transformation also needs knowledge, to determine, for instance, that 12/18/2022 is 
a date that can only refer to 18th December 2022. Canonicalisation is even more clearly 
knowledge-dependent. For instance, statistical analysis does not suffice to tell whether 
U.K., UK and United Kingdom are simply the same thing. Missing data imputation 
can be done through models, but on many occasions it depends on knowledge as well, 
such as imputing that the country for the city of Venice is Italy. Similarly, we know that a 
negative age is an anomaly that is clearly wrong, but an unusual negative temperature (in 
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Celsius) might still be okay. Finally, for feature engineering, knowledge can do easily what 
learning representations may require enormous amount of data. For instance, we can only 
suggest that density is a more meaningful feature than area and total popula-
tion because we know the semantics of the features. In the end, in all these examples 
there is a striking commonality: this is general knowledge that large language models have 
been able to capture and can use appropriately if prompted in the right way. This is what 
we want to explore in this paper.

The last column in Table 1 (column “Automatable”) actually lists the data wrangling 
tasks we will analyse in this paper. The possibilities for automation will be illustrated 
with some experiments. Regarding the automatable tasks, those related to data cleans-
ing, data quality, as well as the construction of new features, involve different types 
of transformation, standardisation, extraction or generation of information. These are 
easy to configure in input/output prompts (as strings), as we will see in the following 
sections. According to the taxonomy shown in Table  1, we will focus our study on 
five main tasks: First, data transformation involves the extraction of relevant pieces 
of information from multiple features, while discarding any unnecessary information. 
Also, we will analyse the automation of canonicalisation tasks where the objective is 
to standardise representations in characteristics, metrics and units. We will work on 
tasks for the detection and imputation of missing values; and, the detection of anoma-
lies in the data that do not fit the normal patterns. Finally, we will see examples of the 
process of selection, manipulation and transformation of raw data into new features 
with different examples (feature engineering).

Overall, in this work we completely cover the set of problems in Nazabal et  al. 
(2020) that can be candidates for automation by language models, leaving out those 
tasks that, due to their size, access requirements and temporal nature, cannot be 
addressed by language models at present.

3  Experimental design

Data wrangling can appear in many different moments of the data processing pipeline 
and can be handled by very different users, from non-expert users to advanced data sci-
entists. The fundamental element of data wrangling is its non-systematic occurrence, 
and so are their solutions. When data wrangling tasks are identified in isolation, e.g., 
following Table 1, then some tools can use specific procedures for each of them. How-
ever, as a result, many variations or non-standardised data wrangling problems are left 
out of the range of these tools. In this paper, we want to study how language models 
can be used in a flexible way to attempt any data wrangling task, trying to emulate a 
scenario where a user has general access to an off-the-shelf language model and has 
some practice writing prompts. This mimics the situation of a programmer that has 
to solve many different problems by writing code with the same programming lan-
guage. Determining what programming languages and environments can lead to effec-
tive solutions more easily is hard to evaluate, but this should not be an excuse to criti-
cise the efforts to produce imperfect, yet still valuable assessment methodologies. This 
rationale guides our experimental setting.

Our experimental goals are: (1) determine to which extent a state-of-the-art lan-
guage model can obtain good results on those data wrangling problems in Table  1 
under the few-shot setting, (2) analyse the effect of the number of instances given in 
the few-shot setting, (3) explore the effect of the number of parameters of the language 
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model to better understand the future potential, (4) analyse the performance of a state-
of-the-art language model on those data wrangling problems in Table  1 under the 
zero-shot setting using different prompts; (5) study the variation of performance for 
different batteries and domains, and (6) compare the results with some other systems 
specifically designed for data wrangling.

3.1  Batteries and metrics

For the experimental setting, we employ five batteries of data wrangling problems. Some 
of them were collected in previous studies. These allow us to compare the results given by 
language models with some other (data wrangling) tools. Other batteries have been col-
lected for this paper. In this case, we have taken datasets from very different sources with 
the main criterion of diversity for inclusion. The five batteries that we use are:

3.1.1  Manipulation battery

This battery contains several common data wrangling problems (see, e.g., Ellis and Gul-
wani, 2017) of very different domains that require to convert an input into an output that 
has to meet a standard or canonical format, or extract part of it. This battery is built over 
the most comprehensive benchmark for data-wrangling transformation problems to date, 
the Data Wrangling Dataset Repository3 (Contreras-Ochando et al., 2019b), which we have 
extended considerably4 BIG-bench collaboration (2022).

The tasks are mostly of the Data Transformation, Canonicalisation and Feature Engi-
neering groups in Table 1. Overall, the battery contains 117 different tasks divided into 7 
different domains (dates, emails, freetext, names, phones, times and units). For every task 
we have 32 examples (we use 3744 instances in total) composed by an input string and an 
output string, and performance is evaluated with average accuracy: exact matching with the 
correct output. We provide further details about the tasks in each domain in Table 2 and 
some illustrative examples in Table 3.

3.1.2  Types battery

The types battery deals with semantic type detection tasks, which are mostly of the Data 
Dictionary group in Table  1. Therefore, this battery aims to automatically detect the 
semantic data type of some columns in a given dataset. To build this battery, we followed 
a similar procedure to Hulsebos et al. (2019). Firstly, we selected 11 semantic types from 
the DBpedia ontology5 (an ontology that describes semantic concepts extracted from web 
pages such as “Address”, “Affiliation” and “Country”). Then, we collected 5 datasets from 
well-known machine learning repositories (Kaggle6 and OpenML7) and selected from 
them those columns whose header names match the selected semantic types from DBpedia 
(such as Age or Gender) or are closely related to them (such as the header ScheduledDate 

3 http:// dmip. webs. upv. es/ dataw rangl ing/.
4 https:// github. com/ google/ BIG- bench/ tree/ main/ bigbe nch/ bench mark_ tasks/ mult_ data_ wrang ling.
5 https:// dbped ia. org/ ontol ogy/.
6 https:// www. kaggle. com/.
7 https:// www. openml. org/.

http://dmip.webs.upv.es/datawrangling/
https://github.com/google/BIG-bench/tree/main/bigbench/benchmark_tasks/mult_data_wrangling
https://dbpedia.org/ontology/
https://www.kaggle.com/
https://www.openml.org/
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Table 2  Manipulation Battery: Datasets included in the data wrangling repository and extended in this bat-
tery

Task description Expected output

Add punctuation The date in numeric format split by a punctuation sign
Change format The date in one particular format
Change punctuation The date in one particular format
Get day The day in numeric format
Get day ordinal The day in numeric ordinal format
Get month name The name of the month
Get week day The name of the weekday
Reduce month name The name of the month reduced to three letters
Set format The date split in DMY format
Generate email An email account created with the name and the domain
Get after at Everything after the at symbol
Get domain The domain before the dot
Before at Everything before the at symbol
After symbol Everything after a symbol
Between symbols Everything between a pair of symbols
Delete punctuation Remove punctuation
Delete spaces Remove blanks
Digit to end Everything after the first digit if exists
First character Get first character
Get after comma Everything after a comma
Get caps Capitalise each word in a text
To upper Convert text to upper case
Add title The name with a title
Get title The title attached to the name, if exists
Generate login A login generated using the name
Reduce name The name reduced before the surname(s)
Add prefix by country Phone numbers with the prefix of the countries
Delete parentheses The list of phone numbers without parentheses
Get number A phone number presented in the string, if exists
Set prefix The list of phone numbers with the prefix
Set punctuation A phone number split by a punctuation sign
Add time The time increasing the hour by the integer
Append o’clock time The time appending an o’clock time
Append time The time appending the integer as new component
Convert time The time formatted to 24 hours format
Convert time The time formatted to a given format
Convert time The time formatted to 12 hours format
Convert time The time changed from the first time zone to the second
Delete time The time deleting the last component
Get hour The hour component
Get minutes The minutes component
Get time A time presented in the string
Convert units The value transformed to a different magnitude
Get system The system represented by the magnitude
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which is related to the semantic type “date/time”). That allows us to use the semantic types 
as the real type labels for the columns. With all of this, the type battery is conformed by 17 
columns. The list of datasets, the characteristics of the selected columns, and their (real) 
semantic types can be found in Table 4. Performance is evaluated by averaging accuracy by 
considering a success if the output given by GPT-3 contains the real semantic type of the 
column (in singular or plural).

3.1.3  Ordinal battery

This battery is concerned with detecting and sorting ordinal attributes, tasks that are mostly 
of the Data Dictionary group in Table 1. This battery includes the identification of whether 

Table 2  (continued)

Task description Expected output

Get units The units of the system
Get value The numeric value without any magnitude

Table 3  Examples of data wrangling tasks of different domains included in the Manipulation Battery

Domain # Tasks Example (input → output)

Dates 21 74-03-31 → 31
Email 10 Jan.Kotas@litwareinc.com → litwareinc.com
Freetext 25 Association of Computational Linguistics → ACL
Names 15 Prof. Kathleen S. Fisher → Fisher, K.
Phones 18 John DOE 3 … [TS]865-000-0000 … → 865-000-0000
Times 24 3:40 PM → 15:40
Units 10 12.20 dg → 1220.0 mg

Table 4  Types Battery: Datasets used for detecting the semantic type, with the number of numerical and 
categorical columns selected for the experiments and their real semantic types

In some datasets there are more than one column with the same semantic type. We used four datasets from 
Kaggle and one dataset from OpenML

Dataset # Examples # Selected col-
umns

Semantic types

Numerical cat-
egorical

MedicalNoShows 110527 1 4 Age, gender, time/date, neighbourhood
GenderByName 148022 0 2 Name, gender
CountriesWorld 227 0 2 Country, region
SpeedDating 8378 1 3 Age, gender, race
Zillow 10730 0 4 City, state, metropolitan area, country
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an attribute is ordinal or non-ordinal. In the case of being ordinal, we want to determine the 
order. For instance,  bronze,  silver,  gold, and  platinum should be identified 
as ordinal and given the order  bronze < silver < gold < platinum. For compos-
ing the battery, we looked at the literature dealing with ordinal attributes, in particular (Shi 
et al., 2016; Bellmann & Schwenker, 2020). These papers cover the attributes in the UCI 
datasets Cars, Nursery, BreastCancer, Hayes-Roth, Balance and CMC. In Hayes-Roth, Bal-
ance and CMC the attributes are represented by numbers, so we excluded these for being 
trivial. We also add some other datasets with a good number of categorical attributes with 
a higher proportion of non-ordinal cases, such as SoyBean and Mushroom, to have a more 
balanced battery of ordinal and non-ordinal attributes. All these were integrated into our 
battery. The full list of datasets and attributes, and their characteristics can be found in 
Table 5, and we will show all the attributes in Table 9. We will evaluate whether a system 
can distinguish between ordinal and non-ordinal attributes (just from their labels), sum-
marised as accuracy, and then whether it orders them correctly (we will consider all the 
pairwise comparisons between attributes, aggregated into a single metric, Spearman cor-
relation between the inferred order and the correct order).

3.1.4  Anomalies battery

This battery, which deals with semantic outlier detection tasks, clearly corresponds to the 
Anomalies group in Table 1. It aims to detect the existence of values in the data that appear 
to be inconsistent with the remainder of that set of data. This is one of the hardest problems 
in data wrangling since anomalies are not normally encoded explicitly in the data. The 
related concept of outlier is purely statistical, but an anomaly may not be an outlier and 
vice versa. Outliers can be univariate (e.g., a person who is 2.2 meters tall), bivariate (e.g., 
in a survey of a human population, a 5-year-old is not an outlier and a person who weighs 
90 kg is not an outlier, but a 5-year-old who weighs 90 kg is an outlier) or multivariate. 
Here we focus on univariate outliers or, more precisely, anomalies. Lots of methods exist 
to analyse numerical data that has outliers in it (see e.g., Ben-Gal, 2005 for a good review), 
and much less for categorical data, most of them based on frequencies (He et al., 2005; Das 
& Schneider, 2007) where the rare values are usually (wrongly) treated as outliers. Anoma-
lies can simply refer to a value that does not fit, not to their statistical frequency, such as 
having three rows with the value ‘Umbrella’ in a column of countries.

We will separate our analysis based on the type of attribute. For numerical attributes, 
as ground truth we will use boxplots to detect outliers (i.e., a data point that is located out-
side the whiskers of the box plot). For categorical attributes, given the difficulty of finding 

Table 5  Ordinal Battery: 
Datasets used for ordinal 
attribute ordering, with the 
number of non-numerical non-
binary features that are ordinal 
and non-ordinal in each of them

Dataset # Examples # Features (non-numerical)

Ordinal Non-ordinal

SoyBean 47 6 11
PostOperative 90 8 0
Nursery 12960 8 0
Mushroom 8124 2 16
Cars 1728 7 0
BreastCancer 699 4 1



2064 Machine Learning (2023) 112:2053–2082

1 3

labelled anomalies, we will create synthetic anomalies by randomly altering attribute val-
ues, as it is done in related work (see, e.g., Das et  al. 2008; Lazarevic & Kumar, 2005; 
Chen et  al., 2008). Anomalies will be introduced in 1% of the values of each categori-
cal attribute and randomly picked values of each of the other attributes of the dataset will 
be used for this purpose. For instance, if a particular dataset has 5 attributes and we are 
inserting anomalies in one of them, this process will be repeated 4 times inserting random 
values of the rest of the attributes, one in each turn. The idea is that the inserted anomalies 
have a different semantic meaning than the original attributes, and using values of the other 
attributes for this purpose is a straightforward solution that allows us to experiment with 
different types of values but in a similar context. Finally, for composing the battery, we 
looked at the literature dealing with detecting outliers in tabular data, in particular (Ashok 
& Nawaz, 2016; Porwal & Mukund, 2017; Noto et al., 2012), which cover the attributes 
in the UCI datasets Wine, Ozone, Mpg, Iris, Glass, Ecoli and BreastCancer. The full list 
of datasets and attributes, and their characteristics can be found in Table 6. For evaluating 
performance, we will calculate the outlier detection hit rate per column of each dataset 
compared with the set of outliers proposed with those obtained using the boxplot method 
or the ground truth depending on the type of attribute.

3.1.5  Imputation battery

The tasks here are mostly of the Missing Data group in Table  1, namely finding miss-
ing values in data and trying to impute these values. Traditionally, there are several ways 
of dealing with missing values (Rubin, 1976; García et al., 2016; Fernando et al., 2021). 
Replacing the missing values by a fictitious value (imputation) is usually a better practice 
than ignoring or removing the row. The new value is computed by means of simple strate-
gies such as employing the mean or median (for numerical values) or mode (for categorical 
values) of the feature. More sophisticated methods of imputation are used by estimating 
the value from the other attributes with predictive models. In order to test the utility of 

Table 6  Anomalies Battery: 
Datasets used for semantic 
outlier detection, with the 
number of features with and 
without outliers

All features are numerical except for the dataset indicated by △ , with 
categorical features

Dataset # Examples # Features

w outliers w/o Outliers

Wine 178 7 5
Ozone 366 4 6

Mpg△ 234 2 3

Iris 150 1 3
Glass 178 8 1
Ecoli 336 4 3
BreastCancer 699 6 4
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language models to impute missing values, we are going to employ different datasets. For 
the experiments, we consider three well-known datasets that are frequently used by the 
machine learning literature from the UCI repository (Dua & Graff, 2017): Adult, Iris and 
Mpg. Additionally, we also employ databases with information in specific fields such as 
the UK Postcode Address FILE,8 tennis players from ATP,9 and a simplified version of 
the UCS Satellite Database.10 These are three databases that can be seen as examples of 
specific domains. Apart from numerical and categorical features, in these three datasets 
we can find features that are textual. We believe these datasets are representative of real 
databases that could present missing data, and thus they can be especially useful to show 
the capacity of GPT-3 to impute data with respect to other classical predictive techniques, 
since classical imputation methods do not work correctly with textual features as an output 
(structured prediction models would be needed, or generators, which is why language mod-
els may be a good option). The list of datasets and attributes can be found in Table 7.

We will use a traditional imputation method for comparison. A DecisionTreeClassifier 
from the scikit learn library (Pedregosa et al., 2011) with the default configuration using 99 
rows of the table to train a model that is used to predict the missing value in another row 
(not included in the 99 rows).

For each example, we repeat the procedure 10 times, and we measure the performance 
of the imputation comparing the predicted value with the actual value. In the case of the 
categorical attributes, we show the mean accuracy in imputing missing values. For the 
numerical attributes, we divide the estimated mean absolute error (MAE) by the standard 
deviation ( � ) of the values of the feature. To make it more comparable with accuracy, we 
calculate its complementary, i.e., 1 − MAE

�

.

3.2  Language models and prompts

As we discussed at the beginning of this section, despite the taxonomy in Table 1, there 
are thousands of variants of data wrangling tasks, and success or failure may depend on 
formats, domains, extra data availability, and many other factors that make each situation 
unique. For instance, standardising addresses in an international context is very different 
from discovering the order of a feature expressing martial arts levels. Having hundreds 

Table 7  Imputation Battery: 
Datasets used for imputing 
missing values, with the number 
of numerical, categorical, and 
textual features

We used three datasets from UCI and three databases with information 
from specific fields

Dataset # Examples # Features

Numerical Categorical Textual

Adult 48842 6 8
Mpg 234 6 0
Iris 150 4 0
PAF-address 26 0 1 7
ATP players 550 8 2 6
UCS-satellite 4852 8 4 4

8 Extracted from: https:// www. power edbyp af. com/ produ ct/ paf/.
9 Source: https:// datah ub. io/ sports- data/ atp- world- tour- tennis- data.
10 Extracted from: https:// www. ucsusa. org/ resou rces/ satel lite- datab ase.

https://www.poweredbypaf.com/product/paf/
https://datahub.io/sports-data/atp-world-tour-tennis-data
https://www.ucsusa.org/resources/satellite-database
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of specific tools or domain-specific languages is not a scalable solution for this diversity. 
Accordingly, we want to consider data wrangling pipelines where a user has access to an 
off-the-shelf language model and plays with a few prompts to explore whether the specific 
data wrangling at hand can be solved. It is not our goal to find the optimal prompt for each 
task and language model, but some prompts that users (not necessarily expert data scien-
tists) can come up for making this data wrangling process. We do not want to overfit to the 
best prompt for each task and language models, as both tasks and language models evolve 
and change constantly. We want to have a general understanding of areas of higher poten-
tial in terms of results versus the effort of thinking of a good prompt and the associated 
examples.

We use four versions of OpenAI GPT-3 (Brown et al., 2020) of increasing capabilities: 
Ada, Babbage, Curie and DaVinci which line up closely with 350M, 1.3B, 6.7B, and 175B 
parameters, respectively. We mostly focus on one architecture, GPT-3, since it is still con-
sidered state of the art and highly representative. Although there are other large language 
models in the literature, the access to them has issues about open access to the source code, 
the cost per token, the necessary infrastructure, the privacy of the APIs or public use of 
results. Some collaborative initiatives are starting to test other large language models to 
evaluate their capabilities, making evaluation data public, but access to the language mod-
els directly is limited. In particular, the BIG-bench collaboration (BIG-bench collabora-
tion, 2022) has trained and evaluated Google’s latest language models (Big-G) (BIG-bench 
collaboration, 2022), and we could include our Manipulation Battery. Although we do not 
have access to the models, we have access to the results up to 3-shot (see Fig. 1). The com-
parison shows that GPT-3 is representative of the state of the art in language models. In 
particular, the most advanced GPT-3 model, Da Vinci, has very similar results to other top 
language models for this battery.11

Fig. 1  Average accuracies per language model and domain on the Manipulation Battery tasks up to 3-shot. 
Language models sorted by average accuracy across all domains. The y-axis shows the id of the architecture 
(OpenAI GPT-3 or Google BIG-G models) and, in each case, whether the model is dense or sparse (Zoph 
et al., 2022), and the number of parameters

11 For the sake of replicability and reproducibility, all the code and results can be found in https:// github. 
com/ gonza lojai movit ch/ lm- dw.

https://github.com/gonzalojaimovitch/lm-dw
https://github.com/gonzalojaimovitch/lm-dw
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Focusing, therefore, on the use of GPT-3, we first analysed several possible prompts. 
Since our aim is not to find the optimal input prompt for each task and model, but rather to 
provide illustrative (simple) prompts, we explore a few choices that could be considered by 
a user that is familiar with language models and the prompt samples that are recommended 
in the language models APIs.12 Also, in Table 10 we show the templates used and the alter-
natives we tried for some batteries which were discarded due to its low specificity (making 
it more difficult for GPT3 to understand the task) and, therefore, their poorer results in our 
initial experiments. In the end, what we want to show is that, in a simple way, any practi-
tioner can use a pretrained language model to semi-automate many data wrangling tasks 
that appear in the data-processing pipeline, without the need to train predictive models or 
fine-tune pretrained models for each different task.

As a result, for each of the data wrangling tasks we will use different input prompts, try-
ing to keep them as natural and simple as possible. Depending on the task, we may use dif-
ferent few-shot or zero-shot schemas. For instance, for the manipulation battery we will use 
a few-shot approach, while for the rest of tasks, we will not provide exemplars, but rather 
simple instructions about the task that we expect the language model to perform, thus fol-
lowing a zero-shot scenario.

3.2.1  Manipulation battery

As all the examples in this battery are input-output pairs, prompts are easy to figure out 
here. Simply, the main prompt we will use follows an input-output style, where the string 
‘Input:’ is used to indicate the start of the input, and the string ‘Output:’ is used to 
indicate the start of the output. The line break ∖ n separates the input from the output of an 
example, as well as the examples in the prompt (when one or more examples are provided). 
The instance will have one (one-shot) or more (few-shot) input-output pairs. They will be 
randomly selected (without considering the possible order sensitivity of GPT-3 (Lu et al., 
2021) from the same problem and domain, and one single input will end the prompt. The 
language model will have to provide the output by continuing the prompt. Our intention is 
that GPT-3 generalises the concept only from the instances provided in new instances of 
the same task with no other information or description of the task at hand in the prompt. 
The prompts given below are two one-shot examples (from different domains):

Input: ‘290386’∖ nOutput: ‘29-03-86’∖ n∖ nInput: ‘250374’∖ nOutput:
Input: ‘08:50-09:30’ ∖ nOutput: ‘09:30’ ∖ n ∖ nInput: ‘09:50-

08:30’ ∖ nOutput:

3.2.2  Types battery

In this battery we use two prompts to determine the type of a column. We follow a zero-
shot strategy in that the first prompt asks the system for the “domain” that best describes a 
set of values randomly chosen from the column. Since “domain” is a broad term with sev-
eral meanings, the second prompt directly asks the system for the “semantic type” of the 
selected values. Examples of each prompt are:

12 For instance, OpenAI collects many different examples: https:// openai. com/ blog/ openai- api/.

https://openai.com/blog/openai-api/
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What is the best domain that describes the values in 
{2016-04-29T18: 38:08Z,2016-04-29T16:08:27Z,2016-04-
29T16:19:04Z,2016-04-29T17:29:31Z, 2016-04-29T16:07:23Z,2016-
0 4 - 2 7 T 0 8 : 3 6 : 5 1 Z , 2 0 1 6 - 0 4 - 2 7 T 1 5 : 0 5 : 1 2 Z , 2 0 1 6 - 0 4 -
27T15:39:58Z,2016-04-29T08:02:16Z,2016-04-27T12:48:25Z}? What 
is the best semantic type that describes the values in {male, 
female,female,female,male,male,male,male,female,female}?

For the experiments, the number of values to be included in each prompt has been set 
to 10, as shown in the above examples. To mitigate the effect that the random selection of 
these 10 examples could have on the performance of the task, we have repeated the experi-
ments with each prompt and column 5 times, and then, the results were averaged.

3.2.3  Ordinal battery

Here we will try two different ways (prompts) to distinguish ordinal and non-ordinal fea-
tures. In the first prompt we will ask the system if a given value is greater than another, 
repeating this for all possible combinations of values in each attribute of a dataset and 
computing whether the final order between all the unique values is consistent. An exam-
ple of a prompt follows:
Is “house” higher than “apartment”? Yes∖ n Is “apartment” 

higher than “house”? No∖ n Is “red” higher than “ blue”? No∖ n Is 
“blue” higher than “red”? No ∖ n Is “old” higher than “young”? Yes∖ 
n Is “young” higher than “old”? No∖ n Is “totally agree” higher 
than “agree”? Yes∖ n Is “agree” higher than “totally agree”? No∖ 
n Is “New York” higher than “Chicago”? No∖ n Is “Chicago” higher 
than “New York”? No∖ n Is “Heavy rain” higher than “Showers”? Yes∖ 
n Is “Showers” higher than “Heavy rain”? No∖ n Is “gold” higher 
than “platinum”?

While this is a 12-shot, followed by the real question at the end (the 13th line), it 
does not really need any real example. The context is always the same for all the exam-
ples, while only the 13th line changes. This long context is added because it helps to 
frame the question and gives better results. We do compare all pairs in the attribute (and 
in both directions), and calculate the rank of each value depending on how many times 
it compared favourable against the rest. This gives us a ‘rank’ for each value. Taking 
this rank as the derived order, we check how many times the comparisons follow this 
order, and if this is greater than 75% then we say the attribute is ordinal, otherwise it is 
non-ordinal.

Alternatively, we will try an even simpler version of the prompt where we will 
directly ask if the unique values of a given attribute of a dataset are of ordinal type:
Is (low, medium, high) an ordinal? Yes∖ n Is (door, win-

dow, wheel) an ordinal? No∖ n Is (‘2’, ‘4’, ‘more’) an ordinal? 
Again, the first two lines are fixed and only the last one changes depending on the 

attribute. This prompt is much easier, but does not give us an order, just whether the 
attribute is ordinal or not.
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3.2.4  Anomalies battery

Here we will follow a zero-shot strategy where we will provide the language model with 
a prompt asking directly whether there are any outliers in a given set of data. For this 
battery we only include one prompt. We performed many preliminary tests to get good 
results. While we were looking for anomalies and not outliers, in the end we saw that 
the results were similar when we modified the prompt by asking for anomalies, oddities 
or abnormal phenomena in the data instead of using the word ‘outliers’. A couple of 
examples of the prompt follow:
Are there any outliers in {70◦ F, 71◦ F, ..., 74◦ F}? 
Are there any outliers in {audi, chevrolet, dodge, ford, 

..., volkswagen}? 

3.2.5  Imputation battery

We use two prompts to make the language model infer the missing value from a set of 
examples. We use instances without missing values in the prompt and we leave the last 
line for the instance with the missing value. We have explored two alternatives. In the 

Fig. 2  Average results for the seven domains in the Manipulation Battery and the four versions of GPT-3. 
Each plot represents how many examples are given (from zero-shot to 10-shot). The dashed horizontal lines 
show the average results per system. Disaggregated results for all tasks shown in Fig. 8 in the supplemen-
tary material
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first one, Full prompt, we use all the available features in the data set. This is an exam-
ple of the Full prompt:
City: Detroit, State: Michigan, County: Wayne ∖ n City: 

Fargo, State: North Dakota, County: Cass ∖ n ..., City: Ath-
ens, State: Georgia, County:

The second approach, 1-Feature prompt, is much shorter usually. We select the most 
useful feature13 For example, for the same dataset as above, if we determine City as the 
most relevant feature for inferring County, an example of the 1-Feature prompt would be:
 City: Detroit, County: Wayne ∖ n City: Fargo, County: Cass ∖ 

n ..., City: Athens, County:
As we can see, the Full prompt strategy will make prompts very large (requiring many 

tokens from the language model) as soon as the instances have many features. Because of 
that we will employ a nine-shot approach, so only nine complete rows will be used. We 
will also explore a zero-shot approach with this configuration, which is simply the full row 
where the missing value appears. The second strategy (1-Feature prompt) allows us to pro-
vide more training examples without using too many tokens. Additionally, given that only 

Table 8  Examples of problems 
in the domain ‘units’

Problem Input → Output

‘getUnits-1’ 56.77cl → cl
‘getValue-1’ 56.77cl → 56.77
‘getSystem-1’ 56.77cl → Volume
‘convert-1’ 1441.8mg; g → 1.4418001

Fig. 3  Average accuracies for the tasks in the units domain for all GPT-3 systems and learning settings. 
Complete details of all domains and descriptions of all tasks are presented in Fig. 8 and Table 2, respec-
tively, in the supplementary material

13 We compute the most useful attribute according to the attribute importance of a random forest model 
learned from the whole table using the attribute with the missing value as an output.
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one input feature is employed we need to increase the information provided to the language 
model, specifically we will employ 99 examples.

4  Results and discussion

We start by analysing the performance of the different GPT-3 family of models (Ada, Bab-
bage, Curie and DaVinci). The models are employed on the various data wrangling bat-
teries described in the previous section. The result metrics are assessed using the differ-
ent few-shot learning settings, including zero-shot regimes for some of the batteries, as 
explained in the previous section.

Let us start with the Manipulation Battery. In this case, the models are given several 
input examples in the ‘input-output’ prompt and no other further information or descrip-
tion of the task at hand. Figure  2 shows the results obtained by using the four different 
models (Ada, Babbage, Curie and DaVinci) and different few-shot learning settings, from 
zero-shot to ten-shot for all domains (which make a total of 11 configurations per task). 
Regarding the results, we see the sharp increase from zero-shot learning to 1-shot learning, 
and a more moderate increase that stabilises around 9-shot inference. In general, the results 
show that GPT-3 can be employed to learn simple transformations from few examples, 
and, as expected, the accuracy improves when we provide more instances. We also see 
that, as expected, the most powerful engine is DaVinci. Nevertheless, the performance is 
not uniform across the analysed domains. The domain emails is the one where the GPT-3 
models obtain the highest performance, whereas units is the domain with the lowest perfor-
mance. This may be related to the need of semantic information about the domain but also 
some reasoning or calculation capabilities (e.g., multiplication in the case of units). We 
include further details in the supplementary material: disaggregated results in Fig. 8 and a 
set of illustrative examples of wrong answers obtained by GPT-3 for problems with differ-
ent types of inputs (Tables 11 and 12).

With the intention of getting more insight into how the models fail, we perform a fine-
grain analysis of the ‘units’ domain in the Manipulation Battery. Table 8 includes examples 
of some of these tasks to better understand the differences in performance shown in Fig. 3. 
The problems in tasks getUnits-i and getValue-i (see Table 2 for details) can be translated 
as ‘extracting a part of the string’, a transformation that the GPT-3 models can solve. 

Fig. 4  Average accuracies 
of GPT-3 (DaVinci version), 
FlashFill Gulwani et al. (2015), 
Trifacta Wrangler and DBK 
Contreras-Ochando et al. (2019b) 
for a 1-shot learning setting. 
Results of the compared systems 
are obtained from Contreras-
Ochando et al. (2019a, 2019b). 
The tasks addressed are a subset 
of those in Fig. 8. Coloured, 
horizontal lines show the aver-
age results per system across 
domains
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Hence, we see that GPT-3 presents good results in domains where tasks can be solved by 
simple string transformations. However, getSystem-i and convert-i are much more complex 
tasks. Thus, getUnits-i requires the identification of the unit acronym (e.g., ‘cl’ for centi-
litres) and relating it with its dimension (e.g., volume), while convert-i needs to perform 
an arithmetic operation (e.g., a division), in addition to the identification of the conversion 
coefficient to the target unit (e.g., a coefficient of 1000 to convert milligrams into grams).

Finally, in order to compare the performance of GPT-3 with other data wrangling sys-
tems, we consider the subset of 26 problems in the Manipulation battery, for which there 
are results in the literature. We make the comparison for the 1-shot setting, which is the 
same setting used by the other systems. We compare GPT-3 DaVinci and the following 
data wrangling tools: FlashFill (Gulwani et al., 2015), TrifactaWrangler (Petrova-Antonova 
& Tancheva, 2020) and Dynamic Background Knowledge (DBK) (Contreras-Ochando 
et al., 2019b). The results (displayed in Fig. 4) show that general-purpose language models 
are competitive with first-generation data wrangling tools such as FlashFill, and are getting 
closer in performance to more sophisticated tools such as DBK. Again, we see that the 
performance of the compared systems is related to the types involved in the target func-
tions. The best results are obtained in domains where the problems are solved by simple 
string operations, while in other domains like units where some functions include arith-
metic operations the results are much worse. The exception is DBK, which can induce the 
domain of the problem and then select proper base functions to address it.

We now move on to the rest of the experimental batteries. Figure 5 shows the results 
obtained by using the most powerful GPT-3 engine, DaVinci, for the Types and Ordinal 
Batteries. It is interesting to note that there is, in many cases, a notable difference depend-
ing on the prompt.

For the case of the Types Battery, GPT-3 is more accurate the more informative the 
prompt is: asking for the “domain” seems to be less specific than asking for the “semantic 
type” of the values. In general, the results for the type detection using the second prompt 
are very satisfactory, with a mean success rate of 0.7 in front of a mean accuracy of 0.2 
obtained with the first prompt.

Let us analyse in more detail the answers given by GPT-3 for this battery. First of all, 
we must be aware of the expressive power of natural language, which implies that there is 
no unique way to name a concept. In terms of solving the semantic type task, this means 

Fig. 5  Average results for different datasets and the types and ordinal batteries, using different prompts
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that some values can be assumed as belonging to different but related types. For instance, 
Palmira and Verona could be considered as values of the type City, but also of the type 
Town or even Place. Although it can be argued that a city, a place and a town are not 
exactly the same concept (there exist some differences among them), it is clear they are 
related (all of them are locations). That is what we observe in the experiments, with GPT-3 
giving all these answers for one of the columns of the Zillow dataset depending on the 
prompt, as shown in Table  13 in the Supplementary material. Given that for evaluating 
the performance of the system we set the real semantic type of this column as “city”, the 
rest of the answers were considered as failures. This fact explains the increase in accuracy 
we got with the second prompt since it directly asks for the “semantic type” allowing the 
system to focus on the least general concept (type) to which the observed values belong. 
Note that, “place” could be considered a much too general type for denoting Palmira and 
Verona, whereas “town” could perhaps be too much specific). Another way to solve the 
problem of having a set of possible answers (e.g., all possible column names with some 
a priori probabilities) would be to consider the conditional probabilities (“logprobs”) pro-
vided by the language models (i.e., how likely some word can appear in the text given the 
other one in this text.) for each possible output and combine them with the a priori prob-
abilities to determine the most likely column name.

Apart from these considerations related to the performance of the system on the Types 
Battery, we would like to highlight that the flexibility of GPT-3 providing several differ-
ent answers as potential types is a feature rather than being a drawback. It is evident that 
language models can work as effective tools for solving this kind of Data Dictionary tasks, 
since they do not need (predefined) type ontologies to solve them. In fact, from a general 
point of view, a user could consider that any of the three answers given by GPT-3 for the 
above example are acceptable (i.e., they are valid types for the column), since with any of 
them the user is able to know that the values of such column are related to locations and 
not with other concepts such as names and countries.

Finally, the differences observed in the results of the Types Battery when GPT-3 deals 
with nominal and numerical attributes should be discussed. It is relatively easier for GPT-3 
(and also for other language models) to infer the right type for a nominal attribute than for 
a numerical one. The reason is clear; the values of nominal attributes are usually different 
(and specific) depending on the real concept (i.e., names, cities, countries, … ) to which the 
values belong to. However, it is much more difficult to determine whether a few numerical 
values such as {2, 4, 15, 23} correspond, for instance, to ages or Celsius degrees without 
any additional information. In the experiments we carried out, for both prompts, GPT-3 
fails in determining that the semantic type of the two numerical attributes in the battery is 
“age”, being “numbers” the most common type returned by the system (see Table 13 in the 
Supplementary material). It could be interesting to explore prompts that include a descrip-
tion of the dataset domain, and observe whether with this information the language model 
is successful. For instance, if we give information that the table is about customers, then 
given some numbers, the language model could infer that the type might be “age”.

In the case of the Ordinal Battery, it also depends on the prompt and domain. In general, 
however, asking whether there is an ordering between the unique values of an attribute 
(prompt 2) seems to be more effective. The results for telling ordinal vs non-ordinal are 
very satisfactory, with an average success rate of 0.83 for this prompt. However, if we look 
at how good the orderings are, the picture is a bit more elaborate. Table 9 shows all cases, 
with the Spearman correlation of the predicted ordering and the actual ordering using 
prompt 1, whether the method predicted ORDINAL or NON-ORDINAL with prompt 1 
and prompt 2 and the actual value of ORDINAL/NON-ORDINAL. When the Spearman 



2074 Machine Learning (2023) 112:2053–2082

1 3

Table 9  Quality of orderings for the Ordinal Battery: Spearman correlation of the predicted ordering using 
prompt 1, the predicted types (with prompts 1 and 2) and the actual type

Dataset Attribute Spearman Pred. w. Prompt1 Pred. w. Prompt2 Actual

Breastcancer Age 0.95 ORDINAL ORDINAL ORDINAL
Breast-quad – NON-ORDINAL ORDINAL NON-ORDINAL
Inv-nodes 0.80 NON-ORDINAL ORDINAL ORDINAL
Menopause – NON-ORDINAL ORDINAL ORDINAL
Tumor-size 0.90 ORDINAL ORDINAL ORDINAL

Cars Buying 1.00 ORDINAL ORDINAL ORDINAL
Class 1.00 ORDINAL ORDINAL ORDINAL
Doors 0.70 NON-ORDINAL ORDINAL ORDINAL
Lug-boot 0.87 ORDINAL ORDINAL ORDINAL
Maint 1.00 ORDINAL ORDINAL ORDINAL
Persons 0.50 NON-ORDINAL NON-ORDINAL ORDINAL
Safety 1.00 ORDINAL ORDINAL ORDINAL

Mushroom Cap-color – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Cap-shape 0.09 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Cap-surface – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Gill-attachment – NON-ORDINAL ORDINAL NON-ORDINAL
Gill-color – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Gill-spacing 1.00 ORDINAL ORDINAL NON-ORDINAL
Habitat 0.93 ORDINAL NON-ORDINAL NON-ORDINAL
Odor 0.28 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Population 0.14 NON-ORDINAL NON-ORDINAL ORDINAL
Ring-number 0.87 ORDINAL ORDINAL ORDINAL
Ring-type 0.38 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Spore-print-color – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Stalk-color-above-

ring
– NON-ORDINAL NON-ORDINAL NON-ORDINAL

Stalk-color-below-
ring

– NON-ORDINAL NON-ORDINAL NON-ORDINAL

Stalk-root 0.45 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Stalk-surface-above-

ring
– NON-ORDINAL NON-ORDINAL NON-ORDINAL

Stalk-surface-below-
ring

– NON-ORDINAL NON-ORDINAL NON-ORDINAL

Veil-color – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Nursery Children 0.74 NON-ORDINAL ORDINAL ORDINAL

Cass 0.78 ORDINAL ORDINAL ORDINAL
Form 0.20 NON-ORDINAL NON-ORDINAL ORDINAL
Has-nurs 0.70 NON-ORDINAL ORDINAL ORDINAL
Health 0.50 NON-ORDINAL ORDINAL ORDINAL
Hhousing 0.50 NON-ORDINAL ORDINAL ORDINAL
Parents 0.00 NON-ORDINAL ORDINAL ORDINAL
Social 0.50 NON-ORDINAL ORDINAL ORDINAL
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Table 9  (continued)

Dataset Attribute Spearman Pred. w. Prompt1 Pred. w. Prompt2 Actual

Postoperative BP-STBL – NON-ORDINAL ORDINAL ORDINAL

CORE-STBL – NON-ORDINAL ORDINAL ORDINAL

L-BP 1.00 ORDINAL ORDINAL ORDINAL

L-CORE 1.00 ORDINAL ORDINAL ORDINAL

L-O2 0.63 NON-ORDINAL ORDINAL ORDINAL

L-SURF 1.00 ORDINAL ORDINAL ORDINAL

SURF-STBL – NON-ORDINAL ORDINAL ORDINAL
Soybean Area-damaged 0.74 NON-ORDINAL ORDINAL NON-ORDINAL

Canker-lesion 0.32 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Crop-hist 0.32 NON-ORDINAL ORDINAL ORDINAL
Date 0.73 NON-ORDINAL ORDINAL ORDINAL
Fruit spots 0.11 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Fruit-pods 0.40 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Fermination 0.87 ORDINAL ORDINAL ORDINAL
Leafspot-size – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Leafspots-halo 0.87 ORDINAL ORDINAL NON-ORDINAL
Leafspots-marg – NON-ORDINAL NON-ORDINAL NON-ORDINAL
Mycelium 1.00 ORDINAL ORDINAL NON-ORDINAL
Precip – NON-ORDINAL ORDINAL ORDINAL
Roots 1.00 ORDINAL ORDINAL NON-ORDINAL
Seed-tmt 0.50 NON-ORDINAL NON-ORDINAL NON-ORDINAL
Severity 1.00 ORDINAL ORDINAL ORDINAL
Stem-cankers 0.80 NON-ORDINAL ORDINAL NON-ORDINAL
Temp – NON-ORDINAL ORDINAL ORDINAL

Fig. 6  Average results for the Anomalies Battery for different datasets using numerical features (left), and 
categorical ones for Mpg dataset (right)
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correlation is ‘-’ the first prompt gave some unresolved comparisons, and the order could 
not be calculated. All these were assigned to NON-ORDINAL systematically.

In all those cases where an ordinal attribute is correctly classified as ordinal (14 out of 
63) the average Spearman correlation is very high: 0.95. These are highly reliable cases 
where the order of attributes is perfectly determined (8 out of 14) or reasonably good 
(worst case is 0.78 correlation). Some of these attributes have a textual representation of 
numbers or intervals (e.g., age, tumor-size, etc.) or are very easy (‘high’, ‘mid’, ‘low’) so it 
is not surprising that language models do well. Many discrepancies not due to unresolved 
comparisons happen in cases where the correlations are high, but not high enough (e.g., 
inv-nodes, doors, children, has-nurs, health, housing, social, L-02), all of which are well 
categorised by the second prompt. In these cases we can say that recognising whether an 
attribute is ordinal or not is doable, but the order might not be good enough. Then there are 
some cases where the correlation is low and both prompts fail to recognise it is an ordinal 
(persons, population, form) or just the first prompt (parents, L-O2). Finally, there are some 
non-ordinal features that get high scores and are categorised as ordinal by one or both of 
the prompts (gill-spacing, habitat, leafspots-halo, mycelium, roots, stem-cankers). Some of 
these have an ‘absent’ value, which is usually recognised as having a lower order than other 
values, or other elements that could suggest that are partially ordinal.

Moving to the Anomalies Battery, and starting with the analysis of numerical attributes, 
Fig. 6 (left) shows the poor performance of GPT-3, with a median success rate of 0.16. 
Some examples of its operation are shown in Table 14 in the Supplementary material. Why 
this poor performance? This may be due to the fact that in many of these cases the role 
of semantic information is limited, and most especially as we take the outlier detection 
(boxplot whiskers) as ground truth (when it may be wrong for many datasets). It is not 
only that these methods ignore semantics, but also that different outlier detection methods 
may return different sets of outliers depending on the approach they implement (distance 
and density of data points, statistical models to predict the probability of a dataset distribu-
tion, etc.). On the other hand, the performance of GPT-3 is sometimes erratic, obtaining as 

Fig. 7  Average results for the Imputation Battery for domain databases (left), and UCI datasets (right). 
Dataset results are split by numerical features (Reg) and categorical attributes (Class) when they have fea-
tures of both types. For the those databases representing specific domains (“domain databases”), we employ 
the Full prompt with 9-shot and zero-shot configurations. For the UCI datasets, we show the performance 
of the imputation with the Full prompt with 9-shot and zero-shot configurations, the 1-Feature prompt with 
99-shot and finally a decision tree trained with 99 examples
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answers the same set of values it takes as input, possibly indicating that GPT-3 has not cor-
rectly understood the task to be performed.

Analysing now the categorical attributes, Fig. 6 (right) shows the average results. In this 
case, although the average accuracy results are somewhat better than in the previous case 
(0.35), if we analyse the attributes individually, we can observe that GPT-3 is not able to 
correctly use their semantic information to detect the anomalies. Some examples of this are 
shown in Table 15 in the Supplementary material. It seems that when we insert anomalies 
to the attributes with a low number of unique values, anomalies, GPT-3 is able to detect 
them (see, e.g., attributes “drv” and “fl” in Table 15). However, for more complex attrib-
utes, such as the car “model”, which includes a many unique alphanumeric terms of differ-
ent lengths, when trying to detect the introduced anomalies, GPT-3 performs very poorly. 
In general, from this and the previous experiments we have seen that GPT-3 works well for 
simple examples of anomaly detection where the context is clear (e.g., {flat, house, 
apartment, dinosaur } or {70◦ F, 71◦ F, 71◦ F, 110◦ F, 71◦ F}). However, for 
real datasets, it is (still) much more difficult to obtain acceptable results.

Finally, in Figure 7 we show the experimental results for the Imputation Battery. Fig-
ure 7 (left) shows the results for those databases representing real cases of specific domains 
(which we call “domain databases”), namely, the UCs-Satellite, PAF-Address and ATP 
Players datasets. ‘Reg’ stands for ‘regression’ imputation (the output is a numerical value) 
and ‘Class’ stands for ‘classification’ imputation (the output is a a nominal or a textual 
value). Here, we focus on two learning strategies: zero-shot and 9-shot. We employ the Full 
prompt described in Sect.  3.2. We discard the use of traditional imputation methods for 
comparison since some of the attributes are textual and they cannot be directly processed 
by the DecisionTreeClassifer. If we analyse the performance for GPT-3, we see that, in 
general, the results are positive, with 0.48 and 0.80 as average performance for, respec-
tively, zero-shot and 9-shot strategies. Focusing on the 9-shot, the exception to the good 
results is the dataset PAF-Address. In this case, the instances are formed by different com-
ponents of actual addresses in the UK and, for most of the features, the model was not able 
to correctly infer the individual values of one feature given the others. In some cases lan-
guage models following a zero-shot learning strategy failed because they were not able to 
properly identify the task to be performed.

Figure 7 (right) shows the results for the UCI datasets (Mpg, Iris and Adult). Here, we 
analyse four different strategies: 1-Feature prompt with 99 examples; Full prompt with 
9-shot; Full prompt with zero-shot; and a DecisionTreeClassifer trained with 99 exam-
ples and only one feature (the most relevant one with respect to the target). The results 
in Fig.  7(right) show that language models have a comparable effectiveness to imputa-
tion methods based on simple predictive models (decision trees). This is specially the case 
when following the 1-Feature prompt strategy with 99-shot, which seems to be the best 
option in all datasets except for MPG.

5  Conclusions

Large language models based on transformers and trained on enormous datasets have 
recently disrupted artificial intelligence thanks to an unexpected abstraction capacity that 
has expanded their applicability to fields and problems not originally anticipated. In this 
work we have analysed different configurations and prompts, as well as the effect of the 
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number of examples (from zero-shot to 99-shot, depending on the problem) to see their 
performance for a wide range of data wrangling problems. To our knowledge, this paper is 
the first one that explores the possibilities of language models for data wrangling problems. 
The results show the capacity of these systems to learn transformation functions from few 
examples, to detect data types and domains, determine when there is an order in the attrib-
utes and in many cases give the order as well, complete missing data based on semantic 
components, rather than statistical properties and, to some extent, detect anomalous data. 
The performance of the studied language models is comparable to well-known systems 
specialised in data wrangling for some of the batteries, and a good complement that fills 
new niches for others. These results open a promising research direction to explore the 
possible applications of language models when used freely through their Application Pro-
gramming Interfaces (APIs) or when integrated into specialised tools for data wrangling. 
This is not limited to data wrangling, but could well be used for other tasks in data science, 
especially those that can be learnt from very few examples and require extensive domain 
knowledge (De Bie et al., 2022).

Even so, access to large language models is still limited because of cost, infrastructure, 
privacy issues or lack of training. It is infeasible to use them locally and therefore differ-
ent subscription models are provided to users via APIs, but this access is still restricted 
or expensive. We think that this paper comes at the right time, as new open initiatives are 
emerging to universalise the use of such systems. A notable example is the BigScience14 
consortium consisting of 900 researchers from 60 countries and more than 250 institutions. 
They are jointly creating very large multilingual language models for universal and free 
access by the scientific community and other professional users. This will make the sce-
nario and pipelines we are describing more common.

All in all, throughout the paper we have tried to understand how we can include lan-
guage models in the data processing and analysis pipeline. Note that it was not our goal to 
see for each and every task whether current language models are better than those systems 
that are specialised in solving data wrangling tasks. Our paper mostly focuses on a general 
assessment of the possibilities, the range of tasks and prompts data scientists should use 
for particular cases in their data processing pipelines. The integration of each particular 
solution into specific tools that maximise performance would end up with a large number 
of systems the user would need to know and the effort of realising which one serves each 
particular problem.

Coping with variability with a general and flexible approach instead comes at the cost of 
some familiarity and maturity of the users. Part of this will come from experience, as they 
start using language models successfully. For instance, in Table 10 we show the data-wran-
gling tasks where GPT-3 can help automate according to our experiments, under which 
conditions the systems are most and least useful. While this only applies for the tasks and 
GPT-3, it is also possible to set some basic guidelines that can be followed for the general 
use of language models in data wrangling and other data processing pipelines (see Table 16 
in the Supplementary material).

As future work, we would like to analyse how data wrangling automation can be 
improved by giving more information to the user about the reliability of the results given 
by the language models, using their probabilities and determining cutoffs. Some assis-
tance for choosing examples or prompts could also be useful. It is also necessary that other 

14 https:// bigsc ience. huggi ngface. co/

https://bigscience.huggingface.co/
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researchers, especially those in human-computer interaction, perform studies with real data 
scientists and machine learning practitioners using language models for data wrangling. 
Questionnaires should be conducted to evaluate how effective the automation or assistance 
is. This is necessary to determine how useful these systems are, since the way they are used 
is very different from other data wrangling systems, and a comparison solely based on per-
formance –ignoring many other factors– will always be partial.

Supplementary Information The online version contains supplementary material available at https:// doi. 
org/ 10. 1007/ s10994- 022- 06259-9.
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