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Summary 
Positron Emission Tomography (PET) is a powerful imaging technique that 

provides quantitative measurements of biological and physiological processes 
occurring within the body at the molecular level by using specific 
radiopharmaceuticals. PET imaging returns functional information that allows for 
early diagnosis and personalized therapy treatment follow up. It has applications 
in several research and clinical areas, such as oncology, neurology or cardiology, 
among others. Efforts to improve PET systems performance are focused on 
increasing their sensitivity and image quality, allowing for more accurate clinical 
assessments. 

In PET imaging, a radiotracer labeled with a positron-emitting radionuclide is 
injected to the patient and consequently, distributed throughout the body. During 
the radiotracer decay, the isotope emits a positron that annihilates with an 
electron of the surrounding tissues, generating two 511 keV gamma-rays emitted 
at ~180o. The PET technique is based therefore on the simultaneous detection of 
these two gamma-rays, called annihilation photons, by usually employing a ring 
of detectors around the patient. Improving the design and performance of these 
detectors, increases the diagnostic capabilities of PET imaging.  

To boost PET performance, it has been suggested to use detectors based on 
monolithic crystals designs, due to their advantages compared to pixelated 
detectors. However, their implementation in commercial scanners requires 
overcoming some challenges mostly related to photon impact positioning 
methods and calibration procedures to provide the impact coordinates and time 
of arrival of the annihilation photons. This PhD thesis focuses on the development 
and experimental validation of methodologies for an accurate determination of 
this information in monolithic detectors, emphasizing in their practical application 
to full PET systems.  
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During this thesis, the main principles of monolithic-based PET detectors have 
been studied to understand their behavior and limitations. Typical monolithic 
detector configurations based on continuous scintillation blocks coupled to flat 
SiPM arrays have been first considered; additionally, other novel approaches 
have been also validated. Two main methodologies for 3D photon interaction 
positioning, one based on analytical methods and another based on Deep 
Learning algorithms, have been developed to increase the overall detector 
performance. The proposed methods have been validated at the detector level 
but also in different PET scanners developed by our group. 

The present thesis is based on a compendium of the most relevant papers 
published in peer-reviewed journals by the PhD candidate and is organized as 
follows. Chapter I presents an introduction to the thesis work, composed by three 
sections: Medical Imaging, principles of Positron Emission Tomography and, 
Position estimation and calibration in monolithic-based detectors. Chapter II 
contains the specific objectives of this thesis and the main contributions of the 
candidate to the field. This chapter also includes some recent methodologies and 
results that have not yet been published. Chapter III collects an author copy of 
the four published articles selected for the compendium, in which the candidate 
is the first author [1]-[4]. In Chapter IV the main results and conclusion achieved 
during the thesis are discussed. Finally, Chapter V presents the discussion of this 
thesis, summarizing the main contributions and highlighting the scientific 
achievements.  
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Resumen 
La Tomografía por Emisión de Positrones (PET) es una potente técnica de 

imagen que proporciona mediante el uso de radiofármacos específicos medidas 
cuantitativas de los procesos biológicos y fisiológicos que tienen lugar en el 
organismo a nivel molecular. Las imágenes PET proporcionan información 
funcional que permite el diagnóstico precoz y el seguimiento personalizado del 
tratamiento terapéutico. La PET tiene aplicaciones en diversas áreas clínicas y 
de investigación, como la oncología, la neurología o la cardiología, entre otras. 
Los esfuerzos por mejorar las prestaciones de los sistemas PET se centran en 
aumentar su sensibilidad y calidad de imagen, lo que permite una evaluación 
clínica más precisa. 

En las imágenes PET, se inyecta al paciente un radiotrazador marcado con 
un radionúclido emisor de positrones que se distribuye por todo el cuerpo. 
Durante la desintegración radiactiva del trazador, el isótopo emite un positrón 
que se aniquila con un electrón del tejido circundante, generando dos rayos 
gamma de 511 keV emitidos a ~180o. La técnica PET se basa por tanto en la 
detección simultánea de estos dos rayos gamma, denominados fotones de 
aniquilación, empleando habitualmente un anillo de detectores alrededor del 
paciente. Mejorando el diseño y el rendimiento de estos detectores, se mejoran 
las capacidades diagnósticas que ofrece la imagen PET.  

Para aumentar el rendimiento, se ha sugerido utilizar detectores basados en 
diseños de cristales monolíticos, debido a sus ventajas en comparación con los 
detectores pixelados. Sin embargo, su implementación en escáneres 
comerciales requiere superar algunos retos relacionados principalmente con los 
métodos de posicionamiento y los procedimientos de calibración necesarios para 
proporcionar las coordenadas de impacto del fotón de aniquilación y el tiempo 
de llegada de los fotones. Esta tesis doctoral se centra en el desarrollo y 
validación experimental de metodologías para la determinación precisa de esta 



 
 

xii 

información en detectores monolíticos, haciendo hincapié en su aplicación 
práctica también a sistemas PET completos.  

Durante esta tesis se han estudiado los principios fundamentales de los 
detectores PET monolíticos para comprender su comportamiento y limitaciones. 
En primer lugar, se han considerado las configuraciones típicas de detectores 
monolíticos basadas en bloques de centelleo continuo acoplados a matrices de 
SiPMs planas; además, también se han evaluado y validado otros enfoques 
novedosos. Se han desarrollado dos metodologías principales, una basada en 
técnicas analíticas y otra en algoritmos de Aprendizaje Profundo, para el 
posicionamiento 3D de la interacción del fotón con el fin de aumentar el 
rendimiento global del detector. Finalmente, los métodos propuestos han sido 
validados a nivel de detector, pero también en diferentes escáneres PET 
desarrollados en i3M. 

La presente tesis se basa en un compendio de los artículos más relevantes 
publicados en revistas revisadas por pares por el doctorando y está organizada 
de la siguiente manera. El Capítulo I presenta una introducción al trabajo de la 
tesis, compuesto por tres secciones: Imagen Médica, principios de la Tomografía 
por Emisión de Positrones y, Estimación de posición y calibración en detectores 
monolíticos. El Capítulo II contiene los objetivos específicos de esta tesis y las 
principales contribuciones del candidato a este campo. Este capítulo también 
incluye algunas metodologías y resultados recientes que aún no han sido 
publicados. El Capítulo III colecciona una copia de los cuatro artículos publicados 
seleccionados para el compendio, en los que el candidato es el primer autor [1]-
[4]. En el Capítulo IV se discuten los principales resultados y conclusiones 
alcanzados durante la tesis. Por último, el Capítulo V presenta la discusión de 
esta tesis, resumiendo las principales contribuciones y destacando los logros 
científicos.  
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Resum 
La Tomografia per Emissió de Positrons (PET) és una potent tècnica d'imatge 

que proporciona mitjançant l'ús de radiofàrmacs específics mesures quantitatives 
dels processos biològics i fisiològics que tenen lloc en l'organisme a nivell 
molecular. Les imatges PET proporcionen informació funcional que permet el 
diagnòstic precoç i el seguiment personalitzat del tractament terapèutic. La PET 
té aplicacions en diverses àrees cliniques y d´investigació, com l'oncologia, la 
neurologia o la cardiologia, entre altres. Els esforços per millorar les prestacions 
dels sistemes PET se centren en millorar la seua sensibilitat i qualitat d'imatge, 
la qual cosa permet una avaluació clínica més precisa més precís. 

En les imatges PET, s'injecta al pacient un radiotraçador marcat amb un 
radionúclid emissor de positrons que es distribueix per tot el cos. Durant la 
desintegració radioactiva del traçador, l'isòtop emet un positró que s'aniquila amb 
un electró del teixit circumdant, generant dos raigs gamma de 511 keV emesos 
a ~180o. La tècnica PET es basa per tant en la detecció simultània d'aquests dos 
raigs gamma, denominats fotons d'anihilació, emprant habitualment un anell de 
detectors al voltant del pacient. Millorant el disseny i el rendiment d'aquests 
detectors, es millora les capacitats diagnòstiques que ofereix la imatge PET.  

Per a augmentar el rendiment, s'ha suggerit utilitzar detectors basats en 
dissenys de cristalls monolítics, a causa dels seus avantatges en comparació 
amb els detectors pixelats. No obstant això, la seua implementació en escàners 
comercials requereix superar alguns reptes relacionats principalment amb els 
mètodes de posicionament i els procediments de calibració necessaris per a 
proporcionar les coordenades d'impacte del fotó d'anihilació i el temps d’arribada 
dels fotons. Aquesta tesi doctoral se centra en el desenvolupament i validació 
experimental de metodologies per a la determinació precisa d´aquesta 
informació en detectors monolítics, posant l'accent en la seua aplicació pràctica 
també a sistemes PET complets.  
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Durant aquesta tesi s'han estudiat els principis fonamentals dels detectors 
PET monolítics per a comprendre el seu comportament i limitacions. En primer 
lloc, s'han considerat les configuracions típiques de detectors monolítics basats 
en blocs de centellege continu acoblats a matrius SiPM planes; a més, també 
s'han evaluat i validat altres enfocaments nous. S'han desenvolupat dues 
metodologies principals, una basada en tècniques analítiques i una altra en 
algoritmes d'Aprenentatge Profund, pel posicionament 3D de la interacció del 
fotó amb la finalitat d'augmentar el rendiment global del detector. Finalment, els 
mètodes proposats han sigut validats a nivell de detector però també en diferents 
escàners PET desenvolupats en i3M. 

La present tesi es basa en un compendi dels articles més rellevants publicats 
en revistes revisades per parells pel doctorand i està organitzada de la següent 
manera. El Capítol I presenta una introducció al treball de tesi, compost per tres 
seccions: Imatge Mèdica, principis de la Tomografia per Emissió de Positrons i, 
Estimació de posició i calibració en detectors monolítics. El Capítol II conté els 
objectius específics d'aquesta tesi i les principals contribucions del candidat a 
aquest camp. Aquest capítol també inclou algunes metodologies i resultats 
recents que encara no han sigut publicats. El Capítol III col·lecciona una còpia 
dels quatre articles publicats seleccionats pel compendi, en els quals el candidat 
és el primer autor [1]-[4]. En el Capítol IV es discuteixen els principals resultats i 
conclusions aconseguits durant la tesi. Finalment, el Capítol V presenta la 
discussió d'aquesta tesi, resumint les principals contribucions i destacant els 
assoliments científics.  
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I Introduction 
Chapter I is composed of three sections. In Section 1 the most important 

Medical Imaging techniques are outlined, focusing on anatomical and functional 
imaging systems, as well as on multimodality ones. PET technique is introduced 
in Section 2, including a description of its principle, operational characteristics 
and the main aspects of PET detectors. Finally, the position estimation methods 
and impact calibration procedures used in monolithic-based PET detectors are 
described in Section 3. 
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1 Medical Imaging 

1.1 Medical Imaging history 
Invasive medical procedures such as surgery or endoscopy allow to observe 

inside the body by accessing it directly (see Figure 1 left) [5]. These methods 
might cause patient discomfort, high costs, and a small risk of potentially life-
threatening complications [6]. In contrast to this, Medical Imaging techniques 
generate visual representations of the human body, allowing the clinicians to “see 
inside the patient” and observe all the relevant structures and processes. The 
basic principle of Medical Imaging techniques consists of using a source of 
energy that can penetrate the human body and interact with the different tissues 
of the body, creating signals (see Figure 1 right). These signals are measured 
using detectors compatible with the source of energy and then, mathematically 
manipulated to create an image (see Figure 1 right) [7].  

 
Figure 1.- Left, open surgery picture. Right, basic principle of Medical Imaging techniques.  

Medical Imaging systems are typically classified as anatomical (morphological, 
structural) or functional [8]. Figure 2 shows the main techniques of each modality. 
While, anatomical techniques generate detailed representations of the anatomy 
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of the patient, functional techniques provide information about the behavior of 
different organs at cellular and molecular levels (see Figure 3) [7][9][10]. 

 
Figure 2.- Most relevant Medical Imaging techniques and type of emission sources used. 

The first published medical image was a radiograph of the hand of Roetgen´s 
wife in December 1895 [11]. Roentgen discovered x-rays while he was 
investigating with a Crooke's tube, that is the predecessor of today’s x-ray tube 
[5]. Several decades later, in 1972, Hounsfield presented the first Medical 
Imaging system named Computed Tomography (CT), based on a x-rays tube that 
irradiates the subject from many different angles providing 3- dimensional (3D) 
images of the internal structures of the body [12]. Following CT, the 1980s 
witnessed the appearance of clinical Magnetic Resonance Imaging (MRI), which 
is of particular relevance for imaging patients because it does not require the use 
of ionizing radiation. CT and MRI techniques are typically located at the radiology 
departments and they are the principal imaging techniques of human anatomy. 
However, in diagnosing and staging of diseases or monitoring the response to 
therapy, anatomical imaging does not always provide complete information since 
functional or metabolic changes can and occur even in the absence of a 
corresponding anatomical correlate.  

Nuclear Medicine techniques initiated in the late 1940s to image functional 
processes by using radioactive tracers (radionuclides) and gamma-ray (g-ray) 
detectors  [13][14]. The first human tomographic images with positron-emitting 
isotopes were presented in 1972 [15][16], and then Single Photon Emission 
Computed Tomography (SPECT) and PET were widely established in the field of 
medical imaging [14]. Recently, Medical Imaging has also become a crucial tool 
in the early detection and risk stratification of the COVID-19 disease [17].  

1.2 Anatomical imaging 
Anatomical imaging encloses all techniques that allow to visualize internal 

structures of the body, such as bones, organs or tissues. The main anatomical 
imaging techniques are summarized in the following paragraphs. 
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1.2.1 Radiography 
Radiography is a diagnostic technique that uses ionizing electromagnetic 

radiation, such as x-rays, to image the structure of objects. X-rays are high energy 
electromagnetic radiation with wavelengths in the range of 0.01 to 10 nanometers 
(123 to 0.123 keV, respectively), thus can penetrate solids and ionize gases. In 
Medical Imaging, the generated x-rays pass through the body where they are 
attenuated accordingly to the density and atomic number of the different tissues 
thus, creating a transmission intensity profile. This intensity distribution is 
revealed using a scintillation material, which converts the x-rays into visible light. 
Finally, the scintillation light is detected either on a sheet of photographic film, a 
camera, or by solid-state detectors to generate a 2D projection image of the 3D 
subject [5]. 

1.2.2 Computed Tomography 
CT is an x-ray imaging modality in which an x-ray source rotates around the 

object. The x-rays that pass through the object are detected on the opposite side. 
The detected projection data at different angles are sent to an acquisition system 
returning 3D tomographic images (see Figure 3 left) [18].  

 
Figure 3.- Brain imaging using different Medical Imaging techniques. From left to right, CT, 

MRI and PET images. Extracted from [9]. 

1.2.3 Magnetic Resonance Imaging 
MRI is a non-invasive imaging modality which produces 3D tomographic 

images of physical and chemical characteristics of internal organs of the human 
body from externally measured Nuclear Magnetic Resonance (NMR) signals (see 
Figure 3 center) [19]. Atoms with an odd number of protons and/or of neutrons, 
such as hydrogen, infer a nuclear spin angular momentum and therefore exhibit 
the NMR phenomenon. Hydrogen with a single proton is the element most 
abundant in biological specimens, and, for that reason, MRI primarily images the 
NMR signal coming from the hydrogen nuclei [20].  

If no external magnetic field is applied, the spins are randomly oriented due to 
thermal motion and the net macroscopic magnetic moment is zero as shown in 
Figure 4.  When the subject is exposed to the main magnet field of MRI system 
named B0, the magnetic moment vectors tend to align in the direction of B0 
(referred to as the z- direction) to create a net magnetic moment M (see Figure 
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4). Also, the spins exhibit a resonance at a well-defined frequency, named the 
Larmor frequency. At equilibrium, the transverse component of M (i.e., the 
projection of M in the xy- plane, namely, Mxy) is zero (see Figure 4) [19]. However, 
when a radio-frequency (RF) field, called B1, is applied, the spins are excited and 
tilt M away from the z- axis (the direction of B0), creating a measurable (non-zero) 
transverse component Mxy as shown in Figure 4. When turning the excitation off, 
the relaxation backs to its equilibrium with the length of the magnetization vector 
not remaining constant over time. The time constant characterizing the return of 
the magnetization vector along the z- axis (longitudinal axis) is called T1, while 
the time constant characterizing the decay of the transverse component is called 
T2. Localizing the MR signal spatially to a region of interest requires the use of 
gradients, that is, additional spatially linear variations in the static field strength 
B0. Faster or slower precession is detected as higher or lower MR signal, 
respectively. Thus, the frequency measurements can be used to distinguish MR 
signals at different positions in space and enable image reconstruction in 3D [19]. 

 
Figure 4.- Sketch of the MRI principle. From left to right, proton spins are randomly oriented; 

the spins aligned parallel or antiparallel with the field if the main field is applied (B0); when RF 
field is applied the spins direction changes and when the RF field stops, the detected signal is 
modulated by the fundamental relaxation process, T1 and T2 decays. M is the net moment and 
the projection of M in the xy- and z- directions are named, Mxy and Mz, respectively. 

MRI has revolutionized the diagnostic imaging field because provides unique 
soft tissues contrast and high spatial resolution without using ionizing radiation 
[21][22]. 

1.3 Molecular Imaging 
Functional or Molecular Imaging (MI) is defined as the measurement, 

characterization and visualization of biological processes in vivo at molecular and 
cellular levels [23]. This modality enables to study processes while cells reside in 
their native environment with all molecular processes intact, therefore 
maintaining optimal and relevant biological context for MI measurements [24][25]. 
Herein, this functional information allows doctors to efficiently monitor and follow-
up each treatment strategy. Furthermore, since diseases begin with microscopic 
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cellular changes, MI have the potential to identify diseases at a very early stage, 
when treatment is most effective, and often before conventional morphological 
imaging techniques and other tests are able to reveal anomalies [26].   

 
Figure 5.- Nuclear Medicine Imaging process.  

MI involves signal producing/imaging agent (probe) that is introduced into the 
body, usually by injection or inhalation, and an imaging device that detects and 
uses the signal agent to generate images (see Figure 5). Probes, which are 
designed to accumulate in a specific organ or attach to certain cells, enable cell 
activity and biological processes to be measured and visualized [26]. Non-
radioactive probes such as light or sound are also used in non-nuclear MI 
modalities, such as optical imaging and Focused Ultrasound (FUS)  [26]. In 
Nuclear MI (NMI), the imaging agent is a radiotracer, also named 
radiopharmaceutical, that is, a substance in which one or more atoms are 
replaced by a small amount of radioactive material called radioisotope (see 
Figure 5) [26].  

 
Figure 6.- Most relevant Nuclear Medicine Imaging devices. From left to right, Gamma camera, 

SPECT/CT and PET/CT. 

Radiotracers are introduced into the patient body producing a signal that can 
be detected by a gamma camera, a SPECT or a PET scanner (see Figure 6). 
They allow one to study physiological processes, the functionality of certain 
organs or the presence of tissues with altered metabolism and then, non-
invasively diagnose and stage diseases (see  Figure 3) [14][27]. The radiotracers 
employed in NMI applications are pharmaceuticals developed to follow specific 
metabolic pathways or for binding to precise receptor systems or molecules. They 
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contain gamma- or positron-emitting isotopes. Even though there are many 
isotopes that could possibly be used in NMI applications, due to practical reasons 
only few of them are routinely employed in clinical practice [28]. A brief description 
of the three most relevant NMI systems is presented below. 

1.3.1 Gamma camera 
The Gamma camera is based on the detection of gamma radiation emitted 

from the single-photon-emitting radioisotopes injected to the patient. This 
technique is used to obtain planar images of radionuclides distribution.  

Standard Gamma cameras have been used for decades in NM. These 
detectors are composed by a single scintillation crystal, an array of 
photodetectors and a collimator (see Figure 7 left) [24][29]. The collimator 
typically consists of a single plate made of lead or tungsten with drilled holes to 
allow only photons traveling parallel to the collimator holes to reach the crystal 
located behind the collimator. In the last decade, solid state detectors, such as 
Cadmium Zinc Telluride (CZT), have been also employed in these systems, due 
to their higher stopping power and, energy and spatial resolution compared to 
scintillator-based detectors [30]. 

   
Figure 7.- Left, working principle of a standard Gamma camera; a gamma-ray reach the 

detectors passing through a collimator. Right, scheme of a rotating gamma camera-based SPECT 
system; the gamma cameras rotate around the subject acquiring cross-sectional images. 

1.3.2 Single Photon Emission Computed Tomography 
The SPECT technique is also based on the detection of gamma radiation 

emitted from single-photon-emitting radiotracers. However, in this technique, 
data is acquired at different angular orientations around the subject in order to 
provide 3D tomographic images. They require correction of the acquired data for 
non-uniform scanner responses and other signal-degrading effects, as well as 
mathematical reconstructions of thin transverse tissue-section images [31]. 
Although there are many possible scanner combinations, rotating gamma 
camera-based SPECT systems are by far the most common (see Figure 7 right).  

Table 1 shows the most typical single-photon-emitting radionuclides used in 
Gamma camera and SPECT techniques.  

SPECT images can in principle be quantitative, with voxel values representing 
the local activity concentration. However, in contrast to PET, this is often not the 
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case because the corrections or effects such as scatter and attenuation more 
challenging in SPECT than in PET. 

Isotope Half-life Mode of decay Energy gamma (keV) 
67Ga 3.26 days EC (100) 93; 185; 300 
99mTc 6.0 h EC (100) 141 
111In 2.8 days EC (100) 171; 247 
123I 13.2 h EC (100) 159 

Table 1.- Most relevant characteristics of isotopes of interest used in Gamma camera and 
SPECT. 

1.3.3 Positron Emission Tomography 
PET is a quantitative tomographic imaging technique based on the 

administration of a positron-emitting radionuclide that, after beta plus (b+) decay, 
emits a positron that subsequently annihilates with an electron generating two co-
linear (approximately 180º) 511 keV gamma-rays (annihilation photons), that are 
detected in coincidence [31]. PET scanners consist of many detectors that 
surround the subject to be imaged and are designed to convert the annihilation 
photons into electrical signals that are fed to the electronic chain (see Figure 8). 
After a data reconstruction processes, PET images allow one to visualize the 3D 
spatial distribution of radiotracers to be quantitatively mapped in the body. Since 
this thesis is mainly focused on the PET technique, a detailed description about 
their physic and working principles are explained in Section 2. 

 
Figure 8.- Working principle of PET. After 𝛽+ decay, the isotope emits a positron and, it 

annihilates with an electron, generating two annihilation photons that are emitted in opposite 
directions.  

1.4 Multimodality imaging techniques 
Multimodality imaging is defined as the image of a subject provided by the 

combination of two or more imaging modalities with the images being co-
registered (see Figure 9). In the case of merging morphological and functional 



 
 

10 

information, they allow for a better understanding of physiological mechanisms at 
molecular and cellular levels and, thus, improving diagnosis and therapeutic 
planning of a disease [31]-[36].  

Prior to the advent of multimodality such as PET/CT or SPECT/CT scanners, 
co-registering images from two separate imaging devices was almost exclusively 
carried out through retrospective software registration of the volumetric datasets. 
However, this is challenging due to changes in patient pose or temporal changes 
between the two scans, leading to attenuation artifacts and diagnostic 
inaccuracies [33].  

 
Figure 9.- Left, CT. Center, PET. Right, PET/CT images. Extracted from [37]. 

SPECT/CT and PET/CT acquisitions cannot be performed simultaneously due 
to technical challenges [33]. The approach followed by current hybrid PET/CT 
and SPECT/CT systems is based on a tandem configuration (see Figure 6), 
which enables sequential functional and anatomic imaging, without moving the 
patient off the bed. One of the main drawbacks occurring in the tandem 
configuration is that most human organs and tissues are in continuous motion 
leading to possible mismatches in the different images. Gating techniques have 
been developed to correct for cardiac or respiratory movements in sequential 
imaging acquisitions [38].  

Another possibility is to simultaneously acquire PET and MRI data sets 
[39][40][41]. One of the main barriers for simultaneous PET/MRI systems is the 
technical operation challenges produced because the photosensors used in PET 
systems are influenced by the magnetic fields and the electronics for processing 
PET signals may generate interferences in the MR signal. Traditional PET 
detectors were based on Photomultiplier Tubes (PMTs) that are susceptible to 
even small magnetic fields and, therefore they are incompatible with the large 
magnetic fields associated to MRI. For this reason, the first PET/MR systems 
were installed also following a tandem (sequential) approach. However, the 
development of solid-state photosensors that are MR compatible made it possible 
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to build simultaneous PET/MRI systems. These systems provide important 
benefits  in the clinical practice [40].  
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2 Positron Emission 
Tomography 

This section briefly describes the history of PET, followed by an exhaustive 
explanation on the principles of PET imaging. Finally, an overview of state-of-the-
art PET scanners is presented. 

2.1 PET history 
The development of the PET technique demonstrates how advances in basic 

sciences can translate into benefits for human health. The timeline of its historical 
advances is shown in Figure 10 and summarized in the following paragraphs. For 
further information see references [42][43].  

 
Figure 10.- Timeline showing some of the most historical breakthroughs during PET technique 

development.  

The historical breakthroughs related to PET started in 1929 with the 
postulation of the existence of the positron by P. Dirac [44] and its experimental 
discovery by C. D. Anderson in 1933 [45]. After a year, M. Curie and F. Joliot 
discovered artificial radioactivity and later, investigators at the University of 
California made use of a cyclotron to produce positron-emitting radionuclides for 
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the first time [12][46][47]. Lastly, two more important milestones were achieved, 
the production of scintillation materials for the detection of high energy photons 
[48] and the development of the PMTs  [49]. These advances allowed F. R. Wren, 
M. L. Good and P. Handler from Duke University to employ positron-emitting 
radioisotopes and a coincidence detection approach for the localization of tumors 
[50]. Two years later, G. L. Brownell and W. Sweet built the first positron imaging 
device for imaging brain tumors at the Physics Research Laboratory of the 
Massachusetts General Hospital (MGH). The system was based on a pair of NaI 
detectors placed on either side of the head and operating in coincidence [51]. In 
the following years, S. Rankowitz and his team designed the first operative 
positron scanner based on NaI(Tl) cylindrical scintillation detectors assembled in 
a ring geometry [52] and, in 1963, the design of a positron camera device was 
published by H. O. Anger and A. Gottschalk  [53][54].  

   
Figure 11.- Left, photo of the Positome system developed by Thompson and collaborators at 

Montreal Neurological Institute; original figure extracted from [55]. Right, first commercial PET, 
the ECATII, developed by EG & G ORTEC in Oak Ridge, Tennessee. Original figure extracted 
from [43]. 

In the early ‘70, great advances in PET instrumentation allowed launching the 
first PET scanners in the form of current devices [56]. C. J. Thompson from the 
Brookhaven National Laboratory built the so-called Positome. The system was 
designed for the measurement of regional cerebral blood flow and was based on 
a ring of 32 detectors (see Figure 11 left) [57]. Moreover, M. E. Phelps, E. J. 
Hoffman, N. A. Mullani and M. M. Ter-Pogossian from the University of 
Washington built the so-called Positron Emission Transaxial Tomography (PETT) 
[15][16]. Shortly after this development, M. E. Phelps and E. J. Hoffman started 
a collaboration with EG & G ORTEC. In 1973, Phelps and Hoffman proposed the 
PETT II based on a ring of 24 hexagonal detector arrays of NaI(Tl). Later, they 
refined the design in the PETT III increasing the number of detectors to 48 
allowing to show the potentiality of PET in functional brain imaging [55][56].  With 
the experience from PET III, in collaboration with EG & G ORTEC, they build the 
first commercial PET scanner called Emission Computed Axial Tomography, 
ECAT (see Figure 11 right), also based on NaI(Tl) crystals conforming a ring 
[58][59]. In 1974 the Lawrence Berkeley Laboratory group suggested for the first 
time that Bismuth Germanate Oxide (BGO) could be an excellent crystal for PET. 
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Soon, BGO replaced NaI(Tl) and became the crystal of election for PET for the 
following 20 years, until Lutetium Ortho-silicate (LSO) became available in the 
late 1990s [55]. Between 1976 and 1980, advancements of PET cameras 
resulted on the construction of several scanners such as a single ring of NaI(Tl) 
[60] and its expansion to multiple rings using BGO crystals [61]. Development of 
Lutetium-based scintillators in the late 1990 and early 2000s leads to LSO and 
Lutetium–Yttrium Oxyorthosilicate (LYSO) crystals which report high stopping 
power and very good Coincidence Time Resolution (CTR) [62]. In parallel to the 
advancements in PET instrumentation, many efforts were dedicated to the 
improvement of radiotracers, such as the synthetization of 18F-FDG in 1976 [63]. 
Currently, the 18F-FDG is the most common radiotracer used in PET scans. 

 
Figure 12.- Evolution of PET imaging from 1976 to 2018. 

In 2001, the introduction of multimodal imaging, in particular, the hybrid 
approach of PET/CT, resulted in the wide establishment and spread of the PET 
technique. Most commercial PET/CT systems have an axial length of 25 cm and 
are named Whole Body PET/CT (WB-PET/CT). They are based on pixelated 
scintillation crystals coupled to PMTs. The development of SiPMs allowed for 
more compact, lower cost, and higher performance detectors for PET/CT [66].  

 
Figure 13.-  Number of articles related to AI indexed on EMBASE obtained on April 24, 2018. 

Extracted from [73]. 
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During the last years, PET systems based on faster scintillation crystals and 
electronic readout platforms have been developed [64][65], improving the timing 
capabilities and allowing the use of Time of Flight (TOF) information during the 
image reconstruction process. Moreover, Total Body-PET (TB-PET) systems that 
tend to cover the whole patient body by extending the axial Field of View (FOV) 
of typical WB-PET scanners have been proposed aiming to boost the sensitivity 
to maximize the acquired counts per unit of radiation dose injected to the patient. 
The first TB-PET system with 2 m axial length was announced in 2018 [69] and 
two commercial long axial FOV PET systems are nowadays available [68]. Figure 
12 shows PET images acquired by different PET systems from 1976 to 2018, 
showing the significant progress that PET has undergone over the years. 

Finally, while Artificial Intelligence (AI) has been investigated over decades for 
the interpretation of medical images [70], the interest in developing AI techniques 
for Medical Imaging applications is demonstrated by the increased number of 
publications on this topic (see Figure 13). There is an illustrative number of clinical 
applications both at scanner technology and, in the reconstruction process or 
post-processing step [71][72]. 

2.2 PET basics 
2.2.1 Positron emission and annihilation 

In PET imaging, the radiotracer injected to the patient contains a positron-
emitting radionuclide, that is, an unstable isotope (parent isotope) that contains 
more protons than neutrons in their nucleus and decays following a b+ process:  

 𝑋!" →	 𝑋′!#$
" +	𝑒% + 𝜈& (1) 

In β+ decays, a proton is transformed to a neutron, ejecting a positron -the 
antimatter conjugate of an electron with the same mass but positive charge- and 
an electronic neutrino (ne) (see Figure 14). These positrons are emitted from the 
nucleus with different energies generating a continuous spectrum with a specific 
maximum value (Emax) and mean value (Emean) that is characteristic of the parent 
isotope (see Table 2). Once emitted from the nucleus, the positron propagates 
through the surrounding material undergoing scattering interactions, changing its 
direction and losing kinetic energy [74]. Within a short distance, the positron 
comes to rest and combines with an electron from the surroundings. This 
distance, named as positron annihilation range, is dependent on the energy of 
the positron and is typically ~1 millimeter (see Table 2). The combination of a 
positron and an electron results in the annihilation of both particles and the 
generation of two 511 keV γ-rays, called annihilation photons, in opposite 
directions (~180°) because the net momentum when the annihilation occurs is 
close to zero since the positron and electron are almost at rest. This process is 
shown schematically in Figure 14. Higher order annihilation, in which more than 
2 photons are emitted, is also possible, but only occurs in about 0.003% of the 
cases [75][76]. 
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Figure 14.- Sketch of the b+ decay scheme. A proton decays to a neutron in the nucleus 

emitting an electron neutrino and a positron that annihilates with an electron of the surrounding 
generating two back-to-back γ-rays of 511 keV each. 

The most used positron-emitting radionuclides in academic and clinical PET 
are described in Table 2, including their more relevant applications. 

Isotope Half-life Emax 
(MeV) 

Emean 
(MeV) 

Mean e+ 

range in H2O 
(mm) 

Tracer compound Application 

11C 1222 s 0.96 0.39 1.1 Methionine Protein synthesis 

18F 110 min 0.64 0.25 0.6 Fluordeoxyglucose 
(FDG) 

Glucose 
metabolism 

Dluoromisonidazole 
(FMISO) 

Hypoxia 

13N 10 min 1.20 0.49 1.8 Ammonia Blood perfusion 
68Ga 68 min 1.89 0.89 2.9 Prostate-specific 

membrane antigen 
(PSMA) 

Prostate cancer 

Table 2.- Most relevant characteristics of positron-emitting radionuclides of interest used in 
PET. 

2.2.2 Coincidence detection 
The two back-to-back 511 keV annihilation photons are measured by PET 

detectors placed around the subject (see Figure 15). The typical role of a PET 
detector is to efficiently stop the incoming 511 keV annihilation photons and 
accurately measure their interaction position, energy and timestamp (time 
information of the arrival event).  

Coincidence detection involves the association of two detected annihilation 
photons in two opposite PET detectors within a defined time coincidence window, 
usually in the nanosecond order. Moreover, if the measured energy of some of 
the detected photons is not within a 20-30% energy window around the 511 keV 
peak, the coincidence event is typically discarded. Coincidences that pass both 
the energy and time coincidence windows are used to define a Line of Response 
(LOR) joining the coordinates of the two events involved in the coincidence. The 
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LOR is assumed to intersect the unknown location of the annihilation event (see 
Figure 15).  

 
Figure 15.- Sketch of the operation principle of PET imaging. 

In a typical PET exploration, millions of these annihilation photons pairs are 
emitted and the more efficient approach for detecting them consists of building a 
complete ring of detectors around the patient (see Figure 16). Many projections 
are acquired at the same time. The maximum angle between detectors (with 
respect to their perpendicular direction) for which coincidences are allowed 
defines the useful FOV of an annular scanner (see Figure 16).  

 
Figure 16.- Sketch of a PET system composed of a ring of detector modules. The FOV of the 

scanner is defined by the acceptance angle of the detectors.  

By collecting all possible LORs around the object (full angular coverage) and 
assuming a uniform emission probability along the full length of the LORs (and 
within the object boundary), reconstruction algorithms are employed to generate 
an image showing the 3D radiotracer distribution in the subject (see Figure 15). 
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As described below, there are several effects in PET systems related to 
physical processes or to the detection coincidence method, that might result in a 
degradation of the reconstructed image quality. 

2.2.2.1 Physical effects limiting image performance  
i) Positron range. The positron range is defined as the distance travelled 

by the ejected positron before annihilating (see Figure 14). This 
distance depends on the initial energy of the positron (see Table 2). 
From the perspective of PET imaging, the positron range is the quantity 
that directly degrades the spatial resolution, and can be measured as 
the perpendicular distance from the positron emission site to the line 
defined by the two generated annihilation photons [77][78].  

ii) Non-collinearity. The two back-to-back annihilation photons will not be 
exactly emitted at 180° and will instead be emitted with a distribution of 
angles around 180° [79]. This is because positrons annihilate before 
losing all their momentum which translates into a small deviation of 
about ±0.25° from the expected back-to-back emissions [80]. After 
detecting the annihilation photons, PET assumes that the emission of 
the two annihilation photons was exactly back-to-back, resulting in a 
small error in assigning the true LOR. This phenomenon tends to 
degrade spatial resolution as detector separation increases [79].  

 
Figure 17.- Left, illustration of parallax error. The continuous red line represents the true LOR, 

while the dash green line shows the LOR that would be assigned in the absence of DOI 
information. Right, reconstructed point source at the center and at the edge of a PET scanner. 
The spatial resolution is degraded when moving radially form the center to the edge. Adapted 
from [86]. 

iii) Parallax error. This effect is related to the uncertainty of the annihilation 
photon interaction depth coordinate in the scintillation crystal. When 
the annihilation photons enter at an oblique angle, the photon 
interaction position will be different from the point of entry in the crystal 
(see Figure 17) [81][82]. If the Depth of Interaction (DOI) is not 
considered an incorrect LOR will be assigned causing parallax error, 
thus degrading the system spatial resolution when moving radially 
away from the center of the system (see Figure 17) [82]-[85]. The 
parallax error increases for LORs placed closer to the edge of the FOV, 
thus, this effect tends to increase for small diameter PET systems. 
Commercial clinical PET scanners do not estimate the DOI, and 
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therefore it is assigned as a constant value for all events based on the 
attenuation coefficient of the detector crystal, or simply defined as the 
position on the face of the crystal [81]. If the PET detector provides DOI 
information, this can be included to address the parallax error and 
provide homogeneous spatial resolution across the entire FOV [87].  

iv) Detector intrinsic resolution. The detector intrinsic resolution refers to 
the uncertainty in obtaining precise impact position and energy; and is 
independent of the previous effects. This quantity is limited by several 
factors, such as the scintillation material, the crystal thickness, the 
surface crystal treatment or, the photodetector type and size, to name 
but a few. 

2.2.2.2 Image degradation caused by coincidence detection 
method  

A coincidence is generated when two annihilation photons are detected within 
the same time coincidence window and, is considered as a true coincidence if 
they have not interacted before being detected. In ideal PET systems, only true 
coincidences would be encountered. In real systems, due to different factors, true 
coincidence data are contaminated with undesirable events, which includes 
scatter, random and multiple coincidences (see Figure 18).  

i) Scatter coincidence. It refers to a coincidence detection in which one or 
both annihilation photons have been scattered and thus their trajectory 
is modified generating an incorrect LOR. This phenomenon increases 
in areas with higher radiotracer concentration, producing 
inhomogeneous noise that degrades locally the image contrast. 

ii) Random coincidence. It refers to a coincidence detection in which both 
gamma-rays are detected within the defined time coincidence windows 
and with the appropriated energy but, each of them comes from different 
annihilation process. This effect introduces homogenous noise to the 
image background. 

iii) Multiple coincidence. It refers to a coincidence detection of more than 
two annihilation photons in different detectors, making it impossible to 
generate a LOR and causing event mispositioning. 

 
Figure 18.- Sketch of the types of coincidences detected in PET. From left to right: true, 

scattered, random and multiple coincidences.  
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2.2.2.3 Role of Time of Flight (TOF) 
In PET systems without TOF information, all points (voxels) along the LOR are 

equally probable to allocate the annihilation event, see Figure 19 left.  However, 
in TOF-PET scanners, the difference in the arrival time of the two annihilation 
photons is measured, and thus, a probability function along the LOR is used 
during the reconstruction process, which helps in better localizing the true 
annihilation point along the LOR (see Figure 19 left) [88][89][90]. This function 
follows a Gaussian distribution centered on the position provided by the arrival 
time differences of the detected annihilation photons with a width corresponding 
to the system Coincidence Time Resolution (CTR), see Figure 19 left. Thus, only 
a segment of the LOR constrains the probable annihilation point.  

The main benefit resulting from accurate TOF information is the boosting of 
the image Signal to Noise Ratio (SNR), see Figure 19 right. Moreover, TOF 
information makes it possible generating images less affected by statistical noise 
and with higher Contrast to Noise Ratio (CNR).  Therefore, a TOF-PET image is 
equivalent to a non-TOF PET image obtained with a large number of counts  [90]. 
Herein, the measured sensibility in TOF-PET is amplified and often defined as 
effective sensitivity. This virtual increase in the effective sensitivity improves the 
PET diagnostic [90][91][92]. 

   
Figure 19.- Left, annihilation event location within the LOR with and without TOF information. 

Right, improvement in the SNR compared to non-TOF scanner as a function of the CTR, for 80 
and 30 cm scanner diameter. 

2.3 Physical principles 
The main goal of the detection process is stopping the incoming 511 keV 

annihilation photons and provide electrical signals for the determination of the 
time, energy and 3D position of the photon interaction. Standard PET detectors 
use a scintillation crystal, that efficiently stop and convert the annihilation photons 
into low energy scintillation photons (i.e., optical photons), coupled to a 
photosensor, that converts those optical photons to an electrical signal and, 
connected to an electronics chain for signal processing (see Figure 20). The main 
process involved in the detection process are described below. 

2.3.1 Scintillator 
When the annihilation photons enter the scintillation material, they can be 

either transmitted or attenuated. The number of γ-rays that pass-through matter 
is given by a Lambert’s law: 
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 	𝑁(𝑥) = 𝑁'𝑒#() (2) 

where N(x) is the number of photons that travel through the scintillation 
material without interacting, N0 the initial number of photons, x the scintillator 
thickness and µ the linear attenuation coefficient. The linear attenuation 
coefficient may be described as the probability per unit path length that a photon 
has an interaction with the absorber and it depends on the energy of the photon 
and the atomic number of the absorber. The attenuation coefficients μ for each 
element or material are determined experimentally.  

 
Figure 20.- Sketch of the operating principle of PET detector blocks conforming the PET 

system. The 511 keV annihilation photos are stopped and converted into optical photons and then 
to a detectable electrical signal. 

Photons mainly interact with the atoms of the scintillation material by 
Photoelectric or Compton effects, and less likely pair production, depending on 
the effective atomic number (Zeff) of the absorber and the incoming photon energy 
(see Figure 21). For PET applications, the scintillator is used to stop the 511 keV 
annihilation photons (see green arrow in Figure 21) [93].  

 
Figure 21.- Relative predominance of the three main interaction processes as a function of the 

photon energy and the effective atomic number of the material: Photoelectric effect, Compton 
effect and pair production. The black lines indicate when these interactions are equally probable. 
ta sa,ka are the Photoelectric, Compton and pair production attenuation coefficients, respectively. 
Adapted from [74].  
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In Photoelectric processes, the full energy of the γ-ray is transferred to an 
electron of the scintillation material and, thus, can be used to determine the 
photon energy (see Figure 22). However, γ-rays can also suffer Compton 
scattering, that is scatter by an electron losing some of its energy depending on 
the scattering angle [94]. In PET, the photoelectric effect should be favored, since 
this enables the detection of the whole amount of energy of the incident γ-ray in 
a single interaction and, therefore, scintillation materials with high atomic number 
are preferred.   

   
Figure 22.- Interaction of a 511 keV gamma-ray within an atom via Photoelectric interaction or 

Compton scattering.  

Scintillation crystals have a discrete structure of bands, called valence and 
conduction, being the energy between them the gap (see Figure 23). When a γ-
ray interacts within the crystal, via Photoelectric effect or Compton scattering, it 
deposits its energy exciting electrons from the occupied valence to the conduction 
band thus. Each of these interactions result in an electron-hole (e-h) pair 
formation. Such electrons return to the valence band emitting photons with an 
energy equal to the energy needed to generate the e-h pair. However, the 
emission of a photon is an inefficient process and furthermore, band gap widths 
in pure crystals are such that the resulting energy of the emitted photon is too 
high (ultraviolet range, UV) to lie within the visible range. For this reason, small 
amounts of impurities, called activators, are added to the crystal [95]. The energy 
structure of the overall crystal is not changed, just the energy structure at the 
activator sites. As a result of this process, the electron can de-energize, emitting 
less energetic photons that lie in the visible or near ultraviolet (NUV) range.  

 
Figure 23.- Energy band structure for inorganic scintillation crystals. Left, pure crystal. Right, 

doped crystal. 
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The scintillation light is isotropically emitted and is proportional to the amount 
of energy deposited by the annihilation photons. The conversion of the incident 
511 keV annihilation photon into optical photons has a certain efficiency and 
therefore, only part of the energy deposited in the crystal by the incident γ-ray is 
converted into low energy optical photons (the rest is converted into thermal 
energy via phonons) [95]. 

Scintillators can be solids, liquids or gases, with the solid ones being the most 
used in PET [93][96]. Moreover, scintillation materials can be divided into two 
main groups: organic and inorganic. Organic scintillators present a low effective 
Zeff and are mainly used to track charged particles. However, inorganic 
scintillators, upon other properties, are more suitable to stop the 511 keV 
annihilation photons due to their higher Zeff and therefore, are the most used in 
PET scanners. Regarding the choice of the scintillator, this strongly depends on 
the system configuration, however, some important requirements should be 
considered. The ideal scintillation material for PET applications should meet the 
following requirements [97]: 

i) High stopping power, the attenuation coefficient of the absorbed 
radiation, for a given material thickness. It should be as high as possible 
to enhance the sensitivity of PET scanners. 

ii) High Zeff.  For a fixed energy of the incident gamma-rays, its probability 
of interacting via Photoelectric instead of Compton scattering increases 
with Zeff. As in the photoelectric interaction all the energy is deposited 
in a single interaction, the LOR connecting two opposite detectors is 
determined more accurately. 

iii) High Light Yield (LY). The light yield is the number of scintillation 
photons (in the visible spectra) generated per unit of deposited energy. 
The higher the LY, the better the determination of the gamma-ray 
impact position and the better the energy resolution. 

iv) Proportionality of response. The produced amount of scintillation 
photons should be proportional to the energy deposited by the incident 
radiation.  

v) Spectrum emission range compatible with available photodetectors 
vi) Transparency. The scintillator should be transparent to the wavelength 

of its own emission spectra. If not, the energy of the scintillation photon 
will be the same that the one needed to activate the e-h pair (UV 
emission). This is accomplished by adding impurities to the scintillator, 
as already described. 

vii) Short rise and decay times. They are the timing characteristics of 
scintillation crystals and correspond to the time needed for a crystal to 
emit all optical photons for a given gamma-ray interaction. Should be 
as short as possible to improve the timing resolution and avoid pile-up 
events, hence minimizing dead time. Scintillation crystals with excellent 
timing characteristics are preferred for TOF-PET detectors. 

viii) Practical aspects, such as, cost and accessibility, among others. 
Despite the numerous scintillator types available, only some of them account 

for the specifications demanded by PET. The most commonly inorganic 
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scintillators used in PET are presented in Table 3, including their main 
characteristics.  

Scintillator 
material 

Activator Zeff Refractive 
index 

r 
(g/cm3) 

LY 
(ph/MeV) 

Decay 
time 
(ns) 

µ @511keV 
(cm-1) 

l 
(nm) 

NaI(Tl) Talium 51 1.85 3.7 41000 230 0.35 410 

BGO - 74 2.15 7.13 9000 300 0.95 480 

GSO Cerium 59 1.89 6.7 9000 56 0.698 440 

LaBr3 Cerium 46.9 1.9 5.06 42500 16 0.476 380 

LSO Cerium 66 1.81 7.4 29000 40 0.866 420 

LYSO Cerium 63 1.82 7.1 32000 41 0.83 420 

Table 3.- Main properties of inorganic scintillation crystals used in PET applications. Data 
extracted from [97]. 

Different scintillator geometries have been also investigated but, the two main 
configurations used in PET detectors are arrays of pixels and monolithic crystals, 
see Figure 24 left and center, respectively.  

Pixelated crystals comprise a matrix of individual small scintillation elements 
optically isolated, while monolithic scintillators consist of a large single piece of 
scintillation material and therefore, there are no inter-element gaps [98][99]. A 
hybrid approach between the pixelated and monolithic arrangements, the so-
called semi-monolithic detector, has gained interest during the last years [100]- 
[105]. They are also named slabs and have one dimension like a crystal pixel, 
and the other longer one following the monolithic scintillator approach (see Figure 
24 right). Advantages and disadvantages of each configuration are described 
below. 

2.3.1.1 Pixelated scintillators  
Commercial clinical and most preclinical PET systems are based on pixelated 

crystals [107][108]. The most traditional way of obtaining these pixelated blocks 
is mechanically cutting a big block of scintillation material from an ingot into 
smaller pieces (pixels), treating the individual pixel surfaces to influence the 
reflection properties and light extraction and lately, assembling them in a matrix. 
An alternative production procedure is using lasers that modify the optical 
properties of the scintillator, the so-called Laser Induced Optical Barriers (LIOB) 
[109].  

Pixelated detectors have shown to provide excellent timing resolution and it is 
expected to obtain sub-100 ps timing resolution at the system level within the next 
years [110][111]. However, in crystals with high aspect ratio the photons reflect 
on the pixel walls many times before reaching the photodetector (see Figure 24 
left) and thus the light collection efficiency reduces, deteriorating their 
performance. Furthermore, long and thin crystals lead to larger variance of the 
photon transit times resulting in a worsening of the timing capabilities [112].  
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Figure 24.- Top, drawing of a pixelated (left), monolithic (center) and semi-monolithic (right) 

detector. Bottom, photograph of each scintillation crystal design. In all cases, the lateral and top 
sides were coated with Enhanced Specular Reflector (ESR). 

The pixelated scintillator is coupled to a photodetector matrix either on a one-
to-one or many-to-one arrangement [110]. Regardless of the configuration, the 
spatial resolution is limited by the pixel size. In the one-to-one configuration, the 
x- and y- photon impact coordinates, can simply be assigned to one of the 
discrete pixels in which the interaction occurred. However, mathematical 
algorithms are required in the many-to-one configuration which introduce pixel 
decoding errors that reduces spatial resolution [113].  

Pixelated crystals do not inherently exhibit DOI decoding. Different methods 
have been proposed to retrieve DOI information in pixelated-based PET 
detectors, such us multi-layer detector, side-readout or poswich approaches but 
most of them usually require increasing production costs since extra hardware 
materials or more expensive crystal cutting and assembling processes are 
needed [114]-[116]. 

Regarding sensitivity, the refractive material usually included between pixels 
reduces the detector packing fraction and create dead areas. The smallest the 
pixel size, the deader areas are created, thus decreasing the detector sensitivity.  

Regarding cost, decreasing the pixel size to improve spatial resolution 
increase the cost of detectors. Pixels as thin as 0.5 mm have been already 
manufactured [117]. In general, prices for crystal arrays with pixel sizes below 1.5 
mm are about three times more expensive than monolithic-based detectors of 
similar volume.    

2.3.1.2 Monolithic scintillators 
In monolithic-based PET detectors, the scintillation light spreads inside the 

crystal volume and is tipically measured at one crystal side by a matrix of 
photodetectors (see Figure 24 center). This configuration provides higher 
detection sensitivity compared to pixelated crystals. Furthermore, the scintillation 
light transport is generally more efficient than in pixelated crystals due to the 
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reflections that the scintillation photons undergo before reaching the 
photodetector. 

Regarding timing capabilities, monolithic-based detectors could theoretically 
provide better timing performance than pixelated ones, since the generated 
optical photons might not suffer internal reflections inside the crystal pixel thus 
avoiding time delays. However, the spreading of scintillation light reduces the 
number of those photons collected at each single photodetector element. Several 
methods have been already implemented to estimate the photon interaction time 
using the multiple timestamps of each annihilation photon impact, such as a 
deterministic method that does not need calibration measurements [118], or 
statistical [119] and Machine Learning based methods [105][120] that make use 
of calibration data to derive the photon interaction time.  

 
Figure 25.- Sketch of the light distributions generated in a monolithic crystal for an annihilation 

photon impact in which  all its energy is deposed by Photoelectric interaction and for an 
annihilation photon impact in which its energy is deposed with two preceding Compton 
interactions. 

Regarding spatial capabilities, the intrinsic resolution reported by monolithic 
crystals, is no longer limited as in the case of crystal arrays. The x-, y- and z- 
annihilation photon interaction coordinates can be estimated from the collected 
Light Distribution (LD) [98], that is, the intensity of the light signals acquired by 
each pixel of the photosensor.  It should be emphasized that annihilation photons 
interact with the scintillation material depositing their total energy after undergoing 
few interactions (Compton scatter) followed by a photoelectric one. The 
occurrence probability of the photoelectric interaction is in the range of ∼60-70% 
depending on the crystal used. These processes challenge to accurately 
determine the position of interaction since their LD overlap (see Figure 25). 
Moreover, LDs are strongly influenced by the so-called edge effect produced by 
the absorption and/or reflection of many scintillation photons in the crystal walls 
of the monolithic block (see Section 2.3.2) [1][98]. Although this effect produces 
a degradation of the spatial resolution in these regions, it can be compensated 
by using sophisticated position estimation algorithms and calibration procedures. 
These calibration procedures eventually employ timing consumption and 
complex mathematical algorithms, as well as hardware setups, resulting in one 
of the main challenges of using monolithic-based PET detectors. A detailed 
description of different methodologies published in the literature to accurately 
determine and calibrate the 3D impact position without significantly increasing 
processing time, will be reported in Section 3 of Chapter I. During this PhD thesis 
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new strategies for positioning and calibration methods have been proposed, 
implemented and validated (see Section 4 of Chapter II) 

PET scanners are typically built using a modular configuration, that is using 
multiple detector modules arranged in a cylindrical configuration to maximize 
detection area and geometrical sensitivity (see Figure 26 left). In this 
configuration, there are always unavoidable physical gaps between detectors in 
both axial and transaxial planes. These gaps cause losses in the system ability 
to detect annihilation events, thus reducing the system sensitivity. Moreover, 
modular detectors have edges, and as we have previous explained, they suffer 
from edge effects, although sophisticated positioning methods and calibration 
procedures are applied. Therefore, alternative desings to monolithic block crystal 
approaches have been proposed trying to improve the sensitivity and reduce 
edge effects [98]. One approach is constructing PET scanners following an edge-
less geometry in which the detector is made of a single continuous piece of 
scintillation material instead of modular blocks placed nearby (see Figure 26 
right). This configuration was first suggested in 1988, and then, different 
approaches and simulation studies have been proposed supporting this initiative 
[121]-[126]. During this PhD work, a proof-of-concept PET insert for small animals 
based on a LYSO scintillator tube with an inner circular face, but ten facetted 
outer faces (ScintoTube) was constructed (see Section 5.2 in Chapter II). One of 
the papers enclosed in this thesis presents the system performance in terms of 
3D spatial and energy resolutions, system sensitivity, count rate capabilities and 
reconstructed image quality [3]. 

  
Figure 26.- Left, sketches of a PET system with the modular configuration. Right, alternative 

design following an edge-less approach. Extracted from [121]. 

For PET scanners with large dimensions, the previous edge-less design 
exhibits some restrictions due to the limits in crystal grown size. An alternative 
approach is for instance to optically couple side-by-side monolithic crystals using 
optical coupling compounds with a refractive index equal to the scintillation 
material allowing the optical photons to spread through the crystal junctions. This 
case cannot be achieved because this type of coupling material is not yet 
available. However, one interesting solution is to use a compound with a 
refractive index as close as possible to that of the scintillator. In this case, 
although some optical photons might still suffer internal reflections, the shape of 
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the LD is almost preserved, and then, edge artifacts are substantially mitigated. 
This has been demonstrated by different research groups at the detector level 
using simulations and experimental data [127][128]. One of the papers enclosed 
in this thesis experimentally exhibits the potential of this approach [4]. During this 
thesis, a dedicated PET system for breast imaging (DeepBreast) based on gluing 
curved monolithic crystals using Meltmount material (n=1.7) has been 
constructed and it is currently under evaluation (see Section 5.3 of Chapter II).  

2.3.1.3 Semi-monolithic scintillators  
In semi-monolithic blocks multiple slabs are usually optically isolated from 

each other using reflective materials, so the optical photons generated in a slab 
cannot transfer to adjacent slabs (see Figure 24 right). This approach increases 
the number of optical photons per photodetector unit and, therefore, improves the 
timing and energy capabilities of the detector. Since the light can propagate in 
the monolithic direction, DOI information can still be retrieved from the collected 
LD, while preserving the high sensitivity and good 3D spatial resolution of 
monolithic crystals. Therefore, semi-monolithic based design takes advantage of 
both pixelated and monolithic approaches [100]-[105]. 

During this doctorate work, semi-monolithic crystals with different dimensions 
and surface treatments have been investigated for its use in two PET prototypes 
(see Section 4 of Chapter II) [106]. 

2.3.2 Surface treatment of the scintillator 
Light transport inside the scintillation crystal depends on its geometry, the 

properties of the material and the surface treatment of the crystal sides, among 
others. The roughness of the crystal surface plays an important role since it is 
very dependent on the cutting process and of the effects of any additional coating 
or treatment. These coatings are usually coupled to the cyrstal surface by means 
of optical coupling material.  

 
Figure 27.- Sketch showing the behavior of the optical photons when reaching the surfaces of 

the scintillator. 

Regarding surface finish, the incident optical photon reaches the crystal 
surface and undergoes transmission or reflection with a probability defined by the 
Fresnel equations (see Figure 27) [129]-[132]. The angle θcrit sets the limit above 
which the photon undergoes total internal reflection. Below that angle θcrit, the 
photon may be transmitted or reflected.  
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Figure 28.- Top, sketch showing specular reflection. Bottom, sketch showing the Lambertian 

reflection. 

If transmission occurs, the optical photon is transmitted through the coating 
and assumed to follow Snell's Law of refraction. The angle of reflection and 
transmission follows different distributions depending on whether the surface 
finish is polished or roughened (see Figure 28). For polished surfaces, the 
incident optical photon emerges from the reflecting surface at the same angle as 
the incident ray, but with a direction opposite to the normal in the plane formed 
by the incident and reflected rays, i.e., specular reflection. However, for 
unpolished surfaces, the reflection follows a Lambertian distribution as shown in 
the bottom sketch of Figure 28.  

Concerning crystal surface treatment, it plays an important role on 3D spatial 
accuracy, CTR and energy performance, thus, it must be optimized and carefully 
tested to improve the detector capabilities. Many different treatments have been 
proposed in the literature being the most important ones described below and 
illustrated in Figure 29:  

i) Absorbent black paint. The optical photons are absorbed by the black 
paint, see Figure 29. The advantage of this treatment is that although 
the absorption of the optical photon causes the truncation of the LD 
profiles, the shape of the LD can still be well characterized and 
therefore, the edge effects are reduced when using analytical methods 
for the impact position estimation. However, high amounts of 
scintillation photons are not collected negatively impacting the energy 
and time capabilities.  

ii) Enhanced Specular Reflector (ESR). It is a specular reflector film. The 
lateral and entrance sides of the crystal are usually covered with ESR 
by means of some optical coupling or keeping air between the reflector 
and the crystal, thus, the optical photons are reflected at specular 
directions until reaching the photosensor (see Figure 29). The 
advantage of this treatment is that the amount of collected light is higher 
than in the previous case improving therefore both energy and timing 
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resolutions. However, at the edges of the scintillator, the LD is not 
preserved and thus, spatial resolution at the edges of the crystal 
worsens and the E/Imax estimator is no longer accurate for DOI 
determination [99].    

iii) Teflon or white paints. It is a Lambertian reflector, thus the optical 
photons are diffusely reflected (see Figure 29). The effect of this 
treatment is similar to the previous one, thus, the amount of collected 
light is increased but the LD is not preserved.  

iv) Retroreflector (RR). The RR is a film composed by several corner-
cubes structures that are made of three-sided prisms (mutually 
perpendicular) reflecting the optical photons back directly towards the 
source but displaced a small distance (0.1 mm-6 mm) [133]. The 
incoming optical photon is reflected three times, once by each surface, 
so that its direction is exactly reversed (see Figure 29). Most of these 
structures are aluminized to achieve specular reflection. Following this 
principle, since the light is produced isotropically, adding a RR layer at 
the entrance detector face increases the scintillation light transferred to 
the photosensor, with respect to using a black absorbent. It has been 
proved that both spatial and energy resolutions improve when including 
the RR layer [133]. 

 
Figure 29.- Sketch of the most used surfaces treatment of scintillation crystals in PET 

detectors.  

2.3.3 Photodetector 
The scintillation photons generated within the crystal volume, typically possess 

an energy of few electron-volts. These photons are converted into usable 
electrical signals (electronic pulse) through photon-sensitive devices that are 
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optically coupled to the scintillators [94]. The main goal of the photodetector is to 
convert the scintillation photons into detectable electrical signals with an 
amplitude proportional to the number of incident optical photons [134][135]. 
Photodetectors are usually optically coupled to the scintillator blocks in a way that 
allows the maximum light transmission. The optical coupling of scintillators and 
photodetectors must be implemented using optically clear compounds (grease, 
silicone, cement, etc.).  In PET detector blocks, photosensors must optimize the 
following parameters [134]: 

i) Photon Detection Efficiency (PDE). The photosensor has to efficiently 
convert the low energy scintillation photons into an electrical signal that is 
in the emission wavelength of the scintillator. This property is defined as 
the number of photon-discharged microcells in the photosensor divided by 
the number of incident photons. It is dependent on the photon wavelength 
and over-voltage. 

ii) Quantum Efficiency (QE) strongly depends on the wavelength of the 
photons and represents the probability that an absorbed photon in the 
photosensor will produce a signal. Photosensor should present high PDE 
and QE.  

iii) Gain. This is a multiplicative factor related to the ratio of the photodetector 
current output and the current directly produced by the incident photons. 
Gain should be high and stable. 

iv) Temperature coefficient. This coefficient directly affects the applied 
overvoltage and the gain. The gain dependency on the temperature 
decreases with increasing overvoltage. 

v) Proportionality of response. The response of the photodetector should be 
proportional to the incident radiation for a wide energy range. 

vi) Time jitter. This is the time elapsed between the arrival of the scintillation 
photon and the generation of the output signal. The timing capabilities of 
the system is affected by the jitter.  

vii) Compactness. It is important to use small size photosensors in PET to 
develop compact systems. 

2.3.3.1 Photomultiplier tube 
PMTs were the main photodetectors used in PET scanners until the solid-state 

photodetectors appeared in the market. In PMTs, the optical photons reach and 
excite the photocathode, which is placed closest to the scintillation crystal, 
resulting in the emission of photoelectrons in the vacuum (see Figure 30). These 
photoelectrons are accelerated due to the electric field provided by the focusing 
grid towards a chain of dynodes connected to a sequentially increased voltage. 
As soon as the photoelectrons strike the dynode, secondary low energy 
photoelectrons are produced and accelerated towards the next dynode. This 
process is repeated at each of the successive dynodes, leading to the generation 
of a photoelectron cascade. After a few nanoseconds, the first photoelectron 
results in the generation of about 106 electrons and, thus, into an amplified 
electrical signal easily detectable by the electronic chain [136].  

The main advantages of PMTs are stability, high gain that results in a good 
SNR and fast signal response (rise time). However, mainly due to their bulkiness 
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and sensitivity to magnetic fields, alternative photodetector devices were 
proposed.  

  
Figure 30.- Left, photograph of different models of PMTs. Extracted from [136]. Right, 

schematic of a PMT, showing the amplification process in the dynodes. 

2.3.3.2 Solid-state photodetectors 
Solid-state photodetectors were introduced due to their compatibility with MRI 

systems, high gain, accurate timing and compactness. 
Avalanche Photodiodes (APDs) are solid-state sensors, structurally similar to 

PN or PIN photodiodes (see Figure 31) [137]. APDs use impact ionization 
(avalanche effect) to create an internal gain in the structure (see Figure 31). APDs 
require high reverse bias operation, near reverse breakdown voltage, such that 
when an incident photon generates a carrier within the depletion region, it is 
accelerated due to the high electric field present. This operation configuration 
(above the breakdown voltage) is named Geiger mode. Each photo-generated 
carrier creates more pairs and thus, it is multiplied by an avalanche breakdown. 
The electron and hole population grow exponentially with time until a stable 
current level is reached, which is determined by the system impedance [138]. To 
make the system ready again for the detection of a new photon, a process known 
as quenching is implemented. When the APD configuration operates in Geiger 
mode and a quenching circuit, it is called Single Photon Avalanche Diode 
(SPAD). Therefore, a SPAD acts as a logical gate that determines whether an 
interaction with a photon has occurred or not.  

SiPMs, are solid-state photodetectors composed of thousands of micron-size 
SPADs cells connected in parallel while each one contains its own quenching 
resistor (see Figure 32) [139][140]. Typically, SPADs and SiPMs follows and 
array configuration. Depending on the device, the size of microcells varies from 
10 µm to 100 µm and the number of microcells per SiPM array ranges from 
several hundreds to several tens of thousands. The most typical SiPM shapes 
are squares with sizes varying from 1 mm2 to 6 mm2 (see Figure 32). The SiPM 
size is referred as their active area. Each SPAD microcell, is a PN junction, biased 
in reverse direction above the breakdown voltage [141]. Once the bias is 
sufficiently high, a high field across the diode is created, which results in the 
generation of a large avalanche current, after the first photon is detected. Each 
SPAD is independent, and capable of detecting one photon. The estimation of 
the magnitude of the generated photon flux can be extrapolated with a certain 
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precision, by the sum of all photocurrents of all SPADs, in a quasi-analog output 
[141]. The following details reported in this Section are related to analog SiPMs.  

 
 

 
Figure 31.- Top, cross-section of PN, PIN and APD. Bottom, photograph of different solid-state 

photodetectors.   

The SiPM output signals are typically analog with a duration in the order of few 
hundreds of nanoseconds (depending on the coupled scintillator type) [134]. 
Figure 33  shows an example of one of these analog pulses. As it can be 
observed, the avalanche begins at t0 and quenches at tmax. The leading edge of 
the pulse starts at t0 and then there is a relatively sharp rise time (tr) until the pulse 
reaches the maximum value and exponentially decay (td). Integrating the current 
pulse with respect to time gives the total charge (Q) that has transferred between 
the terminals of the SiPM. 

SiPMs present several advantages, such us compact size, low bias voltage 
(25-100 V), compatibility with magnetic fields, fast response of the internal 
avalanche amplification and large availability of providers [141]. However, they 
also show some disadvantages such as: fluctuations in amplitude and gain, 
crosstalk between individual cells and correlated noise, which might limit their 
performance. In addition to these, SiPMs are sensitive to dark counts, due to the 
generation of thermal electrons which may initiate an avalanche photocurrent, 
leading to false triggering of electronics. Table 4 shows the main properties of the 
PMT, APD and SiPM photodetectors used in PET. In this doctorate assertion, 
PET detectors based on analog SiPM matrix with different dimensions and from 
different manufacturers have been employed [1]-[4]. 
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Figure 32.- Top, Photograph of SiPM arrays of 8´8 elements of 3´3 mm2 (KETEK, PA3325) 

and sketch of an SiPM element with its basic components, the SPADs. Bottom, typical structure 
of a SiPM. 

One of the main drawbacks of analog SiPMs is that all individual SPADs are 
read out by a common circuit, which this might result in electronic noise, 
degrading the timing performance. To achieve the 10 ps goal in TOF-PET, 
improved SiPM technology is required [92]. To overcome the limitation related to 
analog technology, digital SiPM (dSiPM) devices have also been suggested 
[142]. In this case, the interconnected SPADs are integrated with a CMOS circuit 
on the same substrate and the output signal is purely digital.  

 
Figure 33.- Illustration of typical response profiles of the acquired waveforms, indicating the 

ranges considered for the estimation of the rise and decay times, respectively. 
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Photodetector Amplification Magnetic field 
sensitive 

Bias voltage 
(V) 

SNR Dynamic 
range 

Timing 
properties 

PMT 1´106 Yes 1000 High High < 1ns 

APD 1´102 No 350-2000 Low High 2-4 ns 

SiPM 1´106 No 20-70 High Medium < 1 ns 

Table 4.- Main properties of the different photodetector types [135]. 

2.3.4 Front-end electronic system 
The last component of a PET detector is the electronics chain. These 

electronics take care of shaping the photosensor output signals and of their 
conversion to a digital format in the Data Acquisition System (DAQ). PET readout 
circuits should be capable of estimating: 

i) The total charge produced by each photosensor element, proportional 
to the total amount of optical photons detected. 

ii) The fraction of time in which the photodetection took place.  
The previous information should be digitized using Analog or Time to Digital 

Converters (ADCs or TDCs, respectively). Several types of electronic systems 
have been implemented over the years in PET instrumentation.  

 
Figure 34.- Example of ASIC (TOFPET2, PETsys Electronics) boards connected to SiPM 

photosensors and scintillators. 

The suitability of an electronic design is mainly related to three factors: 
performance, cost and complexity. A compromise between these factors is 
required for the design and implementation of PET detector blocks. Currently,  
Application Specific Integrated Circuits (ASICs) constitute a promising electronic 
system candidate in which the front-end electronics and ADCs/TDCs can be 
integrated without losing performance capabilities to minimize noise from the 
digital circuitry to the analog front-end readout, achieving compact designs [143]. 
This technology constitutes allows for reading and processing a high number of 
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signal channels without significantly increasing cost and complexity. Today, 
numerous ASICs, suitable for PET have been developed, such as the TOF-PET 
ASIC from PETsys Electronics (Oeiras, Portugal) (see Figure 34) [118], the 
VATA240 and its improved version VATA241 [144], the PETIROC ASIC from 
Weeroc company (Paris, France) [145], the HRFlexToT or the FAST IC from 
University of Barcelona [146][147], among others.  

2.3.4.1 Projection readout circuit 
The most direct way to read out the signal from a photosensor matrix is to 

obtain information of every single photosensor element.  However, this results in 
a significant number of signals to be processed, inferring a high implementation 
cost. A common solution to solve this problem is based on the reduction of this 
number of signals [148]. One approach is the so-called projection readout 
circuitry that sums the signals for every row and column of the photosensor array 
(see Figure 35). For this, a resistor network connects the photosensors of a row 
(or column) and, thus the number of output signals is reduced to the sum of the 
number of columns and rows. For example, with the projection readout shown in 
Figure 35, the number of output signals is reduced from 144 (12´12) to only 24 
(12+12). The projection readout still allows one to characterize the LD profiles of 
an event for both the x- and y- projections, and it has shown good results when 
working with monolithic blocks [149]. The projection readout approach has been 
employed in all the PET detector modules evaluated in the articles included in 
this thesis [1]-[4]. 

 
Figure 35.-Projection readout scheme reducing from 12´12 signals to 12+12 signals.  

One of the drawbacks of this projection readout is that exhibits challenges 
when it comes to an accurate timing determination of the signals. However, the 
significant reduction of the channels to be digitized and processed makes them 
an efficient method for PET systems that do not require very high timing 
capabilities.  

2.3.5 Performance of PET detectors 
The most relevant parameters related to PET detectors performance are 

discussed in the following paragraphs: 
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i) Sensitivity. Sensitivity or detector efficiency is defined as the ratio 
between the amount of emitted and detected radiation. This parameter 
relies on the scintillator type and crystal thickness. Higher efficiency is 
accomplished using scintillator materials with higher Zeff. 

ii) Energy resolution. The energy resolution (DE) is defined as the detector 
ability to distinguih the deposition of the energy deposited directly from 
the generated annihilation photon. On the one hand, the photopeak 
(Ephotopeak) in the spectrum of a 511 keV emitter become broadened by 
a large range of effects. Even if the same energy is deposited in the 
scintillation crystal there is a statistical variation of generated 
scintilaltion photons per keV (see Figure 36). Morever, the amount of  
scintillation photons that exit the crystal depend on the scintillation 
position and the crystal surface treatment. Due to this statistical effect 
the photopeak follows a Gaussian distribution (see Figure 36). The 
energy resolution improves with the number of collected scintillation 
photons, and therefore, it is convenient using scintillators with high LY, 
coupling methods reducing optical losses and photosensors with high 
PDE [150]. On the other hand, the annihilation photons can suffer 
scatter interactions in the patients or in the scintillator and, thefore, 
these events are detected at lower energy, observed as a distribution 
at energies below the 511 keV photopeak (see Figure 36). 

 
Figure 36.- Actual energy spectrum of a 511 keV emitter detected by a gamma-ray detector. 

The spectrum is usually fitted with a Gaussian distribution. The photopeak position and the width 
of the distribution define the energy resolution of the detector. 

iii) Intrinsic detector spatial resolution. The spatial resolution can be 
defined as the minimum distance between two sources of radiation 
(approximately point-like) at which they are discernible. The intrinsic 
spatial resolution of a PET detector depends on many factors such as 
the scintillator, the SiPM pixel size and PDE, and the scintillator 
thickness. High Zeff scintillation materials lead to a higher probability of 
photoelectric interaction (see Figure 21), that is less Compton events, 
reducing the uncertainty in the impact position estimation, and thus 
increasing the SNR. 
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iv) Detector time resolution. Timing resolution is the capability of the 
detector to accurately measure the time when the annihilation photon 
interacts within the scintillation crystal. Detectors with high timing 
resolution allow one to reduce the coincidence window and thus, reduce 
the number of random events. For detectors with good time resolution, 
the TOF difference measurement can be used to constrain the range of 
the possible annihilation position along LOR and therefore increase the 
SNR of the reconstructed images [88] (see Section 2.2.2.3). 

2.4 PET image reconstruction and corrections  
The reconstruction process in PET, consists of providing a discrete 

representation of the continuous unknown radiotracer distribution in a subject f, 
using a set of observation (projections), defined with the vector p [151][152]. The 
set of observations obtained from the detected coincidence events are mainly 
stored in two ways depending on the reconstruction algorithm, namely sinograms 
or List Mode (LM). A sinogram is a 2D representation of projection space data 
where one dimension is the distance between the LOR to the center of the FOV, 
and the second dimension is related to projection angle respect to the axial axis 
[153]. In the LM storing, the coincidence events are listed, typically sorted with 
their timestamp. Sinograms are the most popular data format, but as more 
attributes for each PET event are recorded (i.e., not only the coordinates of the 
two detected photons but also energy and timing measurements), LM data can 
become more practical for data storage without loss of information [154]. PET 
images can be reconstructed using analytical or iterative methods [152]. 

When using analytic reconstruction algorithms, PET data is considered 
deterministic, containing no statistical noise. Analytical methods are based on the 
followed formulation [151]: 

 𝑝 = 𝐻𝑓 (3) 

where, H is the imaging system described by a matrix, called the imaging 
matrix. These methods provide a direct solution of f from p, and this simplified 
imaging model leads to relatively fast reconstruction techniques. Typically, these 
methods result in low quality images, but serve to provide the true system image 
spatial resolution. The most commonly analytical methods currently used are the 
Back Projection-Filtering (BPF) and Filtered-Back Projection (FBP) [151]. 

PET data has an inherent stochastic nature. In iterative reconstruction 
methods, uncertainties associated with several aspects of PET physics are 
modeled, such as the positron decay process, the attenuation effects, scatter and 
random events, among others [152]. These uncertainties can be considered in 
the process to yield more precise reconstructed images.  Iterative methods model 
only the average behavior of the imaging system, and the statistical formulation 
is:  

 𝐸[𝑝] = 𝐻𝑓 (4) 

where E[p] denotes the mathematical expectation. Therefore, through realistic 
models and consecutive iterations, they provide an optimum possible solution. 
Iterative algorithms demand higher computing resources compared to analytical 
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approaches. Yet, due to improvements in computational processes such as the 
usage of multiple CPU (Central Processor Units) or GPU (Graphical Processor 
Units), iterative methods are still the most extended at the clinical level. The 
iterative methods most frequently used are the Maximum Likelihood Expectation 
Maximization (MLEM) [155] and the Ordered Subsets Expectation Maximization 
(OSEM) [156]. 

It should be noted that, one of the advantages of PET is its capability to 
quantify physiological processes. For quantification, it is needed to produce a 
volume image in which each voxel represents the true activity concentration. To 
accomplish this, several corrections must be applied to the data during the 
reconstruction process of the tomographic image [94]. These corrections are 
described below: 

i) Attenuation correction. The two 511 keV annihilation photons might 
interact in the subject before exiting the body. The probability of 
attenuation for a given pair of annihilation photons is independent of the 
position of the annihilation along the LOR, making it possible to correct 
for this effect. Attenuation correction factors can be determined with 
direct measurements of the attenuation map, which usually is derived 
through an external transmission scanning apparatus (e.g., X-ray, CT) 
integrated into the PET system design [94]. The introduction of 
combined PET/CT scanners in the clinic has facilitated the attenuation 
correction process. When using the CT for this task, attenuation 
correction factors are obtained with much lower noise, and also the scan 
time is much faster, compared with conventional transmission scans, 
thus minimizing the patient dose. Currently, CT-based attenuation 
correction is used with most of the clinical PET/CT scanners. 

ii) Scatter correction. Although scatter events produce a uniform error 
signal across the whole image, their contribution needs to be corrected 
for proper quantification. Most systems use some form of energy 
thresholding to discriminate heavily scattered photons from their 511 
keV counterparts. Even with thresholding, additional correction 
techniques, such as simulated scatter models, are required [157][158].  

iii) Random correction. Random events reduce the image contrast and 
produce image artifacts. There are two main methods for random event 
estimation [94]. The first is to use a delayed time window, which 
contains purely random events and is an estimate of the random events 
in the prompt window. The second method is to estimate the random 
event rate from the singles rate for a given detector pair and coincidence 
time window [151]. While these two methods can correct the mean of 
the data, the corrected data still present degraded variance due to the 
noise added by random coincidences. 

iv) Normalization. In PET systems, the coincidence detection efficiency 
varies between different pairs of detector elements, due to minor 
variations in detector material, electronics and geometry [94]. The 
detector efficiency correction, named normalization correction, uses a 
multiplication factor to correct for these non-uniformities [159]. These 
correction factors can be determined by collecting data from a uniform 
plane source or rotating rod sources of activity [94], or by factorizing the 
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efficiency of the detector pair as the product of individual detector 
efficiencies and geometrical factors, known as the component-based 
method [94]. These methods can provide low-variance estimates of 
normalization factors [159]. 

v) Dead time. Dead time is the time period in which the system is “dead” 
and cannot detect new events. That means that new event cannot be 
detected because the acquisition system is busy processing previous 
events and may depend on many components such as detectors, 
electronics, hard disk or software [160]. At high counting rates, dead 
time can significantly limit the detection efficiency and the true system 
count rate will not increase linearly with activity in the FOV. Correction 
for dead time typically involves a model for the system dead time 
behavior at different count rate levels [94]. 

2.5 PET system performance 
A manner to determine the performance of PET scanners (at system level) is 

characterizing certain physical properties of the system and images that can be 
quantitatively measured. These properties are correlated to the quality of the 
images used for diagnostic purposes. For more than 20 years, some efforts have 
been made to standardize the evaluation of PET system performance. A series 
of measurements and calculations have been proposed to specifically compare 
different PET scanners, such as the tests developed by the (American) National 
Electrical Manufacturers Association (NEMA) [161]. NEMA published the first 
document of performance standards for WB-PET scanners in the NU 2-1994 
[162]. More recently, this protocol has been actualized to the NEMA NU 2-2018 
[163]. Moreover, NEMA published a document in 2008 proposing a standardized 
methodology for evaluating the performance of PET systems designed for animal 
imaging [164]. The main parameters proposed by the NEMA protocol require 
measurements of the spatial resolution of reconstructed images; the scatter 
fraction, count losses (dead time) and random coincidence; system sensitivity 
and image quality [163][164].  

2.6 State-of-the-art PET systems 
State-of-the-art clinical PET systems manufactured by commercial vendors 

consist of WB-PET scanners, most likely with TOF capabilities, and combined 
with a CT (TOF-PET/CT). These WB-PET scanners have an axial length ranging 
from 15 to 30 cm [165]. In the recent years, the efforts in the field of WB-PET 
scanners are directed towards building clinical systems with extended axial length 
(>1 m), named TB-PET scanners [166]. Besides high-resolution and high-
sensitivity, many research efforts are currently committed to develop new 
instrumentation and scanner architectures for clinical systems dedicated to 
specific organs imaging (organ-dedicated PET), such as brain or breast, among 
others [67].  

Finally, preclinical imaging systems are also available and are used to study 
living animals, such as mice, rats, or small primates, for research purposes. 
These animal-based studies can help translate new diagnostics and therapies to 
the clinical practice. Figure 37 shows the different configurations previously 
mentioned. 
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Figure 37.- Different PET scanner configurations. Extracted from [166], [167] and [168]. 

2.6.1 Whole Body PET systems 
When PET/CT was introduced in the 2000’s [32], the advantages of combining 

metabolic information from PET with anatomical information from CT soon 
established the PET/CT multimodality as a new standard. Nowadays, the majority 
of PET scanners installed in hospitals are hybrid systems where a WB-PET 
scanner with a typical axial length of 15-30 cm is combined with a CT capable of 
performing whole body imaging of the patients [165]. Some commercial WB-
PET/CT systems are described in Table 5. Currently, over 5000 WB-PET/CT 
systems are in clinical operation worldwide. 

System Geometry Detector Spatial Res.  DOI TOF Ref. 

Siemens  
Vision PET/CT 

Ring LSO pixelated  
Analog SiPM 

 3.7 mm No 210 ps [169]  

GE  
Discovery MI PET /CT 

Ring LYSO pixelated  
Analog SiPM 

4.3 mm No 382 ps [170] 

Philips  
Vereos PET/CT 

Ring LYSO pixelated  
Digital SiPMs 

4.24 mm No 310 ps  [171] 

Canon 
Cartesion PET/CT 

Ring LYSO pixelated 
Analog SiPM 

- No 255 ps [165] 

United Imaging 
uMI550 PET/CT 

Ring LYSO pixelated  
Digital SiPM 

2.98 mm No 372 ps [172] 

Table 5.- Commercial WB-PET/CT scanners.  

Even after more than 16 years of commercial PET/CT, new designs are still 
being introduced, particularly with the appearance of SiPMs. The research among 
companies focuses more on software improvements and faster electronics that 
allow TOF acquisition [173]-[176]. In 2015, a Philips prototype scanner based on 
dSiPMs was developed, reaching a time resolution of 345 picoseconds [177]; and 
later, the same company commercialized the so-called Vereos PET scanner with 
a TOF of 310 ps using such technology [170]. GE also presented a PET, capable 
of reaching 375 ps using analog SiPMs  [178]. In 2018, Siemens announced their 
latest PET, the Biograph Vision PET/CT, which exhibits a timing resolution of 214 
ps FWHM, the commercial system with the best timing capabilities currently 
available [179][180]. Nevertheless, concurrently to these developments, in the 
research field, several steps have been made proving an achievable roadmap 
towards even a better timing performance [181]. 
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Another significant development in WB-PET is the simultaneous acquisition of 
PET and MRI data. This was made commercially possible by using APD-based 
radiation detectors in 2010. Siemens installed the first APD-based WB-PET/MRI 
with simultaneous imaging capability, the Biograph mMR from Siemens, at the 
Technical University in Munich (TUM-MED) [182]. The design generated 
significant interest, especially as a research instrument, and nowadays other 
commercial scanners have been developed, such as the Signa PET/MR from GE 
[183] or the Ingenuity PET/MRI from Philips [184]. Notice that as more as 80 
PET/MRI systems are installed worldwide [43]. 

In the last decade, further research has focused on increasing the overall 
system sensitivity with the subsequent improvement in the image quality. This will 
allow users for shorter examination times with similar tracer concentrations or 
lower tracer concentrations and therefore radiation exposure if the total 
examination time is kept constant.  

2.6.2 Total-Body PET systems 
As aforementioned, the vast majority of commercial PET scanners account for 

an axial FOV of only 15-30 cm, which allows approximately one-eighth of the 
human patient body to be within the FOV of the scanner in one shot [165][185]. 
The reduced axial coverage implies low detection sensitivity since about only 1% 
of the events are detected. Increasing PET sensitivity has clinical benefits 
[185][186].  

 
Figure 38.-  Left, PET image of a patient obtained with a conventional WB-PET scanner 

(Siemens Biograph mCT). Right, 6 month follow up PET scan of the same patient obtained with 
a TB-PET scanner (uExplorer) . Note the millimetric metastases in the lung cancer (red arrows) 
are observed with higher level of detail using the uExplorer scanner. Extracted from [187]. 

One option to increase sensitivity, is extending the axial length of the scanner 
[185]. This approach was already introduced 30 years ago [186][188] and, since 
then, several simulation studies have demonstrated the benefits provided by this 
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concept [189]. Recently, thanks to the advances in PET instrumentation, three 
TB-PET systems have been implemented [190], the uExplorer from the UC Davis 
and United Imaging Healthcare [68], the Biograph Vision Quadra from Siemens 
[192] and the PennPET developed at the University of Pennsylvania [191]. These 
systems have experimentally demonstrated to provide reduction in acquisition 
times, reduction in administrated activity to the patient, improvement in image 
quality and simultaneous total-body dynamic imaging [190]. For example, Figure 
38 shows a comparison of the quality images using the uExplorer TB-PET and a 
conventional WB-PET system and the higher level of detail in the image acquired 
with the TB-PET is noticeable [187].  

2.6.3 Organ-dedicated PET systems 
Typical WB-PET, that are based on multiple rings of detectors, have been 

widely used for cancer diagnosis and treatment. However, their limited spatial 
resolution restricts the management of cancers in specific organs or regions. An 
alternative to promote the clinical research and to improve the diagnosis accuracy 
and treatment outcomes, is to use non-conventional PET geometries for specific 
applications in specific organs. Different organ-dedicated PET, SPECT or 
Gamma camera systems have been proposed and built [66]. These geometrical 
configurations optimize the positioning of the detectors to maximize spatial 
resolution and sensitivity in the region of interest, thus increasing the detection 
ability and accuracy of the resulting image. During the last decades, the different 
developed dedicated brain, breast, prostate and heart systems have 
demonstrated an improvement of the image quality and clinical sensitivity [66]. 
Table 6 summarize the system performance of some dedicated PET systems. 
Moreover, their selling price is smaller than WB-PET, typically allow for higher 
patient throughput and have reduced footprints. The main drawback of these 
systems is that they mainly focus on the examination of a single organ reducing 
their usage by different specialists.  

System Organ Detector Spat. Res.* 
mm 

DOI Res. 
mm 

Energy Res. 
% 

Sensitivity* 

PEM/PET Breast Pixelated < 2 - 25 6.88% 

MAMMI Breast Monolithic 1.8 4.0 18 1.6% 

Helmet-type Brain Pixelated 2.8 1.9 12.6 13.4 kcps/MBq 

CareMiBrain Brain Monolithic 1.87 < 3 17 11.05 cps/kBq 

Table 6.- Characteristics of dedicated PET systems. Extracted from [193], [194], [195], 
[196].*Spatial resolution and sensitivity values at the center FOV. 

2.6.4 Preclinical PET systems 
Small animals have high anatophysiological similarities with human body and 

therefore, the use of small-animal models in PET provides a unique opportunity 
for studying biological process or diseases at the molecular level [108]. WB-PET 
scanners have limited performance for scanning small animals, and therefore, 
dedicated PET systems have been developed, to overcome these limitations and 
challenges. A variety of small-animal PET prototypes, as well as commercial 
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scanners with different configurations, architectural designs, and diversified types 
of software were characterized and evaluated during the last years, providing 
higher spatial resolution, higher detection capabilities, and easy accessibility 
compared to WB-PET scanners. [108]. 

At the beginning of the century, several studies indicated that employing 
monolithic-based detectors in PET scanners could significantly improve the 
system performance compared to the pixelated-based ones [197]. Monolithic-
based PET detectors in commercial preclinical scanners have been motivated by 
their reduced cost and their intrinsic ability to provide DOI information without the 
use of additional hardware material, as described in Section 2.3.5. Table 7 
summarizes the performance of some preclinical PET systems based on 
monolithic crystal blocks. 

System Application Spatial Res.* 
mm 

DOI Res. 
mm 

Energy Res. 
% 

Sensitivity* 

Albira Preclinical <0.7 2.5 12 9% 

DigiPET Preclinical 0.7 2  ~18 6.0 cps/kBq 

b-cubes Preclinical 0.84 1.6 12 12.4% 

Table 7.- Characteristics of preclinical PET systems based on monolithic detectors. Extracted 
from [98]. *Spatial resolution and sensitivity values at the center FOV. 

2.7 Artificial Intelligence in PET 
AI can be defined as the science and engineering of making intelligent 

machines, especially intelligent computer programs. AI is a broad field that 
includes Machine Learning (ML) and Deep Learning (DL) techniques (see Figure 
39) [198]. ML provides the ability to learn automatically without being explicitly 
programmed and improve from experience. DL is a subfield of ML that uses 
complex algorithms and deep neural nets to train a model. Typically, when people 
use the term DL, they refer to deep Artificial Neural Networks (ANN) [199].  

ML techniques, including DL approaches, can be supervised or unsupervised 
[199]. The main difference between these two, is the need for labeled training 
data. Supervised Machine Learning relies on labelled input training data, whereas 
unsupervised learning algorithms use unlabeled data. Figure 40 show some of 
the most relevant ML and DL algorithms.  
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Figure 39.- Left, Relation of AI, ML and DL. Right,  examples of these techniques.  

AI based algorithms show tremendous promise across multiple technical 
aspects owing to their remarkable success in offering novel solutions to solve 
complex problems [198]. AI is gaining momentum in Medical Imaging as well. 
Recently, several AI techniques have been investigated in Medical Imaging, and 
their potential applications range from data acquisition and image reconstruction, 
to image analysis and interpretation. [200]. In fact, a large number of publications 
in the literature have shown the promising of the application of AI (see Figure 13) 
[73]. Notice that more efforts are needed to make this technology mature enough 
for wide real-world clinical applications [206].  

 
Figure 40.- Diagram showing the most important Machine Learning (left) and Deep Learning 

(right) techniques.  

In PET and SPECT techniques, the AI algorithms range from low-level 
electronic signal formation/processing to high-level internal dosimetry and 
diagnostic/prognostic modeling (see Figure 41) [202]. At the detector level, ML 
and DL approaches have been employed to improve spatial resolution (see 
Section 3.1.4 for more details) [203] and timing resolution [204][205], aiming to 
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upgraded the overall detector performance. During this thesis a DL technique 
based on ANN has been implemented to estimate the annihilation 3D photon 
interaction in monolithic-based PET detectors (see Section 4).  

 
Figure 41.- Diagram showing the most important applications on AI in PET and SPECT 

techniques. 
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3 Position estimation and 
calibration in monolithic-

based PET detectors  

In monolithic-based PET detectors, the 3D photon interaction position inside 
the crystal is determined from the measured scintillation LD provided by the 
photosensors. Note that due to various physical phenomena such as, Compton 
scattering or the behavior of optical photons, complex positioning algorithms and 
calibration procedures are usually required to provide an accurate impact position 
determination. Therefore, successful implementation of monolithic-based PET 
systems deals with some technical challenges that need to be overcome. This 
Section presents the main position estimation methods and calibration 
procedures that have been proposed and implemented for monolithic-based PET 
detectors.  

3.1 Position estimation methods 
As we have described, the annihilation photon impact position in monolithic 

scintillators can be obtained from the measured LD (see Secion 2.3.1.2). A 
simplified illustration of this principle is shown in Figure 42. If the annihilation 
photon impact moves laterally from one side of the crystal to the other side in the 
x- axis, the maximum value of the LD moves according to the interaction point. 
Similarly, if the annihilation photon impact changes in depth, that is along the z- 
axis, the width of the LD is expected to change, resulting in a wider LD when the 
interaction is further from the photosensor and a narrower LD when the 
interaction is closer to the photosensor.  
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Using this information, different position estimation methods has been 
proposed for monolithic-based detectors, as shown in Figure 43. These 
algorithms can be divided into two main categories: 

i) Positioning algorithms that do not need reference data. They model the 
relation between the 3D interaction position of the annihilation photon 
inside the crystal and the LD measured by the photosensors and, 
therefore, they extract all the necessary information immediately from 
the LDs themselves [98]. The main advantage of these methods is that 
they need minor or no calibration data, since they are based on 
geometrical and physical considerations. However, these methods 
usually misposition impacts close to the edges of the crystals, due to 
the difficulty of modelling the absorption and/or reflection of the 
scintillation light and, thus, they might not be accurate in case of a non-
ideal response of the detectors. Also, some of them require quite 
intensive computational processing, since for each unknown event a 
function with several fitting parameters must be minimized or 
maximized. This category includes both analytical and fitting methods. 

 
(a) 

 
(b) 

Figure 42.- Top, sketch of a monolithic crystal coupled to a matrix of 12´12 SiPMs showing 
the LDs generated for the interaction of the annihilation photon at the center and at the two edges 
of the monolithic crystal. (a) For an impact at the entrance of the crystal and (b) for an impact 
close to the photosensors.  
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ii) Positioning algorithms that need prior reference data. They require an 
experimental characterization of the detector light response as a 
function of the impact position [98]. The 2D detector light response is 
usually obtained by irradiating the detectors at a normal incidence at xi- 
and yi- precise positions, named calibration positions. Then, a 
collimated pencil beam of 511 keV gamma-rays is used to control the 
interaction location and record the LDs of n reference events at each 
position (see Figure 44 left). For thick monolithic crystals a 2D detector 
response is not adequate and thus, the detector response is obtained 
as a function of 3D position of interaction by scanning the pencil beam 
at other than normal incidence (see Figure 44 right). This category 
includes statistical methods and Machine Learning techniques.  

 
Figure 43.- Schematic diagram showing the different algorithms to estimate the position of an 

impinging annihilation photon using the embedded information from LDs. 

The research carried out during this PhD thesis focused on the development 
of algorithms to accurately determine the impact positions in the detector block 
using, on the one hand, analytical methods since its implementation is easier and 
they provide good performance when using projection readout circuits. On the 
other hand, ML methods based on Neural Networks were also implemented since 
they have demonstrated to improve spatial resolution and to be computationally 
more efficient. The colored boxes in Figure 43 highlight these two approaches. 

 
Figure 44.- Acquisition of reference data to obtain the detector response as a function of 3D 

position of interaction. Left, the 2D detector response is typically obtained by acquiring data 
moving a pencil beam on a 2D array. Right, 3D detector response can be obtained by acquiring 
reference data by scanning the pencil beam at other than normal incidence. 
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Table 8 shows a summary of the spatial resolution reported using different 
positioning estimations methods and detector configurations. Notice that, all 
positioning methods present advantages and disadvantages and therefore, their 
selection depends on different factors. A direct comparison of their performance 
is difficult since it also depends on the size, type, treatment of scintillation crystal 
and on the photodetector granularity, among others. In the literature, the 
described algorithms are usually applied to one specific combination of crystal 
size and photodetector arrangement.  

Method Crystal (mm3) Treatment Photosensor 2D 
resolution 
(mm) 

DOI 
resolution 
(mm) 

Notes 

Center of 
Gravity 

50×50×10 
LaBr3 

Black paint MA-PMT, 
8×8, 6×6 mm2 

2.4 FWHM 
(center) 

- [207] 

Raise to the 
Power 

50×50×10 
LaBr3 

Black paint MA-PMT 
8×8, 6×6 mm2 

2.2 FWHM 
(center) 

- [207] 

DOI estimator 50×50×15 
LYSO 

Black 
paint+RR 

SiPM 
12×12, 3×3 
mm2 

- 3.7 FWHM [208] 

Parametric 50×50×8 
LYSO 

Rough and 
black paint 

MA-PMT 
64 channels 

1.16 FWHM 3.24 FWHM [209] 

Physical model 20×20×10 LSO Polished, 
teflon 

APD, 
8×4,1.6×1.6 
mm2 

1.15 FWHM 1.8 FWHM [210] 

Maximum 
Likelihood 

50×50×8 
 LYSO 

Black paint MA-PMT 
64 channels 

1.28 FWHM 
(center) 

2 mm [211] 

Least Squares 26×26×10 
LYSO 

Black paint MA-PMT 4×4 2.03 FWHM - [128] 

Nearest Neighbor 20×20×12 
LYSO 

PTFE MA-PMT 4×4 ~3.0 FWHM <4.5 FWHM [212] 

Support Vector 
Machines 

20×10×10 LSO Teflon APD, 
8×4, 1.6×1.6 
mm2 

1.69 FWHM - [213] 

Gradient Tree 
Boosting 

32×32×12 LSO Teflon dSiPM 
4×4 

1.55 FWHM <2.5 FWHM [214] 

Multilayer 
Perceptron 

25.5×25.5×10 
LYSO 

Rough and 
black paint 

MA-PMT 
64 channels 

1.86 FWHM 2.01 FWHM [215] 

Convolutional 
Neural Networks 

50.8×50.8×30 
LaBr3 

 
MA-PMT 
8×8 

0.96 FWHM - [216] 

Table 8.- Characteristics of some position estimation methods used in monolithic-based PET 
detectors.  
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3.1.1 Analytical methods 
3.1.1.1 Center of Gravity (CoG) method 

A widely used positioning method in monolithic crystals is the CoG method 
[217]. This method estimates the x- and y- annihilation photon interaction 
coordinates, 𝑥	5and 𝑦7, by computing a weighted CoG of the measured LD. 
Moreover, this method is also applicable when using projection readout 
approaches [217]: 

 
𝑥	5 =

∑ 𝑐*𝑥**+,
*+$
∑ 𝑐**+,
*+$

 
(5) 

 
𝑦	5 =

∑ 𝑟*𝑦**+,
*+$
∑ 𝑟**+,
*+$

 
(6) 

Here, cm and rm are digitized signals projected on the x- and y- directions; m is 
the number of elements in the row and column; xm and ym are the coordinates of 
the photodetector element position on the detection surface, respectively. 

The CoG algorithm works well when the LD profile is fully measured, as it 
happens for events interacting in the central area of the scintillator (see Figure 
45). However, for impacts close to the edges the LD profile is truncated. This 
produces a deviation of the estimated impact coordinates respect to the real 
interaction position. This effect is known as edge effect or compression effect 
(see green cross in Figure 45).  

 
Figure 45.- Top, sketch of a monolithic crystal coupled to a matrix of 12×12 SiPMs showing 

two LDs for a photon interaction at the center and at the edge of the crystal, respectively. Bottom, 
measured LD profiles for the impact at the center and at the edge when applying CoG or RTP. 
The green and pink crosses represent the estimated coordinate when applying CoG or RTP 
methods, respectively. 
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3.1.1.2 Raise to the Power (RTP) 
The estimation of the x- and y- annihilation photon interaction coordinates can 

be improved by applying a modified version of the CoG algorithm, named Raise 
to the Power (RTP) [218].  This method consists of rising to a power the digitized 
signal values, as follows: 

 
𝑥	5 =

∑ 𝑐*
- 𝑥**+,

*+$

∑ 𝑐*
-*+,

*+$
	 (7) 

 
𝑦	5 =

∑ 𝑟*
-𝑦**+,

*+$

∑ 𝑟*
-*+,

*+$
 (8) 

where, wm the digitized signals from the mth photodetector element, xm and ym 
are the coordinates of the mth photodetector element position on the detection 
surface and p is the power value. While increasing the p value, the compression 
effect is reduced. However, it should be noticed that, when increasing the p value, 
the estimated position is attracted to the maximum value of the LD. Therefore, 
the selection of the power (p) is a compromise between the positioning linearity 
and the attraction effect to the maximum [219]. Note that for p = 1 these equations 
are those shown for the standard CoG algorithm. Figure 45 illustrates the 
measured interaction coordinates of the impinging photon at the center and edge 
of the monolithic crystal when applying CoG (with p=1) and RTP (with p=2). The 
RTP method provides a more precise position of the annihilation photon impact 
(see pink cross in Figure 45). 

3.1.1.3 DOI estimators 
Monolithic scintillation crystals allow one for continuous DOI determination due 

to the expected variations of LD width generated at each different impact depth 
(see Figure 42). Unfortunately, the LD inside the crystals is affected from light 
scattering and reflections that challenges the expected width differences. 
Moreover, the light spread of an event might be affected by statistical variations 
depending on the light yield of the scintillation crystal. In [218], it was suggested 
modelling the LD detected for each scintillation event as a Gaussian distribution. 
They calculate the E/Imax estimator, which is the ratio of the energy (E) obtained 
as the sum of the row (or column) signals, and the maximum signal value (Imax) 
of the row (or column) of the distribution from the LD profiles along x- and y- 
directions, respectively. The E/Imax estimator values are in arbitrary units and, if 
the crystal sides are painted with absorbent black paint, they can be calibrated 
into mm using an analytical expression of the DOI distribution [133], as follows: 

 
𝐷𝑂𝐼 = 𝐴 ∙ 𝑒𝑥𝑝#./ @𝑒𝑟𝑓 A

𝑏 − 𝑧
√2𝜎012

HI − 𝑒𝑟𝑓 A
𝑎 − 𝑧
√2𝜎012

H (9) 

where a is the attenuation coefficient of the material, A is the amplitude, sint is 
related to the FWHM of the distribution as 2.35∙sint, erf is the Gaussian error 
function, and a and b are the lower and upper limits of the distribution. These two 
last parameters can be used to calibrate the measured E/Imax values to mm.  In 
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all the articles included in this PhD thesis, the so-called E/Imax estimator has been 
used for the estimation of the �̂�- coordinate. 

3.1.2 Fitting methods based on physical or parametric LD 
models 

These methods estimate the photon interaction position following three steps:  

i) LD model. Definition of a general function y(xm|q), that models the 
number of photons reaching the mth photodetector elements 
(dependent variable), where 𝜃 is the parameter set of the model that 
correspond to the 3D (or only 2D) annihilation photon interaction 
coordinates and xm is the independent variable that corresponds to the 
2D photodetector element position [209][210]. 

ii) Model parameter fitting. The interaction coordinates are estimated 
directly from the measured signals using a numerical searching method 
[209][210]. Three searching estimator methods have been used and are 
described below: 
- Least Squares (LS), minimizes the sum of the squared distances 

between the detected signal in the mth photodetector elements (ym, 
dependent values) and the values of the model at the corresponding 
independent variable values y(xm|q) as follows: 

 
𝜃M = argmin

3
T(𝑦* − 𝑦(𝑥*|𝜃))4
5

*+$

					 (10) 

where, M is the total number of photodetector elements.  
- Weighted-Least Squares (WLS), adds an appropriate weight wm to 

the different error terms in the sum-of-squares as: 

 
𝜃M = argmin

3
T 𝑤*(𝑦* − 𝑦(𝑥*|𝜃))4
5

*+$

 (11) 

It is not always easy to choose the weights. If the noise variance 𝜎*4  
at each measurement m is known, and all measurements are 
independent, then it is common to use 𝑤* = $

6!"
. 

- Maximum Likelihood Estimator (MLE), determined using the joined 
probability density function for the data (y1, … , yM) given the 
parameter set 𝜃: Pr (y1,…, yM | 𝜃). The parameters were estimated 
using the Bayes rule as follows: 

 𝜃M = argmax
3
ℒ(𝜃	|	𝑦$, … , 	𝑦5) = argmax

3
𝑃𝑟	(𝑦$, … , 𝑦5 	|	𝜃)	 (12) 

iii) Optimization methods. The parameters (i.e., the annihilation photon 
interaction position) are estimated using minimization or maximization 
methods. 
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Two main methods that follows the previous methodology have been proposed 
and are described below. 

3.1.2.1 Parametric model of the LD 
This method is based on an empirical parametric model of the LD where the 

number of the light photons reaching the mth photodetector is a function of the x-
, y- and z- photon interaction positions [209]. The 𝑥	5- and 𝑦	5 - interaction positions 
are estimated by fitting the model using MLE or WLS [209]. For the MLE 
assumptions, the number Nm of optical photons generating signal in the mth 
photodetector follows the Poisson distribution, and statistical analysis, are 
required. For the WLS, although the choice of the weight of the square errors 
used in Equation (11) is based on that previous analysis of MLE, no assumption 
is needed for the validity of the method.   

Once the 𝑥	5 - and 𝑦	5 - estimated positions are obtained, the DOI is estimated by 
acquiring reference data because it was not directly included in the parametric 
model. In general, the parameters included in the LD model are a function of the 
DOI. For this, experimental reference data should be acquired by irradiating the 
monolithic block at a 45o angle [209].  

3.1.2.2 Physical model of the LD 
A LD model based on the relation between the scintillation light source and the 

solid-angle covered by the LD profiles has also been proposed [210]. The 
expression describing this relationship has three components: 

1) A constant Cest that is mainly due to reflections of the optical photons on a 
diffuse reflector surrounding the scintillator block. 

2) A term f corresponding to the optical photons directly impinging on the 
photodetector element. 

3) Additional virtual light sources mirrored around the surfaces to take internal 
reflection into account. 

For each detected event, the 𝑥	5 -, 𝑦	5 - and �̂�- annihilation photon interaction 
positions were estimated by fitting the model using both LS and WLS methods 
and an optimization method [210][226]. This method has shown a good overall 
performance without acquiring reference data [210]. Moreover, this approach was 
also applied when using projection readouts electronics [224].  

3.1.3 Statistical methods 
This section describes the positioning methods that apply common statistical-

based techniques such as MLE, LS and k-Nearest Neighbor (k-NN) using the 
experimental characterization of the detector optical response obtained from the 
acquisition of reference data. The mean and standard deviation of the detector 
response for each photodetector element versus xi-, yi- and zi- calibration 
positions are calculated from each individual light collection histograms. This 
information is stored in the so-called Look-up Tables (LUT), representing the 
detector response at different interaction positions. The interaction position of an 
annihilation photon is then estimated based on the comparison of the LD 
collected in the elements of the photodetector with the LUT. The identification of 
the data in the LUTs closer to the detected event is performed by means of LS, 
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ML or k-NN algorithms. The main drawback for their application is the complex 
and time demanding calibration procedures needed to acquire a set of reference 
events. Moreover, ML positioning and k-NN algorithms also require intense 
computational power. In the following a detailed description of common statistics-
based techniques is provided.  

3.1.3.1 Maximum Likelihood Estimator  
MLE methods estimate the parameters of a statistical model developed from 

a reference data set [211][220]-[231]. The MLE method is determined using the 
probability density function (PDF) of the measured signal output of the 
photodetector elements. The PDF of measured signal outputs m = {y1, y2, …, yM} 
is a function of the x-, y- and z- annihilation photon interaction position inside the 
scintillator. This PDF can be considered to follow a multivariate Poisson or a 
Gaussian distribution, and therefore, the mean number of photoelectrons 
produced by the mth photodetector element, 𝑁\*(𝑥, 𝑦, 𝑧) and the standard 
deviation of photoelectrons produced by the mth photodetector element 𝜎*(𝑥, 𝑦, 𝑧) 
are included in the distributions [231]. In this method, the 2D or 3D annihilation 
photon interaction position is estimated using the Bayes rule as follows: 

 (𝑥7, 𝑦5 ) = argmax
),8

	= 	ℒ	(𝑃𝑟	(𝑦$, … , 𝑦5 	|𝑥, 𝑦, 𝑧)	) (13) 

where, 𝑃𝑟	(𝑦$, … , 𝑦5 	|𝑥, 𝑦) can be written following different equations 
depending if Poisson or Gaussian distribution of the observed signals is 
considered [231].  

For the x- and y- position estimation, the method requires the characterization 
of the 2D detector light response by acquiring a set of reference data moving a 
collimation beam in a 2D array as shown in Figure 44 left. The values of mean 
and standard deviation were obtained for each photosensor element m, for each 
xi- and yi- calibration position and are stored in two different LUTs and they 
correspond to the 𝑁\* and 𝜎*(𝑥, 𝑦, 𝑧) variables that appear in the PDF [231].  The 
mean and standard deviation response of each photodetector pixel for gamma 
impact positions that were not included in the calibration set can be generated by 
interpolation of the LUT. Hence the LUT should be populated with enough 
calibration positions covering the whole crystal to report good accuracy of 
interpolation [220]. Note that, calculating the likelihood for every position recorded 
in the LUT in addition to some interpolated positions, and finding the maximum 
value among those likelihoods, is time consuming. To avoid this computational 
exhaustive search procedure, a method called contracting-grid search is 
sometimes used to find the MLE estimate [220].  

Finally, several methods shown the possibility to extend the ML estimation 
method for the DOI (z- coordinate) calculation by adding an extra set of reference 
events acquired with an oblique irradiation beam (see Figure 44 right) 
[211][221][225][227][230]. Moreover, when including the z- coordinate in the 
process, the LUT(x, y) can be obtained for different DOI regions, increasing the 
detector spatial resolution, especially at the edges of the crystal, as explained in 
[211].  
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3.1.3.2 Least Squares  
The methods enclosed in this section use the LS search method but obtaining 

the mean number of the light photons reaching the mth photodetector from 
reference data, instead of a LD model (such as the methods explained in Section 
3.1.2) [128][231][232]. In this case, the reference data sets are also collected by 
irradiating the detector with 511 keV photons at a series of xi- and yi- known 
positions as shown in Figure 44 and it is used to obtain the calibration of the mean 
response of the detector on a grid, named mean LUT(x,y).  Then, the position of 
the actual events is estimated by searching the LUTs for the position that 
minimizes the LS difference between observation and mean response, that is the 
distance between the value of the position in the LUT and the collected signals 
on the photodetector array: 

 
𝑥7, 𝑦7 	= argmin

),8,/
T(𝑦* − 𝜇*(𝑥, 𝑦)))4
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(14) 

where 𝜇* is the value recorded in the mean LUT corresponding to the mth 
photodetector element and ym are the measured signal value in the mth 
photodetector element, and the sum runs over the M channels of the 
photodetector array.  

Different works using 2D LUTs for different DOI layers have been already 
published [128][231]. In [128] the DOI separation was performed by fitting the LD 
collected for each event using the method described in [211] and also, by sorting 
the events as a function of the width of the measured distribution. The mean 
values for the LUT(x, y) generation were obtained for each channel, for each 
calibration position and for each DOI. Moreover, the authors propose a method 
to speed up the process based on a hierarchical search. No evidence of loss in 
resolution using the hierarchical search was found with respect to using an 
exhaustive search. No difference in the LS search was implemented for the three 
different sets of LUTs. In another approach, the DOI separation is performed by 
considering the variance of the detected signals [231]. Reference events 
perpendicularly impinging were then assigned to the DOI layer based on their 
variance and the estimated boundaries that demarcated the defined DOI layers. 
The mean LUT(x, y) were then calculated for each DOI layer [231].  

3.1.3.3 Nearest Neighbor  
This method requires the acquisition of a reference data that includes a set of 

LDs at a series of xi- and yi- calibration positions as shown in Figure 44 left. The 
reference data is split in training and test sets.  Subsequently, unknown events 
are assigned to a coordinate by classifying them using the Nearest Neighbor 
method [234]. That is, the LS difference of the LD of the event being estimated 
with all LDs in the training set. The k distributions in the training set that produce 
the smallest LS error are selected as the k-Nearest Neighbor, and the most 
frequently occurring coordinate within the nearest neighbor subset is assigned to 
the event being estimated. This procedure is repeated for all distributions in the 
test set. An advantage of using a learning system to determine the entry points 
of the incident annihilation photon is that small gain non-uniformities between 
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different photodetector pixels have a small or none influence on the spatial 
resolution, because they are present in both training and test sets. As each 
photodetector array is different, each detector must be individually trained. 
Additionally, the k-Nearest Neighbor method has the advantage that for 
sufficiently large reference sets, the probability of misclassification approaches 
the theoretical minimum: the Bayes error probability [234]. Therefore, the 
algorithm should yield results close to the best achievable with the given data.  

This method was first proposed by Maas et al. to estimate the entry point of 
the annihilation photons on the front surface of the detector and thus providing 
an automatic correction for the DOI [233]. In this case, reference data was first 
acquired irradiating the detector at a series of xi- and yi- known positions with 
normal incidence (see Figure 44 left); and then repeated for various angles of 
incidence q (see Figure 44 right). This standard k-Nearest Neighbor method has 
been already used by several groups [235]-[237]. 

The k-NN method requires a large reference dataset acquisition for an optimal 
detector performance which is time consuming and also hampers the real-time 
implementation as all the reference samples have to be accessed for Euclidean 
distance computing. To overcome this, some research groups investigated 
several enhancements of the k-Nearest Neighbor method [212][238][239]. 
Another approach is the so-called Mean Nearest Neighbor (MNN) [240][241], 
which calculates the squared Euclidean distance of the LD of an event i to the 
mean LD at the xi-, yi- calibration positions. The interaction position of event i is 
assigned to the grid position m for which the calculated squared distance is 
smallest.  

A new Self Organizing Method Neural Network-based Nearest Neighbor 
(SOM-NN) positioning scheme has been also proposed and allows the possibility 
of FPGA implementation [232].  SOMs is an unsupervised ML algorithm able to 
represent high-dimensional data sets in a coordinate system (usually 2D) in such 
a way that the topology of the original space is maintained. That is, points that 
are close together in the original space remain close in the reduced dimension 
space created. As an unsupervised learning technique, SOMs are used to find 
common structures and behaviors in the data, as well as to reduce the dimension 
of the information. In [232] the SOM-NN is used only for mapping the large 
reference dataset in each calibration position into a small prototype set to 
effectively reduce the reference samples for Nearest Neighbor position 
determination, so the implementation on FPGA could be simpler with a high-event 
processing throughput [232]. 

3.1.4 Machine Learning methods 
Several research groups have shown the potential to use both Machine 

Learning techniques -including Support Vector Machine (SVM) and Gradient 
Tree Boosting- and Deep Learning techniques -including Multilayer Perceptron 
(MLP) and Convolutional Neural Networks (CNN)- for the position estimation of 
the annihilation photons in PET. All of them are supervised learning algorithms 
(see Section 2.7), thus uses a training set to learn models to achieve the desired 
output [198]. The training set includes the input features and true outputs, the so-
called label or ground truth, and are usually obtained by acquiring reference data 
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irradiating the detectors at xi- and yi- zi- precise positions with a collimated pencil 
beam of 511 keV gamma-rays, as in Statistical positioning methods (see Figure 
44). In the following a detailed description of the different techniques is outlined. 
For more details about the principles and technical aspects of these Deep 
Learning methods see reference [200]. 

3.1.4.1 Support Vector Machines  
SVM is a supervised Machine Learning algorithm used for classification and 

regression problems. The goal of the SVM algorithm is to find the hyperplane that 
best separates two different classes of data points, i.e., the hyperplane with the 
widest margin between the two classes (see Figure 46). This margin is defined 
as the maximum width of the region parallel to the hyperplane that has no interior 
data points. The algorithm can only find this hyperplane in problems that allow 
linear separation; in most practical problems, the algorithm maximizes the flexible 
margin by allowing a small number of misclassifications. 

 
Figure 46.- Hyperplanes in 2D and 3D spaces. 

In [213] for instance, the authors applied a SVM approach to solve a regression 
problem for 3D position estimation of annihilation photons. In this case, training 
data was acquired from the two setups shown in Figure 44. To obtain good 
results, a few thousands of support vectors were required being the training 
speed slower than in Neural Networks with back-propagation training.  

3.1.4.2 Gradient Tree Boosting  
Decision trees is a predictive supervised Machine Learning method also used 

for classification and regression problems [242]. A decision tree consists of nodes 
and leaves, and it is drawn upside down with its root at the top. In Figure 47, the 
circles represent a condition/internal node, based on which the tree splits into 
branches/edges. The end of the branch that doesn’t split anymore is the 
decision/leaf. Therefore, in a decision tree each node represents a logical 
divergent point where a particular characteristic of the data would be tested and 
then, accordingly split; the leaves represent the expected values at the point. 
Growing a tree involves deciding on which features to choose and what 
conditions to use for splitting, along with deciding when to stop [242]. 
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Figure 47.- Sketch of a decision tree structure.  

Decision trees have an advantage over black-box models, such as NN, in 
terms of comprehensibility. On the one side, the logical rules followed by a 
decision tree are much easier to interpret than the numeric weights of the 
connections between the nodes in a NN. On the other side, decision trees are 
very simple predictors and therefore, more complex supervised Machine 
Learning methods based on decision trees have been proposed, such as GTB 
algorithms [243].  In GTBs the decision trees are created and aggregated, that is, 
each decision tree is built one after another to improve on the deficiencies of the 
previous trees and this concept is called boosting. The gradient part of GTB 
comes from minimizing the gradient of the loss function as the algorithm builds 
each tree  [243].  

GTB approaches have been already employed for the determination of the 3D 
photon interaction position within the crystal [214][244][245]. The ensemble 
decision trees are trained using acquired reference dataset containing the input 
features (measured detected signal in the photodetector elements) and the 
calibration irradiation position.  The training is performed in an additive manner 
and the first decision tree is based on the calibration irradiation position. Every 
following decision tree is trained on the residuals of the previous ensemble, 
calculated as the difference between the irradiation position and the estimated 
position. Thus, every newly added decision tree corrects the results of the 
previous ensemble. The 3D impact coordinates of an event are fully parallelizable 
and computational efficient because only simple comparison between two 
possible outcomes is evaluated [244]. GTB models can be adapted based on the 
required positioning performance and memory restrictions. 
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Figure 48.- Sketch of a neuron structure.  

3.1.4.3 Artificial Neural Networks: Multilayer Perceptron 
The perceptron (or single-layer perceptron) is a supervised Machine Learning 

technique developed in 1957 by Rosenblatt that illustrates how a Neural Network 
works [246]. It consists of a simple processing element, named neuron, that 
receives n features as input (x = x1, x2, ..., xn) with a linked modifiable numerical 
value called weight, wi (see Figure 48). The task performed by a neuron is very 
simple and usually is based on two actions: a summation function, s, and an 
activation function, f. The first one computes the weighted sum of the input 
features, as follows: 

 
𝑠(𝑥) =T𝑤0𝑥0

1

0+$

+ 𝑏(𝑥) 
(15) 

where, xi is the input, wi is its associated weight and b(x) is the bias. 
Subsequently, the result of the previous computation is passed onto the activation 
function f, which produces the output 	𝑦		_  of the perceptron (see Figure 48). In the 
original perceptron, the activation function is a binary step function (threshold 
function), with a threshold parameter (θ), called Heaviside step function: 

 𝑓(𝑥) = 𝑓`𝑠(𝑥)a = 𝑓(𝑥) = b1, 𝑖𝑓	𝑢(𝑥) > 𝜃
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (16) 

Since a perceptron is a supervised learning algorithm, the training step needs 
a training dataset containing the label (ylabel), for each input set. During the 
training of a perceptron, the values of the weights of the neuron are modified to 
implement linearly separable functions following these steps over time t [246] 
(see Figure 48): 

i) Initialize the weights, wi(t), and calculate the predicted output, 	𝑦		_ . 
ii) Define and calculate the error function, E, that compares the predicted 

output with the label value, ylabel. 
iii) Gradient Descent for updating the weights to further reduce error. This 

is an iterative optimization algorithm, used to find the minimum value 
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for a function, in which an updated weight wi(t+1) is based on the 
current wi(t) and the error function as follows: 

 𝑤0(𝑡 + 1) = 𝑤0(𝑡) − 𝜂
𝜕𝐸
𝜕𝑤0

 (17) 

where, 𝜂 is the learning rate, that determines the size of the steps are 
taken to reach a (local) minimum. From (17) it can be written the 
namely Perceptron Delta Function, given by: 

 ∆𝑤09 = 𝑤0(𝑡 + 1) − 𝑤0(𝑡) = 𝜂 ∙ 𝛿9(	𝑦		_ , 𝐸) ∙ 𝑥0 (18) 

iv) Iteratively repeating this process updating the weights until the error is 
minimized. 

Since a perceptron is the simplest type of Artificial Neural Networks can only 
classify linearly separable cases with a binary target [246]. MLP is a perceptron 
that teams up with additional perceptron stacked in an input layer, at least 
one hidden layer and, an output layer (see Figure 49 top). Each neuron behaves 
like a perceptron and all the units of one layer are typically connected to each unit 
of the succeeding layer, and hence MLP architecture is referred as Fully 
Connected Neural Networks (FCNN).   

 
Figure 49.- Top, sketch of the Multilayer Perceptron architecture showing the input layer, two 

hidden layers with 4 neurons and the output layer. Bottom, the most relevant non-linear activation 
functions. 
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MLP is an interesting supervised Deep Learning technique because they are 
general function approximators able to resolve non-linear problems with the 
desired level of precision. In MLPs architectures, non-linear activation functions 
are used instead of the binary step activation function typically used in a 
perceptron, being the most typical activation functions used in MLP architectures 
the ones shown in Figure 49. 

The training of MLP is usually accomplished by using a back-propagation 
algorithm. This learning algorithm belong to the groups of supervised algorithms, 
that is, the modification of the parameters is performed so that the network output 
is as close as possible to the desired output (ylabel). The process presents two 
phases (see Figure 50) [247]: 

i) Feedforward propagation. The weights of the network are fixed, and the 
input signal is propagated through the network layer by layer. The 
forward phase finishes with the computation of a loss function. 

ii) Backforward propagation. The loss function is propagated through the 
network in the back direction. The network weights are updated so as 
to minimize a cost function in a statistical sense. In the simplest case, 
the cost function matches the loss function. The optimization problem 
is performed by computing the Gradient Descent (see Equation (17)) on 
the Neural Networks using the chain rule. Since back-propagation 
uses Gradient Descent, activation function must be a differentiable 
function. All the activation functions shown in Figure 49 are used for 
training MLPs and, thus they are differentiable. There are three popular 
variants of Gradient Descent, which differ in how much data they use to 
compute the gradient of the cost function: batch gradient descent, 
Stochastic Gradient Descent (SGD) and mini-batch gradient descent. 
Mini-batch gradient descent is typically the algorithm of choice when 
training an ANN, however, it does not guarantee good convergence and 
furthermore, it offers a few of challenges [248]. Therefore, different 
algorithms have been proposed by the Deep Learning community to 
deal with the aforementioned challenges: Momentum [249], Nesterov 
Accelerated Gradient (NAG) [250], Adaptative Gradient Descent 
(AdagGrad) [251], Adadelta [252], Root Mean Squared Propagation 
(RMSprop) or, Adaptative Moment Estimation (Adam) [253]. 

 
Figure 50.- Diagram of the back-propagation algorithm used for the training of MLPs. 
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The use of Neural Networks for the estimation of 3D annihilation photon 
interaction position in monolithic-based PET detector was first investigated in 
1999 using a Multilayer Perceptron [254]. The MLPs are universal approximator 
functions since they can learn the transfer function that describes the scintillation 
LDs in each monolithic scintillation crystal. To accomplish this, no feature 
extraction is necessary as the networks can automatically learn the optimal 
features from a great number of input-label pairs, consisting of light output 
measurements from the set of photodetectors for known irradiation positions. This 
approach has already been studied by several research groups [237][241][254]-
[262]. One of the main advantages of NN techniques compared to other methods 
is that, once trained, inference by forward propagating events through the 
network is fast and parallelizable when high computational resources are used. 
The increase in speed and availability of these computational resources (GPUs, 
supercomputer clusters, and cloud computing) has made the use of NN for 3D 
impact position estimation an increasingly efficient process that may end up being 
implemented in PET system. 

3.1.4.4 Convolutional Neural Networks 
Convolutional Neural Networks (CNN) are a special type of FCNN that 

significantly reduces the number of parameters in a Deep Neural Network with 
many units without losing too much in the quality of the model. CNN have found 
applications in image and text processing where they beat many previously 
established benchmarks. 

 
Figure 51.- Sketch of a simple structure of CNN based on a convolutional layer, a pooling layer 

and a fully connected layer. 

CNN optimize the performance of the NN by using multilayer structures. In 
general, the most used layers are introduced in the following (see Figure 51): 

i) Convolutional layer. It is used to extract critical features for getting a 
good prediction from the input images, which means reducing images 
into forms that are easier to process. 

ii) Pooling layer. It is used to enhance the resolution of feature maps. In 
other words, it aims to reduce the size of matrix generated by a 
convolutional layer.  

iii) Fully connected layer (FC). The output features of the final 
convolutional or pooling layer it is typically flattened and connected to 
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one or more FCNN that forms the final output. A basic structure of a FC 
layer, as displayed in Figure 51, is usually a fast method for learning 
nonlinear combinations of the high-level properties generated from 
convolutional layers. In that space, the FC layer will learn about a 
possible non-linear function. 

CNN have been also used for the 3D photon position estimation [216][263]-
[267]. Since CNN are usually applied to the processing of imagery instead of 
numerical data, the event-position-estimation task is converted from a numerical 
analysis-based one to an image processing by creating Tagged Image Files 
Format (TIFF) of optical photon distribution detected by the photosensors.  

3.2 Calibration methodology of PET systems 
The use of monolithic-based detectors in PET scanners requires a calibration 

stage that includes measurements, procedures and methods, to provide accurate 
3D positioning and energy measurements of the impinging annihilation photon in 
the correct units [98]. The main goal of the calibration stage is to correct the non-
uniformities produced by: 

i) Edge effects, 
ii) Light collection loses due to optical coupling mismatches, 
iii) Different gains in photosensor or readout channels, 
iv) Scintillation crystal LY abnormalities or other defects. 

 
Figure 52.- Different calibration approaches depending on the positioning method selected. 

Regarding impact positioning, the calibrated coordinates can be obtained 
following two different approaches (see Figure 52). In the one-step calibration 
approach, position estimation methods that need reference data are used, and 
thus directly providing calibrated impact position coordinates. In this case, the 
calibration includes acquisitions and procedures to obtain the reference data. In 
the two-step calibration approach, position estimation methods that do not need 
reference data are used to provide an estimation of the impact position 
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coordinates. In this case, the calibration includes acquisitions, procedures and 
also methods to rectify the previous estimated coordinates in order to correct the 
edge effects and give the calibrated impact position coordinates in the correct 
units. Some calibration methods, such as bilinear [269], 2D polynomial [270] or 
1D polynomial [271] interpolations have been already developed and 
implemented. In this doctoral thesis, a novel methodology based on the so-called 
Voronoi diagrams together with the Natural Neighboring interpolation method has 
been proposed and validated for monolithic-based PET detectors (see Section 4 
in Chapter II for more details) [1].  

At the detector level, the calibration procedure for monolithic-based detectors 
has traditionally been performed acquiring experimental data by moving a 
collimated pencil beam of 511 keV across the surface of the detector by 
employing different hardware setups (see Figure 53). For example, using a 
radioactive point source and a small pixel scintillation crystal as reference 
detector (see Figure 53 left). Careful alignment of the point source with the 
reference crystal is required to obtain useful collimated calibration beam and, 
moreover, the crystal and source must be moved together for scanning the crystal 
surface. Other possibility is to use a point source attached to a pinhole collimator 
and a large scintillator crystal as reference detector (see Figure 53 right). The 
detector under study must be moved to scan the pencil beam across the crystal 
surface of the monolithic crystal.  

 
Figure 53.- Typical hardware setups used for calibration data acquisition when using 

monolithic-based PET detectors. 

It should be noted that when calibrating full PET systems based on monolithic-
based PET detectors, the process might require complex hardware setups. 
Therefore, it could be carried out using an auxiliary setup and individually acquire 
data for each detector conforming the system [273]. Each detector can be 
calibrated separately and later assembled in the system. Over the years after the 
system installation, examinations to control possible detector performance 
variances are performed and, if important alterations are found, recalibrations are 
usually suggested. In that case, the use of an auxiliary setup to individually 
acquire data for each detector conforming the system would imply the extraction, 
calibration and mounting of all detector modules in the scanner.  

For practical use of monolithic crystals in commercial PET scanners, there is 
a major need for simpler and faster calibrations, also intended to be applied in 
assembled systems, i.e., with the detectors already mounted in the PET scanner. 
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Several groups have proposed different acquisition setups, procedures and 
methods to achieve these requirements, as described in the following 
paragraphs. For example, it has been proposed the use of a fan beam collimator 
instead a pencil beam collimator (see Figure 54 left) to obtain faster reference 
data [215][244]. However, this approach is still a time-consuming process that 
requires individual calibration of non-assembled detectors, which does not allow 
for easy recalibration once the modules are assembled in a system.  

Other procedures aim to calibrate the detectors with the system already 
assembled have been proposed, such as the one consisting of acquiring 
reference data by slowly spiraling a point source close to the detectors and 
measuring coincidences between the closest detector and a detector on the other 
side of the ring. This procedure was developed and evaluated to obtain reference 
data to train NN for all detector modules in a PET system [274]. A different 
methodology based on Self-Organizing Maps has also been suggested [272]. 
The advantage of this method is that the training data can be acquired using a 
static uncollimated point source, thus allowing the data collection in a short period 
of time and with the detectors already assembled in the system (Figure 54 right). 
This methodology was successfully applied for monolithic block detectors in a 
SPECT system and could also be extended to PET systems [272].  

 
Figure 54.- Different proposals to facilitate the calibration process and reduce calibration times. 

Left, slit collimator generating a fan beam position. Center, array of 10´10 sources attached to an 
array of 10´10 parallel holes, generating an array of 10´10 gamma-ray pencil beams. Right, 
uncollimated source to produce homogeneous irradiation of the block.  

It has been also proposed to employ an array of collimated sources, which can  
be obtained placing a multi-hole collimator and an array of sources in front of the 
monolithic block so that, annihilation photons pass through the holes (see Figure 
54 center) [133]. This arrangement allows the acquisition of all the calibration 
positions at the same time and, therefore, reduces the detector calibration times 
and complexity. Different calibration methods have made use of this approach to 
rectify the estimated impact position and obtain calibrated data [269][270][271]. 
One of the main advantages of using the array of collimated sources is the 
possibility to perform the calibration with the detectors already mounted in the 
final system, thus facilitating and optimizing the process [275][276]. However, in 
most of the cases, the detectors are usually individually calibrated in the 
assembled system, which is still a difficult task, especially for PET scanners 
based on a large number of monolithic detectors [277] . A modified version of that 
procedure, that significantly reduces the calibration times, has been proposed 
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during this thesis [2]. The method suggests the calibration of only few detectors 
and allows the correction for the possible differences among other detectors 
without the need of acquiring individual data (see Section 5.1 of Chapter II). 

Other methodology proposed in the literature to obtain calibration data with the 
system already assembled but also reducing complexity and acquisition times is 
the so-called software-collimated calibration method [278]. It consists of moving 
a uncollimated point source placed against the entrance face of the scintillator, to 
obtain calibration datasets. After the acquisition, coincidence events are 
processed, and they are electronically collimated using software tools [279]. In 
this thesis, this approach has been used for the calibration of a PET insert for 
small animals based on a single scintillator crystal annulus (see Section 5.2 of 
Chapter II) [3].  

Note that all the previous approaches require the acquisition of some 
experimental data. Recently, it has been proposed a novel method consisting of 
using simulated data to obtain the responses of each photodetector for a given 
3D interaction position and use it for the training process of Neural Networks 
[260][280]. This procedure has been successfully applied to a dedicated PET 
system for brain imaging based on 60 monolithic-based detectors [280]. This 
method is feasible, robust and accurate, because of the improvement of the 
capabilities of the different simulation platforms and machine learning techniques, 
which allow its implementation easily and no requiring per-detector experimental 
calibration. This approach has also been applied but for the generation of LUT 
for ML positioning method [281]. 
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II Objectives and 
contribution to PET 

technique 
The second Chapter of this dissertation describes the main objectives pursued 

during the course of this doctoral work, including the candidate’s contribution to 
the PET imaging field.  

The advantages reported in PET detector designs based on monolithic crystals 
triggered the interest in implementing them in PET scanners. However, more 
complex tasks are usually required to accurately obtain the 511 keV annihilation 
photon interaction position. Herein, the main objective of this PhD work is the 
development and validation of different monolithic-based PET detector 
configurations, position estimation methods and calibration procedures to 
overcome the shortages of these designs. Then, apply these new methodologies 
for the construction of PET system prototypes. To accomplish these goals, the 
following specific objectives were defined: 

i) Software development and implementation of methods for an accurate 
determination of 3D annihilation photon impact position. 

ii) Acquisition of experimental data and comparison of methods using 
different detector configurations.  

iii) Assembly of different PET system prototypes. 
iv) Application of the developed software methods in those PET systems. 
v) Validation of PET systems performance. 

In the following sections, the major aspects of the implemented position 
estimation methods and calibration procedures are reported. Also, a detailed 
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description of the main research projects in which the candidate has contributed 
within the timeframe of this thesis, is reported. 
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4 Contribution to position 
estimation and calibration 

procedures 

Along the course of this doctoral work, two main approaches to accurately 
determine 3D impact position in monolithic-based PET detectors have been 
proposed, developed and experimentally validated.  

First, it has been studied the use of analytical position estimation methods in 
monolithic detectors. As previously described, a calibration methodology is 
required when using those positioning methods to correct for the inhomogeneous 
compression that affects the flood maps and provide the calibrated impact 
position coordinates in the correct units. As an example, Figure 55 left shows a 
flood map measured using a 11´11 collimated 22Na sources normally impinging 
to a monolithic detector. This flood map was obtained by estimating the 2D impact 
coordinates using the RTP algorithm. All the maxims can be clearly identified. 
The separation of the collimated sources is accurate in the central region, while 
compression effects due to the truncation of the LDs at the edges are observed 
since the distance between the last two columns/rows of sources is reduced 
compared to the central ones. When using calibration methods based on bilinear 
[269], 2D polynomial [270] or 1D polynomial [271] interpolations, compression 
effects are reduced but artifacts are generated close to the edges of the crystal 
(see Figure 55 center) and, therefore, the effective crystal volume considered for 
reconstruction decreased  [271].  

During this thesis, a novel calibration methodology based on the so-called 
Voronoi diagram and Natural Neighbor interpolation has been developed. For 
simplify, the latter will be referred to as Voronoi calibration. Voronoi diagram is a 
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mathematical segmentation that divide the plane in convex polygons, known as 
Voronoi cells, which are delimited by the point of the plane closest to the cell 
surroundings (see Figure 56) [282]. Let P = {p1,p2,…,pn} a set of n sites (points) 
in the plane, the Voronoi cells for a site pÎ P is the set of all points in the plane 
that have p as nearest site [282]. The Voronoi diagram Vor(P), is the subdivision 
of the plane into Voronoi cells for all pÎP (see Figure 56) and can be computed 
from the Delaunay triangulation DG(P) (see  Figure 56).  

 
Figure 55.- Flood maps measured using an array of 11´11 collimated 22Na radioactive 

sources. From left to right, non-calibrated, calibrated using the 1D interpolation method and 
calibrated using Voronoi calibration methodology. 

The Voronoi calibration implemented during this thesis provides calibrated 3D 
impact position and energy of the interactions of the annihilation photons. Figure 
57 shows a diagram illustrating the steps of the method. The detector calibration 
consists of acquiring experimental data by irradiating the detectors at xi- and yi- 
precise calibration positions, obtaining a calibration map, and subsequently 
generating the Voronoi diagram composed by several Voronoi regions equal to 
the number of calibration positions. Voronoi factors for the 3D position and energy 
are calculated for each region, and the corresponding LUTs are obtained using 
the Natural Neighbor interpolation method [283]. Figure 55 right shows the flood 
map obtained after Voronoi calibration, and it can be seen that the edge effects 
are reduced without the presence of artifacts (see Figure 55 right). Notice that the 
Voronoi calibration also provide calibrated DOI and energy. The method has been 
implemented using MATLAB software since it provides specific functions that 
allow the generation of the Voronoi diagrams and application of the Natural 
Neighbor interpolation. 

 
Figure 56.- Representation of Voronoi diagram and the so-called Delaunay triangulation (the 

dual graph of the Voronoi diagram). 
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This methodology was first validated at the detector level by acquiring data 
with an LYSO monolithic crystal of 50´50´15 mm3 dimensions coupled to an 
array of 12´12 SiPMs. The photodetector array was connected to a custom 
electronic system that included a projection readout circuit that sum signals in the 
row and column directions, thus reducing the number of signals from 144 (12´12) 
to only 24 (12+12). The detector was calibrated by acquiring data from an array 
of 11´11 collimated 22Na point sources. The methodology was compared with the 
calibration approach based on 1D polynomial interpolations for different crystal 
surface treatments. The article [1], enclosed as part of this thesis, explains the 
details of the experimental procedure, implementation of the method, calibration 
process and most relevant experimental results obtained with the developed 
methodology.  

 
Figure 57.- Schematic steps of the Voronoi calibration methodology.  

The Voronoi calibration was also validated at the detector level using LYSO 
monolithic crystals of 51.5´51.5´3 mm3 (very high aspect ratio), read out using 
the lateral faces 51.5´3 mm2 by means of 1´16 SiPM elements [284]. This 
detector block design was envisaged for its application in PET systems with 
multiple separated crystal layers, so each layer can work as a PET or as a 
Compton camera. 

When validating the Voronoi methodology, the work also focused on its 
applicability at system level. The Voronoi calibration has been applied to a PET 
system prototype with a modular configuration, following a standard procedure, 
in which each detector is individually calibrated; and two alternative procedures 
developed during the thesis to reduce calibration times and facilitate the process 
(see Section 5.1 for more details) [2]. Moreover, the Voronoi calibration method 
was slightly adapted to be used in an edge-less PET system for small animals 
based on a single scintillator annulus crystal (see Section 5.2 for more details) 
[3]. 
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Secondly, since supervised Deep Learning algorithms have already 
demonstrated the power to resolve big non-linear problems, along the course of 
this thesis, a position estimation method using a Neural Network technique has 
been proposed. The NN has been implemented using TensorFlow, a Python-
friendly open source library that streamline and facilitate the development of NN. 
The implemented method consists of using a MLP architecture for each 
coordinate, named MLPX, MLPY and MLPZ, for the x-, y- and z- coordinates, 
respectively. The inputs of each MLP are the SiPMs summed column and row 
signals and the outer value corresponds to the predicted x-, y- and z- coordinate 
for the MLPX, MLPY and MLPZ, respectively (see Figure 58). The number of 
hidden layers and nodes used in the MLPs architectures depends on the detector 
under evaluation.  

 
Figure 58.- Sketch of MLP architectures used for the x-, y- and z- positioning estimation. 

The implemented NN technique has been used for the x- and y- annihilation 
photon position estimation in a novel detector configuration based on gluing 
monolithic crystals using a high-refractive optical compound. Article [4], enclosed 
as part of this thesis, shows the experimental validation of the NN technique at 
the detector level. This approach has been used in a dedicated breast PET 
scanner, recently built at i3M (see Section 5.3 for more details).  

Furthermore, this NN has also been applied for the x-(monolithic) and DOI- 
annihilation photon position estimation in semi-monolithic-based detectors [106] 
that are going to be employed for the construction of preclinical [104] and a TB 
PET [285] scanner that are currently under development at i3M. The external 
surface is 25.4´25.4 mm2 in both cases. The semi-monolithic array is composed 
by 24 slabs of 25.4´1´12 mm2 for the preclinical scanner and by 8 slabs of 
25.4´3´20 mm2 for the TB system (see Figure 59). Two independent MLPs were 
used, named MLPX and MLPDOI, with the number of input the SiPM projection 
signals in the monolithic direction and the output, the x-(monolithic) and DOI- 
coordinates, xpredicted and DOIpredicted, respectively. In a first step, the NN technique 
was validated at the detector level by acquiring reference data by moving a pencil 
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beam generated with a pinhole collimator. Different crystal geometries, surface 
treatments and SiPM models were tested to evaluate the impact on the position 
accuracy and spatial resolution [106]. Notice that the selection of the best 
configuration is a compromise between the spatial capabilities (linearity, spatial 
resolution), detector timing resolution and sensibility, among others.  In a further 
step, it has been proposed to reduce calibration time, training data was acquired 
using a fan beam along the monolithic and DOI directions, instead of using the 
pencil beam. Figure 59 shows the results obtained with the semi-monolithic 
detector configurations employed for the construction of the preclinical and TB 
scanners. In these results, the bias parameter was defined as the difference 
between the predicted impact coordinate and the known mechanical beam 
position. The spatial resolution has been obtained as the FWHM of the Gaussian 
fit of the xpredicted or DOIpredicted accumulative distribution.   

 

 

 
Figure 59.- Top, sketches of the semi-monolithic configurations for the preclinical (Compton 

camera) and Total-Body PET scanners under development at i3M. Center, bias and spatial 
resolution of the x- (monolithic) coordinate. Bottom, bias and spatial resolution of the z- (DOI) 
coordinate.  
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5 Contribution to research 
projects 

One of the main goals of this thesis has been to demonstrate the potential of 
the developed methods, not only at single-detector level, but also in full 
assembled PET scanners prototypes. The methods described in the previous 
section have been applied to several systems which form part of different projects 
as described in the following paragraphs.  

5.1 ProsPET 
ProsPET is a Spanish National project awarded by the Spanish Ministerio de 

Economia y Competitividad and co-financed by the European Union through the 
European Regional Development Fund (ERDF) in January 2016. The project 
lasted for two years and was leaded by i3M in collaboration with the Hospital La 
Fe in Valencia. The main objective of the ProsPET was to develop a reliable 
system for the accurate diagnosis of Prostate Cancer (PCa) based on Molecular 
Imaging.  

The most frequently used method for imaging the prostate is transrectal 
ultrasound tests (TRUST). However, this process has a clinical sensitivity of 
around 60%, more reliable for large and advanced tumors. Yet, the development 
of new specific radiotracers for prostate imaging allowed the use of molecular 
imaging for monitoring and treatment of PCa. However, WB-PET systems are not 
the most appropriated for PCa due to their limited spatial resolution and 
sensitivity. For this reason, a dedicated PET system for prostate imaging (see 
Figure 60) was proposed since it could offer several advantages compared to 
WB-PET systems (as mentioned in Section 2.6.3). 

The axial length of the proposed system is 50 mm; and the inner and outer 
diameters are 416 and 446 mm, respectively. The scanner is composed of 24 
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detectors based on an LYSO monolithic crystal of 50´50´15 mm3 coupled to an 
array of 12´12 SiPMs, arranged in a single ring (see Figure 60). All sides of the 
scintillation crystal were polished, and the four lateral walls were painted black to 
reduce undesired reflections. The entrance side of the scintillator was covered 
with a RR layer. The electronic part of the detector includes our custom projection 
readout system that reduces the 144 SiPM signals to only 24 signals [286]. The 
12 SiPM signals of each row and column of the photosensor array were summed 
and pre-amplified before transferring to the DAQ. Figure 60 shows a photograph 
of one of the detectors used in this scanner.  

 
Figure 60.- Top, sketch of the ProsPET system and photograph of the system acquiring data 

using a large uniform activity phantom. Bottom, monolithic-based detector used in the ProsPET 
system. 

Article [1], enclosed in this thesis, provides detailed information on the detector 
performance in terms of 3D spatial and energy resolution before and after 
applying the Voronoi calibration methodology. The Voronoi calibration 
methodology was applied to correct the 3D impact position estimation and energy 
in the whole detector volume. The calibration of the complete PET system was 
performed with the detectors already assembled and two different procedures 
have been followed: 

i) Standard calibration procedure. Each detector block is individually 
calibrated by placing a 11´11 collimated 22Na source array attached to 
each, obtaining the calibration map and applying the Voronoi calibration 
method. Therefore, a LUT was directly generated for each detector 
module.  

ii) Alternative procedure. This method only requires the acquisition of 
calibration data with the 11´11 sources array for (at least) three random 
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detector modules of the system; and a uniform measurement of each 
detector in the system that can be easily obtained by placing a relatively 
large uniform activity phantom at the center of the scanner FOV as 
shown in Figure 60. A mean calibration map was obtained averaging 
the calibration map measured with the three random detectors, and it 
was slightly modified for each detector module as a function of their 
uniform measurement. This novel strategy has been proposed during 
this thesis with the goal of simplify and accelerate the calibration 
process. 

Article [2], also included as part of this thesis, provides details about the system 
performance when using the previous two approaches for the scanner calibration. 

5.2 ScintoTube 
ScintoTube is a project funded by the National Institute of Health (NIH) in USA. 

It was granted in September 2020 and has a duration of 5 years. The project is 
leaded by the i3M in collaboration with the University of Virginia and, supported 
by the multinational company Bruker.  

The main objective of the ScintoTube project is to develop a PET insert for 
small animals able to surpass state-of-the-art sensitivity while improving spatial 
resolution. To accomplish this, a novel design concept using a single scintillation 
crystal (annulus), instead of the typical modular pieces, has been investigated. 
The spatial resolution improvement expected by implementing this scintillator 
approach was first demonstrated using experimental data from a PET system for 
small animals based on a ring of monolithic blocks. When suppressing the events 
near to the edge of the crystal (that suffer compression effect), the spatial 
resolution of the reconstructed image increases in a factor of 25% compared to 
the case employing all the events, see [121] for more details.   

During this thesis, the first prototype, named ScintoTube I, based on a LYSO 
scintillator annulus with an inner circular face but ten facetted outer faces was 
designed to simplify the mechanics related to the photosensor coupling and 
electronics readout. This design was compared with the typical modular 
configuration through simulations, including both nuclear and optical tracking. Its 
feasibility was demonstrated as shown in [121].  

The ScintoTube I exhibited an inner diameter of 62 mm, and an axial length of 
52 mm (see Figure 61 top). The outer faces were 26´52 mm2 each. The crystal 
thickness varied between 9 and 10 mm. Ten custom Printed Circuit Boards 
(PCBs) allowing the allocation of 3 arrays of 8´8 SiPMs were coupled to the outer 
flat face of the crystal. To simplify the characterization of this first prototype, each 
PCB is populated with only one SiPM array, thus reducing the axial FOV of the 
system to 25.8 mm. Each PCB includes our custom reduction readout system 
based on passive components that add the signals of each row and column of 
the SiPM array [286], reducing the signals of each PCB transferred to the DAQ, 
from 64 SiPM signals to only 16. The Voronoi calibration methodology has been 
modified to its exploitation in this novel system design. Calibration data was 
experimentally obtained by placing the 22Na source attached to the inner face of 
the tube at known positions but, in this case, without collimator as the small inner 
diameter of the system made it difficult to use it. Therefore, the calibration 
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positions were obtained for each source position applying a software-collimation 
method in a post-processing step as described in [278].  Both the x-(transaxial) 

and y-(axial) coordinates and the energy are affected by the photon DOI and 
therefore, the Voronoi calibration methodology was modified as described in 
[285]. Article [3], enclosed in this thesis, presents the experimental validation of 
this modified calibration methodology, showing the system performance in terms 
of 3D spatial and energy resolutions, system sensitivity, count rate capabilities, 
and reconstructed image quality.  

 

 
Figure 61.- Sketch of the systems, and photographs of the LYSO annulus and constructed 

scanners. Top, ScintoTube I and, bottom, ScintoTube II.  

Unfortunately, the faceted outer faces inferred some challenges because the 
critical angle is determined from the normal of each photodetector plane and then, 
the different acceptance angle of the scintillation light into the photosensors 
caused undesired effects on the LD shapes at the facet joints (see Figure 62). 
This effect was alleviated using the proposed calibration procedure; however, 
some degradation of the spatial resolution remained at the facetted joins and 
then, the quality of the reconstructed images was not fully optimized.  

To solve this problem, a second prototype, named ScintoTube II, with both the 
inner and outer faces using a cylindric shape was proposed [289]. The system 
has been recently built using a modified version of the custom PCBs that allows 
the SiPMs to be coupled to the outer cylindrical face of the tube (see Figure 61 
bottom). The Voronoi calibration was also applied to this scanner and a NEMA 
evaluation is being currently carried out.  

It should be noticed that these developed PET inserts make use of a 
electronics technology compatible with the high magnetic fields found in MRI 



 
 

83 

systems, together with radiofrequency shielding based on carbon fiber 
composites, see reference [290] for more details. 

 
Figure 62.- LDs for one annihilation photon impact inside the LYSO tube using experimental 

data. Some optical photons are not collected by the photosensors since they suffer total internal 
reflection at the facet joints, producing gaps in the LDs.  

5.3 DeepBreast 
DeepBreast is the acronym of a Spanish National project leaded by i3M and 

funded by the Ministerio de Economía y Competitividad and co-financed by the 
European Union through the European Regional Development Fund (ERDF). 
The project was granted in June 2020 and has a duration of 3 years. The goal is 
to develop a dedicated breast PET system, named DeepBreast to increase 
system sensitivity and to reduce edge effects, inspired by the ScintoTube project 
but for humans and larger dimensions therefore. This can be accomplished by 
gluing monolithic scintillation crystals using a compound with a refractive index 
similar to the scintillator one.   

Several works have already demonstrated that gluing the scintillators provides 
good spatial linearity and resolution at the interfaces that interconnect monolithic 
crystals [127][128]. However, some optical photons still undergo internal 
reflections at these regions due to the mismatch between the refractive index of 
the compound and the scintillation material, and therefore, the shape of the LD is 
not fully preserved. Nevertheless, the use of Deep Leaning techniques for the 
estimation of the annihilation photons inside the crystal may help reducing these 
effects. Therefore, the goal of this project is to build a system based on 14 curved 
monolithic LYSO crystals glued together using a high refractive index compound 
(Meltmount, n=1.7) (see Figure 63) thus eliminating the gaps in the transaxial axis 
and allowing the light transmission between adjacent crystals. Also, a major 
objective is to implement Deep Learning techniques for the impact position 
estimation to reduce the edge effects as much as possible. 
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The feasibility of this approach was first evaluated at the detector level, using 
two LYSO crystals of 33´25.4´10 mm3 side-by-side optically glued by of the 
Meltmount compound. NN were implemented for impact estimation based on two 
MLP, named MLPX and MLPY that predict the x-(transaxial) and y-(axial) impact 
coordinates of the annihilation photons, respectively. For the training process, 
experimental data was acquired using a fan beam instead a pencil beam to 
reduce calibration times. Article [4] enclosed in this thesis shows the experimental 
results of the detector performance when using the NN technique and an 
analytical method for impact position estimation. Moreover, the Meltmount 
configuration was compared to two additional coupling methods: optical grease 
(refractive index n =1.46) between crystals and isolated blocks using black paint 
and air interface.   

 
Figure 63.- Left, photograph of the DeepBreast system. Right, photograph of the LYSO 

annulus and one of the PCB including the SiPMs and the readout circuit. 

The DeepBreast system is composed by 14 curved monolithic LYSO crystals 
glued together using Meltmount material and coupled to custom flexible PCBs 
that contain 12´12 SiPMs (see Figure 63). Pressure rings were used to bend the 
PCBs ensuring the coupling between the crystal and the photosensor surface. 
The system was recently built with inner diameter of 200 mm, outer diameter of 
225 mm; and axial length of 50 mm. A Neural Network technique based on two 
independent MLPs for the x- (transaxial) and y- (axial) coordinates was 
implemented. Training data was obtained by acquiring experimental data using a 
22Na source placed in between a custom slit collimator (composed of two 
tungsten disks (see Figure 64)). The tungsten plates were mounted at a thin 
separation (0.4 mm) generating a fan beam radiation in 360o. For training data 
acquisition of the MLPX, the slit collimator was mounted in a rotational motor and 
data was acquired rotating it in steps of 0.8° in the transaxial direction (x- axis). 
For training data of the MLPY, the slit collimator was mounted in a linear motor 
stage and it was moved in steps of 0.5 mm in the axial direction (y- axis). 
Regarding DOI and energy, the Voronoi calibration methodology was employed 
to obtain DOI values in mm and energy values in keV.  
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Figure 64.- Left, photograph of the tungsten plates used for the custom slit collimator. Center, 

sketch of the calibration setup used for the calibration of the transaxial axis. Right, photograph of 
the setup. 

We are currently carrying out the system performance evaluation based on a 
modified version of the NEMA protocol for WB-PET, and it is planned to be 
submitted for publication soon. Figure 65 left shows the radial, tangential and 
axial reconstructed spatial resolution (FWHM) as a function of the radial position. 
It can be appreciated that homogenous spatial resolution is found for all the radial 
positions since DOI information allows the reduction of parallax errors. Figure 65 
right shows the sensitivity obtained with the DeepBreast system with a 30% 
energy windows. 

 
Figure 65.- Left, DeepBreast FWHM spatial resolution with DOI information. Right, DeepBreast 

sensitivity obtained with a 22Na point source. 
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III Scientific Research 
Chapter III includes the four scientific peer-reviewed articles which have been 

selected to compile this PhD thesis and in which the candidate is the first author. 
Notice that to avoid confusions with the numbering in figures, tables and 
references list of the thesis, their labelling have been renamed as [Pi.j], where i 
denotes the paper and j the figure, table or reference particular number. 

The main candidate´s contribution to the research field is supported by the 
selected articles and focus on the implementation and application of novel 
approaches to accurately determine the 3D photon impact in monolithic-based 
PET detectors. Different position estimation methods and calibration procedures 
have been developed in different software platforms (C++, MATLAB, Python, 
ROOT). The candidate has also experimentally validated these methods by 
participating in the design of the tests as well as on hardware implementation. 
This includes the assembly process of all the detector configurations and PET 
scanners and the acquisition of the experimental data. Moreover, the candidate 
has contributed to the data analysis and the interpretation of the subsequent 
results.    
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6 Calibration of gamma ray 
impacts in monolithic-based 

detectors using Voronoi 
diagrams 

 
Authors: Marta Freire, Andrea González-Montoro, Filomeno Sánchez, José M. 
Benlloch and Antonio J. González.  
Published:  IEEE Transactions on Radiation and Plasma Medical Sciences, 
2019, Vol. 4, No. 3, p. 350-360. Doi: 10.1109/TRPMS.2019.2947716 
Summary: This article explains the methodology and implementation at detector 
level of the Voronoi calibration technique developed during this thesis. The 
method has the primary objective of reducing edge effects in monolithic-based 
PET detectors, allowing to calibrate the entire crystal volume, (see Section 4 of 
Chapter II).  

In this article, the Voronoi method has been validated using experimental data 
acquired with a LYSO monolithic crystal of 50´50´15 mm3 coupled to an array of 
12´12 SiPMs. The implemented calibration method has been compared in terms 
of 3D spatial and energy detector performance with the commonly used 1D 
polynomial method. Our methodology has been proven to be superior since 
indeed the total volume of the detector could be accurately calibrated. Moreover, 
experimental data using different surface crystal treatments using black paint, 
RR, Teflon or ESR have been measured to evaluate the detector performance in 
each case. In particular, the best overall performance was obtained when the 
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LYSO lateral walls were black painted and the RR layer was added to the 
entrance of the crystal, with a spatial resolution of 1.6±0.1 mm FWHM and an 
energy resolution of 17.5%. 

As a result of those studies, we decided to apply the Voronoi calibration 
method to a dedicated prostate PET system [2], and to a small-animal PET insert 
[3]. 
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Calibration of Gamma Ray Impacts in 
Monolithic-Based Detectors Using Voronoi 

Diagrams 
Marta Freire, Andrea Gonzalez-Montoro, Filomeno Sanchez, Jose M. Benlloch 
and Antonio J. Gonzalez. 
Abstract— Molecular imaging systems, such as PET, use detectors providing 
energy and 3D interaction position of a gamma ray within a scintillation block. 
Monolithic crystals are becoming an alternative to crystal arrays in PET. However, 
calibration processes are required to correct for non-uniformities, mainly 
produced by the truncation of the scintillation light distribution at the edges.  

We propose a calibration method based on Voronoi diagrams. We have used 
50×50×15 mm3 LYSO blocks coupled to a 12×12 SiPMs array. We have first 
studied two different interpolation algorithms; Weighted Average Method (WAM) 
and Natural Neighbor (NN). We have compared them with an existing calibration 
based on 1D monomials. Here the crystal was laterally black painted and a 
retroreflector (RR) layer added to the entrance face. The NN exhibited the best 
results in terms of XY impact position, depth of Interaction and energy, allowing 
us to calibrate the whole scintillation volume. Later, the NN interpolation has been 
tested against different crystal surface treatments, allowing always to correct 
edge effects. Best energy resolutions were observed when using reflective layers 
(12-14%). However, better linearity was observed with the treatments using black 
paint. In particular, we obtained best overall performance when lateral black paint 
is combined with the RR. 
Index Terms— Gamma ray detectors, Positron Emission Tomography, 
Monolithic crystals, SiPM, Calibration processes, Voronoi diagrams. 

1. Introduction 
Radiation detectors are extensively used in the field of nuclear and atomic 

physics, characterizing particles interacting with them. This requires precise 
determination of their deposited energy and 3D impact coordinates. These 
quantities are accurately estimated employing calibration procedures addressing 
non-uniformity responses of the detectors [P1.1]-[P1.3]. In particular, g-ray 
detectors are of special interest in both high energy and medical physics. They 
are key components of molecular imaging systems, such as gamma cameras, 
Single Photon Emission Computed Tomography (SPECT) or Positron Emission 
Tomography (PET) scanners [P1.4]. 

In the particular case of PET, providing accurate reconstructed  process 
requires: i) precise determination of the energy, XY planar coordinates as well as 
Depth of Interaction (DOI) of the g-ray within the scintillation crystal; ii) timing 
calibration when this information is included in the reconstruction process; and iii) 
a correction of non-uniformities, as a result of the different detector components 
or manufacturing processes between different blocks [P1.5]-[P1.7] .  

Radiation detectors for PET are, in most of the cases, based on pixelated or 
monolithic scintillation crystals coupled to high-density photodetectors [P1.8]. The 



 
 

92 

advantages of each scintillator configuration have been extensively described in 
the literature, see for instance [P1.9] and references therein. On the one hand, in 
pixelated based detectors, the estimation of the 2D photon interaction position is 
basically carried out by identifying the pixel that provides the maximum signal 
value. Photon DOI estimation typically requires additional hardware 
[P1.10][P1.11] or the use of algorithms such as Maximum Likelihood [P1.12]. 
Notice that DOI information is especially important for small aperture scanners 
configurations such as in small animal imaging or organ-dedicated systems 
[P1.13], since it allows one to correct for the parallax error [P1.14]. On the other 
hand, in monolithic based detectors, the generated distribution of scintillation 
photons covers many photosensors and the position of the photodetector 
element with the maximum signal does not always correspond to the estimated 
centroid of the scintillation light distribution (LD). However, it is possible to 
characterize the LD profiles allowing to directly estimate the 3D coordinates of 
the g-ray interaction [P1.15]. As a drawback, there might be scintillation light 
reflection from inner faces of the scintillator, as well as truncation of the LD as a 
result of the finite detector size, producing a mispositioning of the g-ray impact. 
This effect, known as edge effect or bias, is typically characterized by a shift in 
the impact position determination towards the crystal center that becomes 
stronger at the edges of the block. 

The most accurate approach for the estimation of the impact position in 
monolithic blocks would be to readout every photosensor element. Statistical 
methods, such as maximum-likelihood algorithms (ML) [P1.16], k-nearest 
neighbor (k-NN) methods [P1.17][P1.18], have been proposed. These methods 
make it possible to determine the photon impact position by comparison of the 
LD shape at different interaction positions with a set of calibration data stored in 
Look-Up Tables. Recently, it has been demonstrated the possibility to apply 
artificial neural-network (ANN) [P1.21] or gradient tree boosting algorithm (GTB) 
[P1.19][P1.20] for this purpose. However, those methods typically require large 
acquisitions times, and hardware with accurate positioning capabilities. As an 
alternative, analytical methods that model the relation between the source 
position and the measured photodetector pixel signals, using for example 
weighted least-squares (WLS), can be employed without prior calibration dataset 
[P1.22][P1.23]. These methods could also be applied when using reduction 
readout schemes which reduce the complexity and cost when compared to 
reading out every single photosensor element [P1.24]. 

Electronic configurations based on networks of passive components have 
been proposed to reduce the number of readout channels. The most traditional 
is the so-called Anger logic [P1.25], that returns only four output signals allowing 
to implement the Center of Gravity (CoG) algorithm to estimate the XY interaction 
position. A modification of the resistive-network, providing the collected charge 
(scintillation photons) for all rows and columns of the photosensor arrays, permits 
to better measure the centroid of the LD and makes it possible to additionally 
estimate the photon DOI [P1.26]. However, the edge effect is still present in the 
peripheral region of the detector when statistical and analytical methods are used, 
especially when some type of reflection treatment is applied to the crystal faces. 
Modifications of the CoG, such as the so-called Raise-to-Power (RTP) algorithm 
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[P1.27], allows one to partially mitigate that effect, but the need of calibration 
procedures is still required. 

The edge effect of the estimated XY positions (Anger logic, CoG, RTP, etc), 
can be further reduced by means of bilinear [P1.28], 2D polynomial [P1.29] or 1D 
polynomial [P1.30] interpolation methods using calibration masks. These 
approaches have been applied in several systems based on monolithic crystals 
[P1.5][P1.6][P1.30]. However, while the interpolation between mask points is well 
achieved, extrapolation beyond the outmost point sources (mask holes) may lead 
to some artifacts and, typically, events at the edges are rejected reducing system 
sensitivity. 

Improvements on the calibration procedure for monolithic-based PET 
detectors would enhance their performance. This work focuses on the 
development of a calibration method to accurately determine 3D position and 
energy of g-ray impacts for the whole monolithic crystal volume and, thus, also 
increasing system sensitivity. The proposed method is based on the 
mathematical structures called Voronoi diagrams [P1.31]. Those diagrams are 
currently being used for automatic target volume definition during treatment 
planning in radiotherapy [P1.32], image correction of deformable motion in PET 
image reconstruction [P1.33]  or, in pixelated-based PET detectors, for energy 
calibration procedures [P1.34] and crystal identification in a multiple-layer 
configurations [P1.35]. Moreover, Voronoi diagrams are also used in sports 
[P1.36][P1.37], chemistry [P1.38][P1.39], astronomy [P1.40], medicine [P1.41] 
and  image processing [P1.42]. 

 
Figure P1.1. Sketch of the six different surface crystal treatments. 

2. Materials and Methods 
A. Detector block 

Two thick LYSO monolithic scintillators with dimensions of 50×50×15 mm3 
have been used, see Figure P1.1. All crystal faces are polished and one of the 
50×50 mm2 surface (exit face) coupled to a photosensor array by means of optical 
grease (BC-630, Saint Gobain) to reduce light transmission losses. We have 
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tested six different treatments on the same crystals, as depicted in Figure P1.1 
and described in Table P1.1, namely: i) Black: all faces, except the one coupled 
to the photosensor coated with absorbent black paint; ii) RR: lateral faces black 
painted and a retroreflector layer added to the entrance face of the crystal using 
optical grease; iii) ESR: Enhanced Specular Reflector (ESR) layer coupled to 
lateral and entrance faces using an optical clear adhesive film; iv) White: all faces, 
except the one coupled to the photosensor, white painted; v) Black and ESR 
(B+ESR): lateral faces black painted and ESR layer coupled at the entrance face 
with optical clear adhesive film; and vi) Black and White (B+W): lateral faces black 
painted and entrance face white painted.  

Name Surface 
Entrance/Lateral 

Reflection type 
Entrance/lateral 

Black Black/Black No reflection 

RR RR/Black Retroreflection/No reflection 

ESR ESR/ESR Specular/Specular 

White White/White Diffuse/Diffuse 

B+ESR ESR/Black Specular/No reflection 

B+W White/Black Diffuse/No reflection 

Table P1.1. Characteristics of the six different surface treatments under study 

For each study the same crystal and SiPM aray was used. They were coupled 
using optical grease (Rhodorsil Paste 7). Each SiPM array (ARRAYC-30035-
144P-PCB, SensL/OnSemi) was composed by 12×12 photosensors and covering 
an approximate area of 50×50 mm2. Each individual photosensor has an active 
area of 3×3 mm2 and the pitch is 4.2 mm in both directions. Each array is typically 
operated at a bias voltage of 31 V, 6.5 V over the breakdown voltage. Since 
SiPMs are sensitive to temperature variations, the detectors are kept at stable 
temperatures of approximately 15ºC-18ºC, also reducing dark noise 
contributions.  

The detector readout provides information for each row and column of the 
SiPM array allowing to characterize the scintillation LD profiles. This readout 
provides a reduction from 144 SiPMs output signals to only 24. The 24 signals 
are digitized using custom ADC boards (12-bit precision), using an integration 
window of about 250 ns. All acquisitions were performed in coincidence mode 
using an identical reference detector, and a coincidence window of 5 ns. The 
digitized and synchronized signals are sent to a workstation where they are 
processed (see description below). 

B. Calibration method based on Voronoi diagrams 
Figure P1.2 shows a schematic of the steps followed during the data 

calibration. First, using the signals provided by the analog readout, the 3D photon 
impact coordinates and energy of each coincidence event are estimated applying 
the RTP algorithm. XY coordinates are calculated by raising the 12 digitized 
signals for each projection to the power of two [P1.43][P1.44], before CoG 
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calculation. The DOI coordinate, Z, is estimated for each event as the average 
for rows and columns (r,c)  of the ratio of the sum of all 12 signals (photon energy, 
E) to its maximum value (𝐸/𝐼*:));,< [P1.26]. This process is labelled as RTP2 in 
Figure P1.2 (a). 

 
(a) 

 
(b) 

Figure P1.2. (a) Schematic steps of the data calibration using Voronoi diagrams. (b) Sketch of 
the measurement proccesses. 

1) Detector calibration procedure: Reference data sets, named calibration 
maps, have been acquired for each crystal treatment using an array of 11×11 
22Na sources that covers an area of 46×46 mm2. The first row of sources is 
located at 2 mm from the crystal border and the pitch is 4.6 mm. The sources 
were mechanically collimated using a tungsten mask of 24 mm thickness and 1.2 
mm drilled holes, see Figure P1.2 (b). An array with a smaller pitch would have 
implied overlapping of the sources at the edges of the flood maps. During data 
processing, each detector area is binned in 600×600 pixels. Once the calibration 
map has been acquired, the detector calibration is done as follows: 

1) 3D photon impact coordinates (and energy) result in flood maps as the 
one shown in Figure P1.3 (a). All 121 calibration sources were correctly 
identified. A software collimation in the range of 1º (depending on the 
study) was applied between both detectors helping to better determine 
the distribution centroids. That means that only events whose line of 
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response (LOR) is contained within this specific angle are considered 
[P1.46].  

2) The centroid of each measured source (𝑥,=>;<&
?@==A*:-, 𝑦,=>;<&

?@==A*:-) in the 
flood map of the 121 calibration sources are calculated searching the 
maximum intensity values, depicted with the overlying open white 
squares in Figure P1.3 (a). 

 

                        (a)                                                                                            (b) 

Figure P1.3. (a) Flood map of an array of 11×11 collimated 22Na sources and representation 
of the calculated centroids of the sources for one section of the flood map. (b) Voronoi diagrams 
of the 121  Voronoi points. The yellow line delimits the “intuitive interior” of the 121 Voronoi points, 
named convex hull. 

The detector calibration method is based on Voronoi diagrams. These 
diagrams, also known as Dirichlet tessellation, are defined as the partitioning of 
the plane into various convex polygons 𝑇0, named Voronoi cells, each of them 
containing one generating point, named Voronoi point. An arbitrary point lies 
within a specified Voronoi cell if, and only if, the distance from this point to the 
Voronoi point of its associated polygon is smaller than all other distances between 
this point and the remaining Voronoi points [P1.31]. This can be mathematically 
expressed as: 

𝑉(𝑋) = {𝑇0}0+$…*   (1) 

where 𝑇0 = {𝑥 ∈ 	ℝ4	|	𝑑(𝑥, 𝑥0) < 𝑑`𝑥, 𝑥9a, 𝑖 ≠ 𝑗}, V(X) is the Voronoi diagram 
generated by X, with X the set of the m Voronoi points, and d(x, xi) the Euclidean 
distance on ℝ4. In our case, since we are using a calibration mask of 11×11 
sources (m = 121), the crystal surface is divided into 11×11 Voronoi cells, see 
Figure P1.3 (b). The yellow line delimits the “intuitive interior” of the 121 Voronoi 
points, named convex hull. In the present work, the Voronoi diagrams have been 
computed using a specific MATLAB function (voronoi) [P1.47].  

Once the Voronoi cells are determined, 5 Voronoi factors for each Voronoi cell, 
one for X, one for Y, one for energy and two for Z, are independently calculated. 
For the XY and energy: 

 

𝑉𝑜𝑟𝑜𝑛𝑜𝑖𝐹𝑎𝑐𝑡𝑜𝑟(D,E,F) = (),8,F)#$%&'()*$+*

(),8,F)#$%&'(
,-$$.!/0						(2) 
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Here (𝑥, 𝑦, 𝐸),=>;<&H1=I1 and (𝑥, 𝑦, 𝐸),=>;<&
?@==A*:- correspond to known and measured 

XY coordinates and energy of each calibration source. Regarding the energy 
correction, a Gaussian fit to the energy spectra of each Voronoi cell was applied 
providing the photopeak value in ADC units, (𝐸),=>;<&

?@==A*:-. We have used the 
central cell, (𝐸),=>;<&H1=I1, to convert the ADC units to 511 keV. For the DOI 
calibration, we have obtained the limits of the E/Imax histograms of each Voronoi 
cell, named a and b, are obtained by using the analytical expression for the DOI 
distribution [P1.26]. 

𝐷𝑂𝐼(𝑧) = 𝐴 ∙ 𝑒𝑥𝑝#./ }𝑒𝑟𝑓 ~ J#/
√461*2

� − 𝑒𝑟𝑓 ~ :#/
√461*2

��						(3) 

To calibrate the measured E/Imax units to mm we have considered two Voronoi 
factors for each Voronoi cell (𝑉𝑜𝑟𝑜𝑛𝑜𝑖𝐹𝑎𝑐𝑡𝑜𝑟(!$,!4)) correspond to the two 
parameters of a linear fit considering the limits a−𝜎012 and b+𝜎012 equal to 0 and 
15 mm (crystal thickness), respectively. 

 
Figure P1.4. Flood map for an array of 9×9 22Na sources overlaying with the Voronoi diagram 

obtained during the detector calibration (11×11 centroids, represented with white circles). The 
yellow line depicts the convex hull. 

2) Interpolation methods: Once the Voronoi factors are calculated, each 
recorded event (x, y) is added to its corresponding Voronoi cell. However, they 
are calibrated by interpolation of the Voronoi factors of the closest cells, as 
depicted in Figure P1.4 and Figure P1.5. Thus, the chosen interpolation method 
plays an important role. They cannot be indiscriminately used and, therefore, it is 
important to understand their principles and limitations. Moreover, the events 
near the edge should not be discarded, so the selected method must allow one 
to also extrapolate the events that are beyond the convex hull, represented again 
in Figure P1.4 by the yellow line.  

Two different interpolation methods have been studied: 
i) Weighted Average Method (WAM) of the Voronoi factors. Each calibration 

factor of one recorded event (𝑓9) corresponding to each position coordinate 
and to the energy, is calculated as follows: 
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𝑓9 =	∑ I1(),8)
∑ I1(),8)*
134

× 𝑉𝑜𝑟𝑜𝑛𝑜𝑖𝐹𝑎𝑐𝑡𝑜𝑟0
9 ,

				
	1 ≤ 𝑗 ≤ 5							1

0+$ (4) 

where,  wM = [1/([𝑑0(𝑥, 𝑦)]H)], 𝑑0(𝑥, 𝑦) is the distance between the recorded 
data point and the Voronoi points and k is a chosen exponent. For each 
recorded event inside the convex hull, three closest Voronoi points have 
been selected (n = 3; at left, right, up or down), see Figure P1.5 (a). The 
calibration factors of the recorded events that are located outside the 
convex hull are determined directly from the Voronoi factors of their 
associated Voronoi cell, without any interpolation from the closest cells. We 
have tested different k values (not shown here), suggesting the best results 
for the squared power (k = 2) and therefore, for simplicity, we are only 
providing these results in this work. 

 
Figure P1.5. Sketch of interpolation methods using Voronoi diagrams. A new event is shown 

as a yellow star. (a) Scheme of the data interpolation using WAM taking into account the three 
closest Voronoi points to the recorded data. The recorded event is calibrated considering the 
distance with its three closest Voroni cells. (b) Scheme of the data interpolation using NN method. 
The recorded event is calibrated considering the area of natural neighbor cells. 

ii) Natural Neighbor (NN) method of the Voronoi factors. In the present work, 
this interpolation has been made with a specific MATLAB function 
(scatteredInterpolant) [P1.48]. The recorded event (x, y) is added as a new 
Voronoi point and, therefore, generates a new cell that intersects with 
certain Voronoi cells of the former set of 121 ones, named natural 
neighbors, see Figure P1.5 (b). The interpolation is a weighted average area 
of the natural neighbors of the recorded data, where 𝑓9 is calculated as 
follows: 

𝑓9 =		∑ 𝑤0(𝑥, 𝑦) × 𝑉𝑜𝑟𝑜𝑛𝑜𝑖𝐹𝑎𝑐𝑡𝑜𝑟0
91

0+$ , 1 ≤ 𝑗 ≤ 5			(5) 

where 𝑤0 =
:;&:	[P1(),8)]
:;&:	[P(),8)]

, 𝑇(𝑥, 𝑦) is the Voronoi cell of the recorded event and 
TM(x, y) the natural neighbors cells. Moreover, the calibration factors of the 

 
 
 
 
 

                              (a)                                                      (b) 



 
 

99 

events located outside the convex hull are calculated using an extrapolation 
method based on a least squares approximation of the gradient at the 
boundary of the convex hull [P1.47].  

In the WAM, weights are distance-based and, therefore, the weights assigned 
to each Voronoi cell diminishes as the distance from the recorded data to the 
Voronoi point increases. In the NN interpolation, weights are area-based and, 
therefore, depend on the area of the NN cells which are inside of the new Voronoi 
cell. Here, larger areas result in larger influence of the corresponding Voronoi 
factor on the interpolation value. 

The calibrated data for each recorded are calculated multiplying the estimated 
3D coordinates and energy event (xmed, ymed, zmed, Emed) by its appropriate 
calibration factor (𝑓9), as follows: 

𝑥<:@ = 𝑥*&A × 𝑓D

𝑦<:@ = 𝑦*&A × 𝑓E

𝑧<:@ = 𝑓!$ × 𝑧*&A + 𝑓!4

𝐸<:@ = 𝐸*&A × 𝑓F

             (6) 

C. Experimental validation 
To validate the calibration data process carried out using the 11×11 22Na 

sources array (4.6 mm pitch), a second set of data has been acquired using 
another array but with 9×9 22Na sources (5 mm pitch). The studied cases are: 

1) Comparison of Voronoi interpolation methods and 1D monomial approach. 
The 1D monomial interpolation [P1.30] also makes use of the 11×11 
sources array to perform the calibration. We have used the crystals with 
RR treatment, since they have been successfully tested before [P1.43]. 
The 9×9 22Na sources array was placed in front of the crystal under 
evaluation. The position of these sources is different from those used 
during the calibration (11×11). Having sources outside the convex hull (less 
than 2 mm to the crystal edge) would have been challenging to resolve. 
The reference detector was located at 416 mm and just software collimation 
of 0.6º (total aperture) was applied.  

2) Crystal surface treatments. The aim here was to test the calibration using 
the NN interpolation method for the six different crystal treatments because 
as it will be shown in the results section, it exhibited the best performance 
in the case i). In order to reduce possible random coincidences, the 9×9 
22Na sources were additionally collimated using a tungsten mask with 1.2 
mm in diameter drilled holes in a 24 mm thick block. The collimator was 
attached to the entrance face of the detector under calibration. The 
reference detector was placed at 110 mm and a software collimation of 1.1º 
(total aperture) was applied after the calibration.  

Concerning the XY calibration, we have evaluated the central row and column 
of the 9×9 22Na sources array (see horizontal and vertical yellow bands in Figure 
P1.6 (a) left), before and after calibration, for all cases. The known mechanical 
source position defines the true position of the sources. The centroid of each 
source in the flood maps is calculated using a multi-Gaussian fit. Several 
parameters have been used to evaluate the performance of the XY calibration: 
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1) Bias: difference between measured and true source position.  
2) Linearity: mean distance between sources. We have also calculated the 

Confidence Intervals (CI). We provide the 65% CI, this is a range where 
one can be 65% certain it contains the mean value. 

3) Spatial resolution: FWHM of the Gaussian distributions.  
4) Bias resolution coefficient (Rbias): product of the bias and the FWHM value 

at each source position. We are introducing this figure of merit as an 
estimation of the global performance of the XY calibration method. 

Regarding the DOI calibration, we have calculated the lower and upper limits, 
a and b, for the DOI histograms for three regions of interest (ROI) of the flood 
maps, namely central, lateral and corner (see yellow squares in Figure P1.6), 
using Eq. (3). 

Finally, the energy calibration has been evaluated with the sources located 
along one diagonal in the flood maps (see also diagonal yellow band in Figure 
P1.6) both before and after calibration. The energy resolution is calculated as 
ΔE(FWHM)/Ecentroid using a Gaussian plus a linear distribution. 

 
(a) 

 
(b) 

Figure P1.6.  (a) Flood maps for an array of 9×9 22Na sources acquired with the RR crystal. 
From left to right: non-calibrated and calibrated using WAM, NN and 1D approaches. (b) Profile 
for the central row of sources for each case. 

3. Results 
A. Comparison of Voronoi interpolation and 1D monomial  

The non-calibrated flood map of the 9×9 22Na sources array acquired with the 
RR crystal is shown in Figure P1.6 (a) left.  A slight shift of the sources along the 
Y axis is observed due to a misalignment of the array positioning system. We 
have calibrated the 3D impact positions and energy using the interpolation 
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methods described above (named WAM and NN), and the 1D monomial 
approach, also shown in Figure P1.6 (a). The profiles of the central row of 
sources, together with a multi-Gaussian fit (red line), are shown in Figure P1.6 
(b). 

 
Figure P1.7. From top to bottom for the four studied cases: the bias as a function of the 

mechanical source position, the distance between sources, the spatial resolution FWHM  as a 
function of the mechanical source position and  Rbias  coefficient as a function of the mechanical 
source position. Left panels for the central row and right panels for the central column. 

Figure P1.7 shows the bias, distances between sources, spatial resolution 
(FWHM) and the Rbias coefficient, for the four studied cases. The panels on the 
left correspond to the central row (X-axis) of the flood maps and the panels on 
the right to the central column (Y-axis). The average standard deviation (X and Y 
axes) of the bias is 1.15 mm for the non-calibrated data. This value is reduced to 
0.34 mm, 0.33 mm and 0.35 mm for the calibrated data using the WAM, NN and 
1D approaches, respectively. 

The linearity and confidence intervals are listed in Table P1.2 for both X and Y 
axes. More accurate values are obtained with the Voronoi approaches, closer to 
the actual value of 5 mm (see also Figure P1.7). The average linearity for the X 
and Y axes is 5.3±0.2, 5.1±0.2, 5.1±0.1 and 5.2±0.2 mm, for the non-calibrated 
data and WAM, NN and 1D cases, respectively.  
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Dataset Linearity (mm) 
X 

CI (mm) 
X 

Linearity (mm) 
Y 

CI (mm) 
Y 

Non-cal. 5.3±0.1 [5.14, 5.42] 5.3±0.2 [5.10, 5.50] 

WAM 5.1±0.1 [4.98, 5.19] 5.0±0.2 [4.89, 5.21] 

NN 5.1±0.1 [5.01, 5.25] 5.0±0.1 [4.88, 5.13] 

1D 5.3±0.2 [5.03, 5.50] 4.96±0.04 [4.92, 5.00] 

Table P1.2. linearity and ci for the central row (X) and central column (Y) for the non-calibrated 
data, calibrated data using the WAM interpolation, NN interpolation and 1D approach. 

 
       (a) 

 
(a)                           (b) 

Figure P1.8. (a) DOI distributions. From top to bottom: for the non-calibrated data in arbitrary 
units (E/I units), and WAM, NN and 1D in mm units. (b) b values for the non-calibrated data and 
WAM, NN, 1D approaches. 

The spatial resolution FWHM as a function of the mechanical source position 
is also depicted in Figure P1.7. FWHM values of the non-calibrated sources 
closest to the crystal edge diminish for both X and Y axes due to the image 
compression. FWHM values worsen for the sources closest to the edge in the X-
axis when the WAM is applied. However, this effect is reduced using the NN or 
the 1D approaches. The average FWHM for the X direction obtained for the non-
calibrated, WAM, NN and 1D cases is 2.1±0.4, 2.6±0.7, 2.3±0.3 and 2.3±0.3 mm, 
respectively; and 2.2±0.4, 2.0±0.3 and 2.1±0.3 and 2.2±0.2 mm in the Y direction. 
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The Rbias coefficients are shown in the bottom panels of Figure P1.7. The 
average Rbias for the X and Y axes is 2.1±0.1, 0.7±0.4, 0.6±0.3 and 0.8±0.2 mm2 
for the non-calibrated, WAM, NN and 1D cases, respectively. 

The DOI profiles for the non-calibrated (E/I units) and calibrated data (mm 
units), for the three studied regions of interest, are shown in Figure P1.8.The DOI 
histograms for the non-calibrated data showed different shapes depending on the 
analysed detector area (see Figure P1.8 (a) top panel). After DOI calibration, the 
histograms resembled the expected one. That means a larger amount of events 
at the crystal entrance (15 mm side) and lower closer to the photosensor side (0 
mm). This happens for the three ROI and calibration approaches. Figure P1.8 (b) 
shows the determined upper limits, named b, for the three regions of interest. 

In Figure P1.9 we depict the photopeak centroid position, normalized to the 
central one, for the 9 sources across the diagonal. The non-calibrated data 
exhibited lower photopeak values of about 13±1% at the crystal edges. After 
energy calibration, all interpolation methods returned differences as small as 
5±1% at the edges, and below 2±1% in the central region. The energy resolution 
for the whole scintillation volume resulted in 17.4±0.2%, 13.3±0.1%, 13.0±0.1% 
and 13.2±0.1%, for the non-calibrated, WAM, NN and 1D approaches, 
respectively. 

 

Figure P1.9.  Energy photopeaks for the diagonal of sources for the four studied cases. 

B. Crystal surface treatments 
We have obtained non-calibrated data of the 9×9 22Na sources array for the 

six different crystal treatments. The NN interpolation method was used to 
calibrate the 3D impact positions and energy for all crystal treatments. Figure 10 
left shows the flood maps of the non-calibrated data, and on the right side the 
calibrated flood maps. The profiles for the central column (Y-axis) of each flood 
map are also shown at the sides. 

Figure P1.11 shows the bias values as a function of the mechanical source 
position for the central row (left) and column (right) for each treatment. The top 
panels depict the values for the non-calibrated data. The largest bias value is 
observed for the sources closest to the edge for the White treatment. The bottom 
panels show the bias values after calibration. Figure P1.12 (a) shows the average 
standard deviation for the X and Y axes of the bias for each treatment before and 
after calibration. The largest value (1.5±0.2 mm) obtained for the White treatment 
is reduced to 0.3±0.1 mm after calibration, as also found for other treatments. 
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Figure P1.10. Flood maps for the 9×9 22Na sources array and profiles for the central column. 

Left, non-calibrated data. Right, calibrated data using NN interpolation. (a) Black crystal, (b) RR 
crystal, (c) ESR crystal, (d) White crystal, (e) B+ESR crystal and (f) B+W crystal. 
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Figure 12 (b) depicts the average linearity. Some excess of the linearity in the 
non-calibrated data is observed for the treatments including lateral walls black 
painted. This is the opposite for both specular (ESR) or diffused reflection (White) 
treatments. The average linearity for all calibrated cases agrees well with the 
actual value of 5 mm. 

 
                    (a)                                                      (b)   

Figure P1.11. Bias values as a function of the mechanical source position for the non-
calibrated data (top) and for the calibrated data using NN interpolation (bottom) for all treatments. 
(a) For the central row and (b) for the central column. 

The average spatial resolution FWHM is plotted in Figure P1.12 (c). Regarding 
the calibrated spatial resolution FWHM, the best value is obtained when using 
the RR treatment (about 1.6±0.1 mm on average). This value is slightly better 
than that obtained in the previous section IIIA due to the additional mechanical 
collimation (see Discussion for more details). The worst spatial resolution is 
observed when reflective materials are used (ESR and White) approaching 
2.2±0.1 mm.  

 
                  (a)           (b)         (c)         (d) 
Figure P1.12. Average parameters calculated for each treatment, for both non-calibrated and 

NN calibrated data. (a) Standard deviation of bias. (b) Linearity. (c) Spatial resolution FWHM. (d) 
Rbias coefficient.maps for the 9×9 22Na sources array and profiles for the central column. Left, 
non-calibrated data. Right, calibrated data using NN interpolation. (a) Black crystal, (b) RR crystal, 
(c) ESR crystal, (d) White crystal, (e) B+ESR crystal and (f) B+W crystal. 

-4
-3
-2
-1
0
1
2
3
4

-4
-3
-2
-1
0
1
2
3
4

0 5 10 15 20 25 30 35 40 45 50
-4
-3
-2
-1
0
1
2
3
4

0 5 10 15 20 25 30 35 40 45 50
-4
-3
-2
-1
0
1
2
3
4

Bi
as

 n
on

-c
al

ib
ra

te
d 

(m
m

)  Black  RR  ESR  White  B+ESR  B+W

X axis Y axis

Bi
as

 V
or

on
oi

 (m
m

)

Mechanical source position (mm)

 

Bl
ac

k

R
R

ES
R

W
hi

te

B+
ES

R

B+
W

4,2

4,4

4,6

4,8

5,0

5,2

5,4

5,6

Li
ne

ar
ity

 (m
m

)

 Non Calibrated  Voronoi Calibration

Bl
ac

k

R
R

ES
R

W
hi

te

B+
ES

R

B+
W

0,0

0,2

0,4

0,6

0,8

1,0

1,2

1,4

1,6

1,8

St
an

da
rd

 d
ev

ia
tio

n 
of

 b
ia

s 
(m

m
)

Bl
ac

k

R
R

ES
R

W
hi

te

B+
ES

R

B+
W

1,4

1,6

1,8

2,0

2,2

2,4

Sp
at

ia
l r

es
ol

ut
io

n 
FW

H
M

 (m
m

)

Bl
ac

k

R
R

ES
R

W
hi

te

B+
ES

R

B+
W

0,0

0,2

0,4

0,6

0,8

1,0

1,2

1,4

1,6

1,8

2,0

2,2

2,4

R
bi

as
 (m

m
2 )



 
 

106 

The average Rbias coefficient for each treatment is shown in Figure P3.12 (d). 
The calibrated data exhibit results nearing zero. In particular, the RR treatment 
results in 0.2±0.1 mm2, whereas the ESR treatment shows the highest value of 
0.9±0.1 mm2. 

The energy resolution for the whole scintillation volume before and after 
calibration is plotted in Figure P1.13 (a). In contrast to the spatial resolution, ESR 
and White treatments exhibited the best energy resolution (12-14%). A 
deterioration to 16-17% is observed when the lateral black paint is used in 
combination with other reflective materials, and to about 22% if the entire block 
is black, most likely due to a poorer collection of scintillation photons  Figure 
P1.13 (b) shows the photopeak variation for each treatment as a function of the 
γ-ray impact position for a diagonal of sources across the detector surface. The 
largest variation of the photopeak positions is observed at the detector edges 
reaching 24%, 22%, 7%, 11%, 17% and 29% (±1%) for the Black, RR, ESR, 
White, B+ESR and B+W treatments, respectively. After calibration these values 
are significantly reduced to only: 5%, 2%, 1%, 2%, and 2% (±1%), respectively.  

 
(a) 

 
(b) 

Figure P1.13. (a) Energy resolution for the whole detector for each treatment both non-
calibrated and after calibration. (b) Photopeaks variation referred to the central one, for the 
diagonal of sources for all cases studies. From left to right: Black, RR, ESR, White, B+ESR, and 
B+W. 

Figure 14 depicts the DOI histograms corresponding to each treatment, before 
and after calibration. The non-calibrated data is plotted in E/I units and all other 
data using the NN interpolation in millimeters. The treatments with reflective 
material show a shift of the DOI histograms to higher values, due to the increase 
of collected energy affecting the estimator (E/I). After calibration, there is a good 
agreement in between all distributions. Indeed, Figure P1.15 shows the 
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determined lower and upper limits, a and b, for the three ROI. The upper limits 
exhibit a position dependence. After calibration, most of the treatments showed 
almost no variation of these parameters independently of the studied region. This 
indicates the possibility to also calibrated the photon DOI with this methodology. 
The larger variation in the non-calibrated data was observed for the ESR 
treatment, which is nevertheless reduced after data calibration. 

 
Figure P1.14. DOI distributions for the whole crystal volume. Non-calibrated data is depctied  

in arbitrary units (top). Calibrated DOI distributions are in mm (bottom).  

 

    (a)                                           (b) 
Figure P1.15. a and b values for the central, lateral and corner regions for each treatment. (a) 

Non-calibrated data and (b) calibrated data using NN. 

4. Discussion  
In this work we have introduced a calibration method based on Voronoi 

diagrams to accurately determine the energy and 3D impact positions in g-ray 
detectors based on monolithic scintillation crystals. 

In a first set of experiments, we have evaluated the WAM, NN and 1D 
calibration methods using a 9×9 22Na sources array acquired with the RR crystal 
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(lateral black painted and a RR layer at the entrance). On the one hand, the non-
calibrated image shows the inward compression at the edges of the crystal due 
to the truncation of the LD. This results in an overestimation of the spatial 
resolution FWHM values of the sources closest to the crystal edge, as expected. 
Interestingly, the linearity of this non-calibrated data did not show a large 
mispositioning of the sources at the edges. We assumed this happened because 
the sources at the edges are at 5 mm from the crystal edge, where this effect is 
less pronounced given the photosensor density (12×12 SiPMs), surface 
treatment, readout granularity (12+12 signals), crystal aspect ratio (15 mm 
thickness and 50 mm size) and RTP2 calculation of the estimated impact position. 
On the other hand, when the 1D approach is applied, we observed that it is hard 
to resolve data that occurs beyond the outermost calibration sources. In 
particular, the upper row of the 1D approach is almost vanished, due to the slight 
shift of the 9×9 array with respect to the detector center (see Figure P1.6).  

The interpolation methods based on Voronoi diagrams made it possible to 
calibrate the whole scintillation volume, thus increasing the detector sensitivity. 
When the WAM was applied, the FWHM values of the sources closest to the X 
edge worsened. This was caused because these sources are located between 
two Voronoi cells (see Figure P1.4) and, thus, this method has some position 
challenges, producing an elongation of the sources. On the Y-axis, the sources 
closest to the edge are not located between two Voronoi cells (see Figure P1.4) 
due to the aforementioned 9×9 sources array shift and, therefore, this elongation 
was not observed. However, when the NN interpolation method was applied, the 
elongation was not shown in any axis; providing a correct interpolation in both 
directions. 

The different shapes of the non-calibrated DOI distributions for the three ROIs 
are produced by a stronger scintillation light truncation towards the crystal edges 
and corners. After calibration, DOI distributions for all regions exhibited a similar 
behavior. The use of a RR layer, when compared to a totally black painted crystal, 
is characterized by an excess of the slope of the exponential attenuation curve 
[P1.49]. Regarding the photopeak energy dependency with the impact position, 
a larger photopeak variation at the crystal corners was found in the non-calibrated 
data, especially for configurations using black painted walls, as expected. This is 
because in monolithic crystals with black painted walls, there is a scintillation light 
collection dependence with the g-ray impact position due to the scintillation light 
truncation at the edges and, thus, certain losses of light transferred and collected 
at the photosensors. These effects were compensated after calibration. 

Summarizing, the accuracy on the impact determination (FWHM, bias, 
distance) using the NN interpolation performs better than the other tested 
approaches, especially recovering impacts at the edges of the crystal without 
deteriorating the FWHM, as it occurs for the WAM interpolation. Independently of 
the used interpolation method, an improvement on the energy and DOI 
performance is always observed. It is worth mentioning that the calibration of data 
described in this work could be implemented in reconfigurable devices such as 
FPGA (Field Programmable Gate Arrays), by means of look-up-tables for each 
Voronoi factor and detector unit. 
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After the validation of the Voronoi interpolation methods, in particular when 
using the NN approach, an additional study was carried out for different crystal 
treatments. Notice that in this study we used an additional mechanical collimation 
as compared with the previous study in order to better resolve the sources at the 
edges of the crystals. In the non-calibrated images is discernible how the 
compression effect increases when the White treatment is used. Thus, larger bias 
values of these data are obtained at the edges. However, for all treatments, this 
bias is significantly reduced when the data is calibrated using the NN 
interpolation. Moreover, the linearity for all the treatments agrees well with the 
actual value. We found the best FWHM for the RR treatment. A deterioration of 
the calibrated spatial resolution FWHM for the ESR and White treatments is 
observed, most likely due to the fact that the LD is no longer preserved, and the 
stronger edge effect. In contrast to the spatial resolution behavior, ESR and White 
treatments exhibited the best energy resolution (12-14%) due to the larger 
collection of optical photons. This light collection increase also causes a shift of 
the measured DOI histograms to higher values. However, after DOI calibration 
we observed a general good qualitative agreement of all profiles with the 
expected gamma ray attenuation distribution. For all cases we made it also 
possible to calibrate the a and b parameters for the entire block. 

5. Conclusions 
We have described and validated a calibration method for monolithic crystals 

of large dimensions based on analytic calculations. We have combined this with 
high density photosensors arrays and readout electronics. Such readout makes 
use of a reduction scheme of signals resulting in the number of rows plus columns 
of the photosensor arrays. This has been shown to be a good sampling to return 
accurate energy and 3D impact coordinates of the g-rays in monolithic blocks. 
The aim of the article has been to calibrate these measured energy and impact 
coordinates to the expected values. This has been done using the so-called 
Voronoi diagrams and interpolation methods. We have studied few interpolation 
methods, but in this article, we have shown the two that achieved better 
performance, named WAM (k=2) and NN. 

We have first evaluated the two interpolation methods and compared them 
with an additional approach based on 1D monomial that we have successfully 
used in former detector designs and systems. The tested interpolations are used 
not only for the XY impact position but also for the energy and now for the photon 
DOI. If we compared to the 1D method, both procedures based on the Voronoi 
diagrams allowed one to calibrate the whole scintillation volume, without rejecting 
events at the detector edges, increasing the system sensitivity. Nevertheless, we 
observed some better calibration performance when using the NN method. 

Finally, we made use of the NN interpolation method to evaluate the response 
of the described methodology to six different crystal treatments. Although black 
paint is widely used to preserve the light distribution expecting more accurate 3D 
impact determination, other crystal treatments that enhance the light extraction 
using diffuse or specular reflectors are also possible. We have demonstrated that 
it is possible to use the NN interpolation with a variety of crystal treatments. 
Therefore, the selection of the crystal treatment would be a trade-off of the aimed 
system geometry and application.  
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Summary: This article presents the experimental implementation of the Voronoi 
calibration method in a dedicated prostate PET system composed by monolithic-
based PET detectors (constructed at i3M), with particular emphasis on 
techniques that minimize calibration procedures. The system has been built 
under the ProsPET Spanish National Project and it has been installed at the 
hospital La Fe in Valencia (See Section 5.1). The scanner is composed of a ring 
of 24 LYSO monolithic crystals of 50´50´15 mm3 coupled to an array of 12´12 
SiPMs and the projection readout circuit. The crystals present black paint on the 
lateral sides and include a RR layer at the top face as this was the treatment 
exhibiting the best overall detector performance in the previous article [1].  

The Voronoi calibration method has been applied to the detectors after having 
been mounted in the system. A standard calibration procedure, in which each 
detector is individually calibrated, has been compared to two novel alternative 
calibration procedures, namely TEST1 and TEST2, which have been developed 
with the goal of reducing the calibration time and complexity of the standard 
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method. Experimental data has been acquired and subsequently calibrated, 
applying the standard procedure and the two implemented alternative calibration 
procedures. A comparison of these approaches has been performed by analyzing 
the system spatial resolution, high count rates capabilities and image quality. The 
results show that the TEST2 approach reduces the calibration times by 
approximately 80% compared to that of the standard one, without system 
performance degradation. Therefore, this method solves one of the principal 
problems of using monolithic-based detectors in PET scanners. 
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Reducing Calibration Time in PET Systems 
Based on Monolithic Crystals 

Marta Freire, Gabriel Cañizares, Sara Echegoyen, Andrea Gonzalez-Montoro 
and Antonio J. Gonzalez. 
Abstract— In the past years, the gamma-ray detector designs based on the 
monolithic crystals have demonstrated to be excellent candidates for the design 
of high-performance PET systems. The monolithic crystals allow to achieve the 
intrinsic detector resolutions well below state-of-the-art; to increase packing 
fraction thus, increasing the system sensitivity; and to improve lesion detectability 
at the edges of the scanner field of view (FOV) because of their intrinsic depth of 
interaction (DOI) capabilities. The bottleneck to translate to the clinical PET 
systems based on a large number of monolithic detectors is eventually the 
requirement of mechanically complex and time-consuming calibration processes. 
To mitigate this drawback, several methods have been already proposed, such 
as using non-physically collimated radioactive sources or implementing the 
neuronal networks (NN) algorithms trained with simulated data. In this work, we 
aimed to simplify and fasten a calibration process of the monolithic based 
systems. The Normal procedure consists of individually acquiring a 11 × 11 22Na 
source array for all the detectors composing the PET system and obtaining the 
calibration map for each module using a method based on the Voronoi diagrams. 
Two reducing time methodologies are presented: (i) TEST1, where the calibration 
map of one detector is estimated and shared among all others, and (ii) TEST2, 
where the calibration map is slightly modified for each module as a function of 
their detector uniformity map. The experimental data from a dedicated prostate 
PET system was used to compare the standard calibration procedure with both 
the proposed methods. A greater similarity was exhibited between the TEST2 
methodology and the Normal procedure; obtaining spatial resolution variances 
within 0.1 mm error bars and count rate deviations as small as 0.2%. Moreover, 
the negligible reconstructed image differences (13% deviation at most in the 
contrast-to-noise ratio) and almost identical contrast values were reported. 
Therefore, this proposed method allows us to calibrate the PET systems based 
on the monolithic crystals reducing the calibration time by approximately 80% 
compared with the Normal procedure. 
Keywords— Positron emission tomography, monolithic crystals, calibration, 
total-body PET, whole-body PET 

1. Introduction 
In the PET detectors, two main types of scintillator crystals are usually 

employed namely, pixelated and monolithic. The advantages and disadvantages 
of each one are extensively described elsewhere [P2.1]. They offer intrinsic 
resolutions that are well below the state-of-the-art and an improvement of the 
system sensitivity, as they do not contain zero detection zones, unlike the 
pixelated crystals. But the most significant feature of monolithic crystals is their 
inherent access to the light distribution (LD) profile of the scintillation events which 
allows to retrieve, in addition to the planar impact coordinates (x,y), accurate 
photon depth of interaction (DOI) information, unlike the pixelated crystals that 
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require additional components to provide 3D positioning information [P2.2][P2.3]. 
The DOI information permits to correct for the parallax errors, which strongly 
affect the systems with small apertures (i.e., small animal and organ dedicated 
scanners), but also at the edges of the field of view (FOV) in the human size 
scanners. Both width and position of the source profile improve when applying 
the DOI correction independently of the system diameter [P2.4][P2.5]. Recently, 
the monolithic crystals are employed in the PET scanners achieving high 
sensitivity and spatial resolution [P2.6]-[P2.8]. Moreover, regarding cost, 
analyzing the different providers for scintillator crystals and studying the price 
differences between the several pixel arrays and monolithic crystals with similar 
volumes, it can be concluded that they are cheaper than the traditional pixelated 
scintillators for the pixel sizes smaller than 1.5 mm×1.5 mm, as the ones used in 
the pre-clinical PET imaging. 

To accurately determine the energy and 3D impact position in the monolithic-
based PET detectors, the calibration processes accounting for the possible non-
uniformities or edge effects are required [P2.9]. The non-uniformities arise from 
different gains in the photosensors or readout channels, and eventually by the 
crystal light yields abnormalities. The edge effects result from the scintillation light 
truncation toward the crystal edges, reducing the accuracy of the photon impact 
coordinates determination and energy discrimination. For the pixelated-based 
detectors, the flood maps are easily and quickly found, since one source can be 
placed at the center of the PET scanner providing information of all the pixel 
elements. However, for the monolithic-based detectors, the calibration processes 
are typically based on scanning a collimated small size source across the entire 
monolithic surface while recording the measured and mechanical/known source 
positions [P2.1]. This procedure must be applied for each detector module of the 
PET scanner, which results in the time-consuming calibrations and requires using 
entangled hardware set-ups [P2.9]. For one single detector, the measurement for 
obtaining reference data might last about 30 min even when using the high 
activity sources. 

Multiple methods have been proposed to ease the calibration processes in the 
monolithic assemblies; such as using reference data corresponding to a line of 
irradiation points instead of singular points [P2.10][P2.12][P2.13], utilizing an 
array of collimated sources [P2.10], or using non-physically collimated sources 
[P2.11][P2.12]. An alternative approach, not requiring the calibration for each 
detector block of the PET system, is to carry out an accurate simulation of the 
detector responses either for Neural Networks (NN) training [P2.13][P2.14] or for 
the generation of look-up-tables (LUTs) to be applied using the maximum 
likelihood expectation maximization methods (MLEM) [P2.15]. 

In this work, we propose an approach to apply the detector calibration process 
based on the Voronoi diagrams [P2.10] in the PET scanners based on a large 
number of monolithic detectors. The proposed methodology significantly reduces 
the calibration times while accounts and corrects for the possible differences 
among each individual detector module. Shortly, the method suggests using the 
combined accurate calibration of few detectors, to be applied after some tuning 
provided by uniform radiation, to all the other detectors. In the following, we 
describe this rather simple methodology, but never studied before in detail, and 
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its experimental validation employing data from a prostate dedicated clinical PET 
scanner [P2.16]. 

2.  Materials and methods  
A. Materials 

Data were experimentally acquired using a clinical PET specifically designed 
for prostate imaging. The scanner is composed of a single ring with 24 detectors 
[P2.16], each one comprising a LYSO:Ce (Lu1.8Y2SiO5:Ce) monolithic crystal of 
50×50×15 mm3 with the lateral surfaces black painted (absorbent paint) and the 
entrance face, such as a retroreflector layer [P2.10][P2.17], as shown in the 
images of the system in Figure P2.1. Each scintillation crystal is coupled to a 
photosensor array of 12×12 silicon photomultipliers (SiPMs) with 3×3 mm active 
area and 4.2 mm pitch (52% active are coverage) by means of optical grease 
(BC-630, Saint Gobain, France). The readout scheme provides the row and 
column SiPM signals, thus allowing to determine the 3D photon impact 
coordinates within the crystal [P2.4][P2.18]. The detector output signals are fed 
into a data acquisition (DAQ) system based on the 12-bit analog-to-digital 
converters (ADCs) with 1 GB ethernet connection, and the summed signal of 
either all SiPM rows or columns, was fed into a trigger board that allows 
coincidences within a 5 ns coincidence window. Further details about the system 
can be found in the reference [P2.16]. 

   
Figure P2.1. The sketch (left) and photograph (right) of the prostate dedicated PET system 

used during the calibration tests. 

The planar impact coordinates (x, y) were calculated using the rows and 
column SiPM signals by applying a modified version of the center of gravity 
algorithm (COG) in which the row and column values are risen to the power of 2 
to improve the system linearity [P2.19]. The DOI value was estimated as E/Imax 

where E is the energy calculated as the sum of the rows or columns, and Imax is 
the maximum value of the row or column, respectively [P2.12]. 

B. Calibration Process 
Instead of sequentially moving individual radioactive sources across the crystal 

surface, which requires long calibration times, we used an array of 11×11 22Na 
radioactive sources (4.6 mm pitch and 1 mm in diameter, total activity ∼10 µCi) 
placed at the known positions. A 30 mm thick tungsten collimator, with drilled 
holes of 1.2 mm in diameter, was accurately aligned with the sources and placed 
at each crystal entrance. The acquired reference data were later post-processed 
using a software collimation method (defined as a trade-off between the statistics 
and spatial resolution) that rejects the lines of response (LORs) with angles larger 
than 1.2 degrees measured from the detector normal [P2.2]. These two-steps, 
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acquisition and collimation, resulted in the accurate flood maps composed by 121 
measured positions as those shown in Figure P2.2 (left). 

The calculated 3D photon impact position and energy were calibrated using a 
method based on the Voronoi diagrams. The flood map of the 11×11 22Na 
sources (as shown in Figure P2.2) is used to generate a Voronoi diagram, thus 
permitting the partition of the crystal surface into 121 Voronoi cells and the 
extraction of five Voronoi factors for each cell [P2.10]. The VoronoiFactorX and 
VoronoiFactorY were calculated as the deviation of the measured source position 
to the mechanical position and the VoronoiFactorE was determined as the 
deviation of the energy photopeak value in the channels to the value 
corresponding to the central Voronoi cell. Finally, we determined the lower and 
upper limits (a and b parameters) and sigma (σint) of the E/Imax histogram for each 
Voronoi region using the DOI analytical expression extracted from the reference 
[P2.14] (as shown in Figure P2.2). Two Voronoi factors were calculated 
corresponding to the limits a-σint and b+σint and then, considered to be equal to 0 
and 15 mm (crystal thickness) to calibrate the measured E/Imax into millimeters. 
As shown in the reference [P2.10] for more detail of the process. These Voronoi 
factors were used to obtain five LUTs: two corresponding to the planar XY 
coordinates {LUTX, LUTY}, two to the DOI {LUTDOI1, LUTDOI2}, and another one 
corresponding to the energy {LUTEnergy}. These LUTs are finally used to calibrate 
every impact. Data from the subjects or phantoms are off-line calibrated applying 
the calculated LUTs in an event-by-event process that includes a correction to 
the true LOR (parallax error compensation). 

 
Figure P2.2.  From left to right, the image flood maps of the 11 × 11 22Na collimated sources 

before (top) and after (bottom) calibration using the Normal method, energy spectra, and depth 
of interaction (DOI) distribution for the whole detector 

We have tested three different calibration methods, a conventional one 
detector-by-detector calibration, and two proposed modifications to shorten the 
calibration times: 

i) Normal, the 24 detectors of the PET scanner were individually 
calibrated as described above. This means, that a set of 5 individuals 
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{LUTX,Y,DOI1,DOI2,Energy} is generated from the flood map of each detector 
module. This calibration is considered as the ground-truth for 
comparison purposes. Figure P2.2 shows the flood map of the 11×11 
22Na sources, the energy and DOI histograms for one detector module 
of the prostate dedicated PET before (top panels) and after (bottom 
panels) calibration. Acquisition using the described array and activity 
might last about 2–3 h per detector, thus 48–72 h for the whole system 
without stop (at least 6 working days). Notice that the higher activities 
and the use of non-encapsulated sources, such as 18F could accelerate 
these processes but potentially increase the radiation associated risk. 

ii) TEST1, the calibration set of only one random detector is carried out 
and, therefore only its {LUTX,Y,DOI1,DOI2,Energy} are generated and 
shared among the other detectors without further corrections. With this 
approach, a total process calibration time of ∼ 3 h for the entire scanner 
was required. We have evaluated this method for two random detectors: 
T1 and T1B, corresponding to the detectors M2 and M6, respectively. 

iii) TEST2, three random detectors of the PET scanner were individually 
calibrated and, to avoid an outlier detector performance, an averaged 
reference calibration map was obtained using the mean values of the 
calibration positions of the three detectors (as shown in Figure 3 left). 
Thereafter, the calibration maps for each other detector were 
determined applying a shift map to such reference calibration map. The 
shift map was generated for each detector using their uniformity maps 
(as shown in Figure P2.3) acquired placing a relatively large uniform 
activity phantom at the center of the scanner FOV. Event accumulation 
can be observed at the edges of the uniform map due to the truncation 
of the LD closer to the edge of the monolithic crystal. The x and y 
coordinates for these regions were plotted, as shown in Figure P2.2, 
and a linear fit was used to estimate the slope following that event 
accumulation. The intersection of the lines allowed us to calculate the 
coordinates of the four corners. Then, four shift factors with respect to 
the reference ones were calculated and a natural neighbor interpolation 
methodology considering the four corners was applied to obtain the shift 
map for the entire surface. The shift map for each module was applied 
to the reference calibration map to obtain the new calibration map 
corresponding to each detector. Finally, the calibration maps were used 
to determine the Voronoi factors according to the reference (20). The 
Voronoi factors corresponding to the DOI and energy, were calculated 
using the uniformity measurements. A total calibration time of ∼ 10 h 
was consumed as: the uniformity acquisition (∼1 h) plus the three 
detectors calibration maps (6–9 h). For this case, three sets of three 
different detectors were used defining: T2, T2B, and T2BB, in particular 
detectors [M1, M9, and M21], [M5, M18, and M24], and [M7, M15, and 
M20] were used, respectively. 
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Figure P2.3. From left to right, a reference calibration map obtained as the average of the 

calibration positions of three random detectors, example of a detector uniform map for one 
detector used to obtain the calibration map in TEST2, surface partition obtained from the four 
corners calculated as the intersection of the lines following the event accumulation and calibration 
positions obtained for one detector in the Normal calibration and after applying the TEST2. 

C. Evaluation of the Calibration Processes 
The calibration accuracy of the proposed methods was evaluated by 

comparing the LUTs for TEST1 and TEST2 with the ground truth provided by the 
Normal case for each detector module of the prostate PET system. Thus, the 
correlation factors (CF) corresponding to X, Y, DOI1, DOI2, and energy, 
respectively, were determined for each detector module as: 

𝐶𝐹D,E,RST$,RST4,F1&;U80 =
(𝑉𝑜𝑟𝑜𝑛𝑜𝑖𝐹𝑎𝑐𝑡𝑜𝑟	𝑣𝑎𝑙𝑢𝑒D,E,RST$,RST4,F1&;U80 )PFVP
(𝑉𝑜𝑟𝑜𝑛𝑜𝑖𝐹𝑎𝑐𝑡𝑜𝑟	𝑣𝑎𝑙𝑢𝑒D,E,RST$,RST4,F1&;U80 )W=;*:@

											(1) 

where, i goes from 1 to 121 (each Voronoi diagram contains 121 values 
because 11×11 sources array was used for the calibration). Notice that, the range 
of values for the VoronoiFactorX and VoronoiFactorY is [−1, 1] in arb. units; for 
the VoronoiFactorE it is [0, ∼10000] in channels and for the VoronoiFactorDOI1, 
DOI2, it is [1, 8] in arb. units (as shown in Figure P2.2 top). The mean of the 121 
CFi values was calculated, obtaining five CF values corresponding to X, Y, DOI1, 
DOI2, and energy for each detector module. Finally, the mean of the CF values 
of all detector modules were calculated and considered as a good estimator of 
the validity of the two proposed approaches. In addition, the three calibration 
methods were compared using the reconstructed images from the following 
datasets: 

i) Data of a small size 22Na source (0.25 mm in diameter and ∼ 22 µCi 
activity) scanned across the radial axis of the scanner. The spatial 
resolution was estimated as the full width at half of the maximum 
(FWHM) of the source profiles. 

ii) Data acquired during the evaluation of the noise equivalent count rate 
(NECR) of the system. This dataset was used to provide hints about the 
count rates capabilities of the system as a function of the calibration 
method. Sub-optimal calibration of the detectors might lead to a 
decrease in the count rates. 

iii) Data acquired using a custom designed image quality (IQ) phantom 
made out of Polymethyl methacrylate (PMMA) with an outer diameter 
of 135 and 103 mm height. The IQ phantom contains six capillaries with 
diameters of 20, 15, 12, 9, 6, and 4.5 mm and 60 mm height each placed 
inside a warm background. A capillaries-to-background concentration 
ratio of 38 was used. 
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The reconstruction of the acquired data was performed using the 
Customizable and Advanced Software for Tomographic Reconstruction 
(CASToR) platform [P2.21] and the ordered subset expectation maximization 
(OSEM) algorithm, with voxels sizes of 1×1×1 mm and virtual detector pixels of 
1×1 mm. During the reconstruction process, three iterations and two subsets 
were used when the small size sources were imaged, whereas eight iterations 
and two subsets were employed for the image quality phantom. Additionally, both 
the attenuation and normalization corrections were applied. For the attenuation 
correction, the transmission information of a previous CT acquisition was used. 
The normalization was applied using data of an annulus filled with 
fluorodeoxyglucose (FDG) (as shown in reference [P2.11]) and processed using 
the three different calibration approaches. 

We have quantitatively evaluated the reconstructed IQ phantom calculating the 
contrast-to-noise ratio (CNR) and the contrast for all cases as: 

𝐶𝑁𝑅 =
𝑀𝑒𝑎𝑛	ℎ𝑜𝑡	𝑠𝑝𝑜𝑡	𝑉𝑂𝐼 − 𝐵𝑎𝑐𝑘𝐺𝑟𝑜𝑢𝑛𝑑	𝑙𝑒𝑣𝑒𝑙

𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 			(2) 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡	(%) = 100 ×
𝑀𝑒𝑎𝑛	ℎ𝑜𝑡	𝑠𝑝𝑜𝑡	𝑉𝑂𝐼 − 𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑	𝑙𝑒𝑣𝑒𝑙

𝑀𝑒𝑎𝑛	ℎ𝑜𝑡	𝑠𝑝𝑜𝑡 			(3) 

where VOI stands for the Volume of Interest selected. Then, 12 VOIs were 
drawn distributed along the uniform warm area of the phantom to obtain the 
background level and SD. To calculate the mean hot spot values, six VOIs were 
defined fitting each capillary dimension but with a centered height of 25 mm. 

 
Figure P2.4. Mean CFi values obtained from the VoronoiFactorX, VoronoiFactorY, 

VoronoiFactorE, VoronoiFactorDOI1 and VoronoiFactorDOI2 for all detectors and calibration 
positions, and for all proposed calibration cases. 
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3. Results 
A. Detector Accuracy 
Figure P2.4 shows the mean values for the CFi parameters namely X and Y 

positions, energy, and DOI limits. The mean values are calculated for all 24 
detector and for all 121 calibration positions within each detector block. The error 
bars are calculated as the SD of all these 24×121 values. The T2, T2B, and T2BB 
cases are typically close to 1, meaning that they reflect well the ground truth. 
However, the T1 and T1B cases are in general further from 1. 

B. Reconstructed Images 
Figure P2.5 depicts the FWHM values (radial, tangential, and axial) of the 

reconstructed images of the 22Na source versus the off-radial position. For the 
case closer to the center of the FOV (1 cm), all the cases exhibit very similar 
values. However, worse FWHM values are observed for the T1 and T1B cases 
at radial positions far from the center, especially at the edges (12 cm) resulting in 
an elliptical shape of the sources. 

 
Figure P2.5. Reconstructed full width at half of the maximum (FWHM) (three components: 

radial, tangential, and axial) of the 1 mm in diameter source at off-radial positions 1, 6, and 12 
cm. 

Figure P2.6 depicts the count rate capabilities of the system for each 
calibration method. In general, there is a better agreement for the TEST2 
approaches with respect to the Normal case. Some deviations are observed for 
the NECR curves regarding the TEST1 cases (also for the True and 
Scatter/random ones but not shown here) at high activities. We have calculated 
the ratios of the NECR for the Normal case with respect to all others. The average 
ratio for the T2, T2B, and T2BB cases is as small as 0.2, 0.1, and 0.1%, 
respectively, with SDs of about 1% only. However, we found the ratios of 7 and 
2% for the T1 and T1B, respectively. 
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Figure P2.6. (Left) The noise equivalent count rate (NECR) curves for all the evaluated cases. 

(Right) Ratio of the NECR values for Normal with respect to all others. Notice there is a break 
between 0.5 and 0.6 mCi to expand the axis for lower values. 

 Figure P2.7 shows the reconstructed IQ phantom after applying the described 
calibration processes for all the cases. Qualitatively, the images and profiles are 
very similar. Slightly less uniform background is observed for the TEST1 cases, 
as it can also be appreciated in the shown slice and projection at the bottom 
panels. 

We observe the CNR values that are in general poor, most likely due to low 
acquisition times (Figure P2.8). Comparing the results obtained between Normal 
and the other methods, the CNR for T1 and T1B are, on average, 28.5% lower. 
However, the TEST2 cases exhibit similar values for the 4.5- and 6-mm rods, and 
better for the larger capillaries. An average improvement for all rods and tests of 
8.4% is observed. We hypothesize that the improvement of CNR for the TEST2 
cases might be due to an improvement in the background uniformity caused by 
the averaging of three detector blocks. 

4. Discussion 
In this work, we have studied the possibility to reduce the calibration time for 

monolithic-based PET systems. Different works are proposed to obtain reference 
dataset using the line sources and slit collimators or uncollimated sources without 
detector performance degradation, avoiding irradiating the crystal at a large 
number of known entry points across the entire surface, and thus, reducing the 
time calibration [P2.6]-[P2.11][P2.22]-[P2.24]. Moreover, the use of simulated 
data for NN training or for LUT generation for ML position estimation 
[P2.12][P2.13] allows for calibration time reduction. However, most of these 
methods demand higher computational requirements to be efficient. 
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Figure P2.7.  Top panels, reconstructed images of the IQ phantom. Only 15% of the low colour 

scale was used. Bottom panels, profiles along the smallest the marked rods in the Normal case. 

In our approach, the calibration data are acquired using an array of collimated 
sources, instead of sequentially scanning individual radioactive sources across 
the crystal surface, which reduce the calibration times somewhat; however, in the 
Normal procedure each detector needs to be independently calibrated, which still 
leads to high time-consuming. Therefore, we have proposed two new calibration 
routines named TEST1 and TEST2 that reduce the calibration time from standard 
calibration of all 24 detectors of our prostate PET system (∼72 h) to just 10 h in 
the case of TEST2 and 3 h in the case of TEST1 (as shown in Table P2.1). Notice 

Normal  T1 T1B 

T2  T2B T2BB 
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that the times were estimated considering the activity of a source that can be 
typically found in the instrumentation laboratories and, therefore, higher activity 
sources would linearly improve the process. Using the high radioactivity sources 
and two screw bar and step motors would allow to create a robotic instrument to 
speed up the calibration acquisition and to prevent the radiation hazard at the 
same time. However, for the PET systems already installed in the research 
laboratories or clinical sites, introducing such a hardware setup is sometimes 
difficult. 

 
Figure P2.8. The contrast-to-noise ratio (CNR) (Top) and the contrast (Bottom) curves for the 

different Normal, TEST1, and TEST2 cases acquired using the prostate dedicated PET system. 
An important implication of this reduction is that allow one to perform the 

calibration in one single working journey without the requirement of stopping, thus 
avoiding the additional complications. The uniform flood maps are obtained 
routinely during the PET calibration processes when for instance the 
normalization is performed. By reducing the calibration time without impacting the 
PET system performance, on the one hand, we are also minimizing the technical 
personnel exposure to radiation and, on the other hand, reducing the calibration 
cost associated to the supply of radioactive sources. An FDG dose used for 
calibration (370 MBq) costs approximately 275 € at our institution and lasts only 
for 1 day. Moreover, the proposed methodology simplifies the associated 
hardware, even if a low percentage of detectors are to be normally calibrated, 
such as in the TEST2 (3/24 detectors), in comparison with calibrating all of them 
individually. 

Our findings when comparing the results of the TEST1 tests with the Normal 
case, showed some underperformance, as expected. Using one-detector 
calibration induces some errors due to many factors in the other 23 blocks, such 
as non-uniformities in the light collection, wrong coupling alignments of the 
photosensor and crystal, to name but a few. We observed that the reconstructed 
1 mm sources show a worst performance for T1 and T1B when they are far from 
the center FOV. Regarding the CNR, with the three different sets of detectors 
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somehow still to be understood, the CNR values outperformed those exhibited 
the Normal calibration. The TEST1 cases are about 28% worst on average. 

 
Steps/Tasks 

Maximum 
Calibration 
time 

Acquisitions Computational Time  

11´11 22Na 
sources array 
(~10 µCi in total)  

Uniformity  Shift map LUT generation  

Normal 24 detectors´(2-3 
hours/detector)»72 
hours 

1 hour - 
24 detectors´(1 
min/detector) » 
20 min 

72.3 hours 

TEST1 2-3 hours 1 hour - 1 min 3 hours 

TEST2 3 detectors´(2-3 
hours/detector)»9 
hours 

1 hour 
24 detectors´(24 
seconds/detector)      
»10 min 

24 detectors´(1 
min/detector)»20 
min  

10.5 hours 

Table P2.1. Estimation of calibration time processes for the different methods. 

The TEST2 methodology might be the key to exploit the use of large PET 
scanners based on the monolithic crystals because it has demonstrated the 
capabilities to significantly reduce the calibration times without system 
degradation, enabling to calibrate a system with very low computational cost and 
in a reasonable time-period in a clinical domain. For a system, such as the 
MINDView PET insert with 60 detectors blocks of 50 × 50 × 20 mm monolithic 
LYSO crystals [P2.13], we struggled with a 10 days calibration process using the 
high activities of FDG sources, when calibrating 2–3 detectors simultaneously. 

Obviously, the proposed methods require the detectors of each system to 
behave relatively similar, which is the case of commercially available PET 
scanners, since they go through the quality assessment tests during the 
manufacturing process. In our case, the assembly of all 24 detectors building the 
PET system was carried out following the same procedure, the readout 
electronics components have very small tolerances, and all the crystals and SiPM 
arrays are provided by the same manufacturer. 

5. Conclusion 
We have proposed two new methodologies to reduce the calibration times for 

the monolithic-based PET systems and validated them using data acquired in a 
dedicated system for prostate imaging built of 24 monolithic crystals with 15 mm 
thickness each. The TEST2 method, based on calibrating few detector blocks 
and then, making some fine tuning using the uniform calibration maps (routinely 
obtained when the corrections based on uniform radiation are applied), has 
shown the possibility of simplifying and accelerating the calibration process 
without system performance degradation and without high computational cost. 
Therefore, this proposed method allows to solve one of the obstacles to translate 
to the clinics large monolithic-based PET scanners. 
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rodent PET scanner 
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Summary: This article reports on the experimental validation of the ScintoTube I 
PET insert, a prototype constructed under the ScintoTube project in collaboration 
with the University of Virginia (see Section 5.2). The main goal of the project is to 
enhance the system sensitivity and to reduce the edge effect in the transaxial 
axis. To achieve this objective, it has been proposed to build an edge-less PET 
system using a single LYSO annulus crystal instead of a modular system 
configuration. Along the course of the PhD work, the system has been completely 
assembled. Moreover, the Voronoi calibration method has been adapted to 
accurately determine the 3D interaction position and energy of the annihilation 
photons in this novel design. 

This article shows a detailed description of the system design, the calibration 
methodology and its experimental evaluation. Data was collected using point 
sources, phantoms (high count rates) and, subsequently calibrated using the 
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implemented Voronoi method. An average energy resolution of 23.4 ± 1.8% and 
a system spatial resolution of 1.4±0.2 and 1.3±0.4 mm FWHM has been achieved 
for the radial and axial directions, respectively. A system sensitivity of 3.8% at the 
system center and a maximum NECR at 40.6 kcps for 0.27 mCi have been 
obtained. The NEMA image quality have been reconstructed and all the 
capillaries are well resolved. These results demonstrate the feasibility of the 
edge-less approach.  
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Experimental Validation of a Rodent PET 
Scanner Prototype Based on a Single LYSO 

Crystal Tube 
Marta Freire, Andrea Gonzalez-Montoro, Gabriel Cañizares, Ahmadreza Rezaei, 
Johan Nuyts ,  S. Berr, Mark B. Williams, Jose M. Benlloch , and Antonio J. 
Gonzalez . 
Abstract— Improving sensitivity and spatial resolution in small animal positron 
emission tomography imaging instrumentation constitutes one of the main goals 
of nuclear imaging research. These parameters are degraded by the presence of 
gaps between the detectors. The present manuscript experimentally validates our 
prototype of an edge-less preclinical PET system based on a single LYSO:Ce 
annulus with an inner diameter of 62 mm and ten outer facets of 26 × 52 mm2. 
Scintillation light is read out by arrays of 8 × 8 SiPMs coupled to the facets, using 
a projection readout of the rows and columns signals. The readout provides an 
accurate depth of interaction (DOI). We have implemented a calibration that 
mitigates the DOI-dependency of the transaxial and axial impact coordinates, and 
the energy photopeak gain. An energy resolution of 23.4 ± 1.8% was 
determined. The aver- age spatial resolution of 1.4 ± 0.2 and 1.3 ± 0.4 mm 
FWHM were achieved for the radial and axial directions, respectively. We found 
a peak sensitivity of 3.8% at the system center, and a maximum NECR at 40.6 
kcps for 0.27 mCi. The image quality (IQ) was evaluated using reconstructed 
images of an array of sources and the NEMA IQ phantom was also studied. 
Index Terms— Calibration, monolithic scintillators, positron emission 
tomography, silicon photomultipliers (SiPMs). 

1. Introduction 
Positron emission tomography (PET) is the molecular imaging technique of 

choice due to its significantly superior sensitivity when compared to other imaging 
modalities, such as single-photon emission tomography (SPECT) [P3.1], [P3.2] 
or gamma cameras [P3.3]. 
Most commercial PET scanners are composed of multiple detector blocks 
typically arranged in a cylindrical configuration to maximize detection area and 
geometrical sensitivity [P3.4]–[P3.7]. PET detector blocks are responsible for 
efficiently stopping and converting the incoming 511-keV annihilation photons 
into measurable electric signals that are later used for the image reconstruction 
process to provide a visual representation of the radiotracer distribution inside the 
object or patient under study. 

In PET scanners based on the aforementioned modular approach, there are 
always unavoidable finite distances, called gaps, between detectors in both axial 
and transaxial planes [P3.8]. The drawbacks associated to these gaps are 
twofold: first, they cause losses in the system ability to detect annihilation events, 
resulting in decreased sensitivity and negatively impacting the overall 
performance of the scanner; and second, modular detectors have edges and, 
regardless of the scintillator technology used (monolithic crystals or pixelated 
arrays -specifically for crystal pixel sizes smaller than the photosensor active 



 
 

136 

area), they suffer from edge effects that degrade the spatial resolution toward 
those edges [P3.9]. 

To mitigate these limitations, it has been already proposed to construct so-
called edge-less PET scanners [P3.10]–[P3.12] in which the scintillation material 
is made of a single continuous piece instead of modular pieces attached together. 
This idea was first proposed in 1988; Genna and Smith [P3.13] described an 
SPECT design based on a single NaI(Tl) scintillation block of 31 cm in diameter. 
Following this concept, an SPECT system using the same crystal type but with 
significantly smaller size was built with a field of view (FOV) of just 25.6 mm in 
diameter for imaging small rodents [P3.14] and, a 26.5-cm diameter brain PET 
scanner, based on a single NaI(Tl) scintillator, was constructed and evaluated 
[P3.15]. More recently, it was presented in a simulation study showing the 
feasibility of a PET scanner based on a continuous cylindrical scintillator shell 
designed for small animal or dedicated human imaging [P3.16]. The reported 
system uses novel fast scintillation materials and the photosensors are coupled 
to both inner and outer faces of the cylinder. Finally, a cylindrical LYSO annulus 
of 58.5 and 48.5 mm, outer and inner diameters, respectively, was built and 
tested [P3.17]. Supporting the edge-less idea, Stolin et al. [P3.12] showed in 
another simulation study the image quality (IQ) improvement of an LYSO tube 
with a cylindrical inner face of 50 mm in diameter and an external face composed 
of 12 facets. In the present work, we show the experimental realization and pilot 
tests of an edge-less small-animal PET insert following an earlier design study 
mostly based on simulations [P3.8]. To simplify the complex electronics, we have 
decided to use an LYSO scintillator with an inner circular face but a facetted outer 
face. As it will be described in detail below, it makes use of the silicon 
photomultiplier (SiPM) photosensor technology mounted in a printed circuit board 
(PCB) compatible with the magnetic fields found in magnetic resonance imaging 
(MRI) systems [P3.18], together with a radiofrequency shield based on carbon 
fiber composites [P3.19]. The experimental results of this work are reinforced with 
Monte Carlo simulations, including both nuclear and optical processes. We 
present here the system performance in terms of 3-D spatial and energy 
resolutions, system sensitivity, count rate capabilities, and reconstructed IQ. 

2. Materials and Methods 
A. System Architecture and Data Acquisition 

Our design is based on a single LYSO:Ce (Lu1.8Y2SiO5:Ce) scintillator crystal 
that defines an axial length of 52 mm. The LYSO:Ce bolus was 62 mm in diameter 
and was fabricated by Proteus (Ohio, USA) [P3.20]. A unique aspect of this 
design is the outer face of the annulus which was cut to generate 10 flat faces of 
26×52 mm2 each, with a maximum crystal diameter of 84.1 mm (see Figure P3.1 
(a)), thus the crystal thickness varies between 9 and 10 mm. All crystal faces of 
the annulus were polished, with the inner face and endcaps painted black (see 
Figure P3.1 (b)) to minimize undesired scintillation light reflections [P3.21]. 

For the readout electronics, we designed PCBs (see Figure P3.1(c)) with 
capability to allocate three arrays of 8 × 8 SiPM elements. In particular, we used 
S14161 (Hamamatsu Photonics, Japan) SiPM arrays with 50-µm cell size, an 
active area of 3×3 mm2, and a pitch of 3.2 mm. The photosensor array has 
dimensions of 25.8×25.8 mm2 matching well the facets of the scintillation ring and 
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was coupled to the crystal using optical grease [P3.20]. To simplify the 
characterization of the prototype, we have populated each PCB with only one 
SiPM array. The SiPM arrays were biased at 42 V and placed in the middle of the 
axial length of the crystal as depicted in Figure P3.1(a). Thus, the axial FOV of 
the system is 25.8 mm. The row and column projection readout was implemented 
providing 8+8 analog output signals for each SiPM array. 

 
Figure P3.1. (a) Sketch showing the crystal dimensions and photosensor array position. (b) 

Photograph of the scintillation crystal with black painted inner faces and endcaps (there is no 
paint on the outer faces). (c) Photograph of the whole PET scanner without the outer housing. 

All analog signals, the temperature reading signal (each detector block 
includes a temperature sensor) and trigger signal (determined as the sum of the 
row signals from a facet) are fed into a data acquisition (DAQ) system using 
multicoaxial cabling. The DAQ system is based on ten analog to digital converters 
(ADC) with 12-bit precision and an integration win- down of 250 ns. The analog 
pulses have rise and decay times of 25–50 and 200–300 ns, respectively. 
Additionally, the system includes a custom-made trigger board that receives the 
trig- ger signal, determines its arrival time using a leading-edge discriminator and 
decides on the validation of an event accordingly to the programmed firmware 
(coincidence map) and coincidence window [P3.19]. Each ADC is fed with 16 
energy signals (eight column + eight row signals). 

The architecture of the acquisition system works in such a way that when a 
coincidence event is detected (within a 9 ns coincidence window), all ADC 
channels of the two involved arrays (eight column+eight row signals) plus the 
adjacent ones at left and right, are sent to the workstation and processed. Thus, 
for every coincidence the projections of 48 rows and 48 columns are considered 



 
 

138 

(see Figure P3.2 (a)). Every detector has allowed coincidences with its five 
opposite blocks. 

In this configuration, the light distribution (LD) produced by each incident 
gamma ray is shared among several SiPM. The detector readout is based on a 
highly multiplexed scheme (high capacitance noise), as previously mentioned, in 
which the pho- ton timing information is obtained through the combination of 
several SiPMs and thus degraded. The temporal resolution of the system in the 
2–3 ns scale which is not useful for time-of-flight (TOF) applications in rodents. 

This PET design meets the requirements for operation inside high magnetic 
field as used in MRI. The PCBs have been designed, based on our previous 
experience, avoiding the presence of connectors and components containing 
ferromagnetic materials such that the generation of eddy currents induced by 
magnetic gradient fields is minimum. Moreover, they are placed between two 
carbon fiber structures reducing radiofrequency field (RF) cross-talk between the 
PET insert and the MRI RF. Specifically, the shielding consists on a Faraday cage 
made out of three overlapping carbon fiber sheets of approximately 200-µm 
thickness each, that helps to prevent electronic noise from both the B1 field and 
the Eddy currents arising from the switching gradient field. This is a design with 
high potential for MRI compatibility [P3.19], [P3.23]. The inner diameter of the 
PET insert is roughly 60 mm which leaves plenty of space to accommodate the 
RF coil and animal. During DAQ, the PET system was enclosed and kept at a 
stable temperature of 23oC using vortex tubes. The temperature was monitored 
using temperature sensors placed at the PCBs (near the SiPM arrays) which are 
read and used to generate a PID controller that manages the output air 
temperature [P3.19]. 

Data was acquired in coincidence mode using different radioactive sources. 
The evaluation of the spatial resolution and system sensitivity were performed 
using 22Na small spherical sources with activities of ∼515 kBq (0.25 mm in 
diameter) and ∼290 kBq (1 mm in diameter), respectively. For imaging evaluation 
purposes, we used an array of 11×11 22Na sources (1 mm in diameter each) 
separated 4.6 mm and with a total activity of ∼400 kBq. Additionally, 18F was used 
for the evaluation of count rates capabilities and IQ during the system evaluation. 

B. Data Processing: Coincidence Event Identification 

The digitized values of all SiPM rows and columns, the coincidence detection 
time (timestamps), and facet numbers (0–9) associated to the detection of a 
coincidence event are encoded in binary format and sent to the workstation. The 
estimation of the 3-D photon impact coordinates, including depth of interaction 
(DOI) information and energy consists on a three-step process as described as 
follows. 

1) The projection of the 48 columns of SiPMs, containing transaxial 
information of the coincidence detection are merged together to estimate 
the transaxial coincidence coordinates, x1 and x2. Two sets of eight rows 
projections (from the arrays containing x1 and x2) are used to obtain the 
axial coincidence coordinates, y1 and y2 as shown in Figure P3.2 (b). Only 
those events for which |x1 − x2| is larger than the distance defined by 24 
SiPMs were considered. 
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2) The absolute maximum of the projected columns, which is close to the 
center of the LD of one event, is first obtained. The signal of 30 SiPMs 
(±15 SiPMs on each side of the maximum) are considered to estimate x1. 
The second maximum is then found, and the same process is applied to 
estimate x2. For the impact position estimation, the digitized SiPM values 
were raised to the power of 2 (the RTP method) [P3.24], before calculation 
of the center of gravity (COG). The effect of, including more or less SiPMs 
for the COG estimation, was studied ensuring the best tradeoff between 
positioning and homogeneity in the flood maps. Then, y1 and y2 are 
estimated (the RTP method) using SiPM projection values of the rows. 

3) The energy is estimated as the sum of the projected value of the eight rows 
of SiPMs belonging to x1 and x2 positions. The DOI coordinate (defined as 
z coordinate) is also calculated using these rows, as the ratio of the energy 
(E) to the maximum row value (Imax), the E/Imax method [P3.25]. 

 
Figure P3.2. (a) Projection readout implemented providing 8+8 signals for each SiPM array. 

The dark areas represent the scintillation light generated due to the interaction of the annihilation 
photon with the scintillator material. In this example, the coincidence event has been detected by 
the arrays corresponding to M2 and M6. The signals of these arrays plus the signals from the 
adjacent ones (M1 and M3 for the event detected at M2; and M5 and M7 for the event detected 
at M6) are also processed. (b) x and y projections of a coincidence event. The xi coordinates 
(along the ring) are calculated as the projection of the columns while the yi coordinates (along the 
axial axis of the scanner) as the projections of the rows containing the maximum value of the 
distribution. Notice that both sketches show the tube unfolded. 

C.  Calibration Methodology 
Due to the finite size of the design in the axial direction, the LDs exhibit 

truncation in the y-axis (axial axis), thus impacting the yi calculation. Moreover, 
due to optical reflections at the facet joints (limit angle variances), there are some 
light losses along the x-axis (transaxial axis) that affect the estimation of the xi 
coordinates [P3.26]. In addition, spatial variations in light collection loses due to 
optical coupling mismatches, photosensor efficiency or, scintillation light yield 
differences in different parts of the crystal require the calibration of the system. 
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(a) 

 
(b) 

 
(c) 

Figure P3.3. (a) Schematic of a calibration source close to the junction between two facets on 
XZ-plane and schematic of different calibration source positions on XY-plane, (b) Flood maps (x 
and y coordinates) of the source number 20 at y=0 mm; including, from top to bottom, all DOI 
values, DOI1 (impact at the entrance of the scintillator), DOI2 and DOI3 (impacts closer to the 
photosensor) and measured impact position as a function of the DOI layer for the 200 calibration 
positions; and (c) Voronoi Diagram of the measured source positions for DOI2 layer. 

The calibration method applied for this system is based on a computational 
geometry technique named Voronoi diagrams [P3.21]. Voronoi diagrams divide 
the plane in regions, known as Voronoi cells, which are delimited by the point of 
the plane closest to the cell surroundings. The number of regions corresponds to 
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the number of points contained in the plane which in our case are the calibration 
points. Figure P3.3 of [P3.22] provides an example of a Voronoi diagram including 
a description of the mathematical terminology. 

The calibration procedure is a two-step process. The first step, named Tube 
Calibration, consists of the generation of look-up-tables (LUTs) by acquiring 
calibration data placing the 22Na source (1 mm in diameter) at 7.7 mm from the 
inner face of the tube (see Figure P3.3 (a)). A matrix of 200 calibration positions 
was obtained acquiring data of the source at known positions in the step of 5-mm 
across the x-axis and in steps of 4-mm across the y-axis (see Figure P3.3 (a)). 

Both the xi and yi coordinates (see Figure P3.3 (b)), and the photopeak position 
are impacted by the facetted geometry as well as by the photon DOI. To account 
for this dependency, the DOI information was used to modify the conventional 
calibration procedure [P3.21] as follows: the DOI distribution for each calibration 
source position has been used to split the acquired calibration data of each 
source in three layers as a function of the photon DOI (see Figure P3. 3 (b)) 
[P3.26]. Three pairs of xCalibration and yCalibration coordinates (see Figure P3.3(b)], 
and corresponding photopeak positions, were estimated for each calibration 
position. Then, a Voronoi diagram was generated for each set of calibration 
corresponding to each DOI layer (see Figure P3.3 (c)) and Voronoi factors [P3.21] 
were determined for each layer generating three LUTs: {𝐿𝑈𝑇D,E,FRST$ ,	𝐿𝑈𝑇D,E,FRST4, 
𝐿𝑈𝑇D,E,FRSTX}, by using the natural neighbor interpolation (see the block named Tube 
Calibration in Figure P4.4 (a)). Regarding the calibration of the z coordinate, the 
E/Imax distributions for each calibration position (including the events of the three 
DOI layers) were fitted using an empirical equation as shown in [P3.25]. The 
fitting pro- vides the limits of the histogram, namely, a and b that are used to 
calibrate the DOI values into millimeters. In this case, only one LUT was 
generated: {𝐿𝑈𝑇!"@@RST}. 

The second step of the calibration procedure, named Data Correction, consists 
of correcting each event (xiyiziEi)Estimated to obtain (xiyiziEi)Corrected by using the 
generated LUTs. For the z coordinates the {𝐿𝑈𝑇!RST} was directly applied. For the 
x and y coordinates and energy, two different methods have been studied: 

i) Discrete method (DM). Voronoi factors for each {𝐿𝑈𝑇D,E,FRST1}, n=1,2,3, 
were considered. 

ii) Interpolation method (IM). Each {𝐿𝑈𝑇D,E,FRST1}, n=1,2,3, was distance-
based weighted using the Voronoi factors corresponding to the two 
nearest LUTs (see Figure P3.4(a)). Both linear and quadratic 
interpolations were tested without observing significant differences and 
therefore, for simplicity, only results using the linear case are shown in 
this work. 

Notice that, after calibration, the corrected 3-D impact coordinates are in metric 
units while the energy is in keV. In order to avoid including Compton scattered 
event, a Gaussian fit to the energy spectrum was determined and only those 
events that are within the standard deviation from the computed photopeak mean 
were considered for image reconstruction. 

The continuous DOI information was included to also correct the parallax error. 
As shown in the Data Projection process in Figure P3., the intersection of the line 
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that connects two points (xiyizi)Corrected with the cylindrical inner face of the tube 
was calculated resulting in the true coordinates (xiyizi)Projected.  

 
Figure P3.4.  Block diagram of the data processing. Left, calibration procedure  or both the 3D 

coordinates and energy. Right, correction of the parallax error. 

D.  Image Reconstruction 
The data were discretized in virtual crystals pixels of 0.75 and 1 mm in 

transaxial and axial directions, respectively, and the image reconstruction was 
performed using the ray-tracing Joseph projector [P3.27]. In particular, List-Mode 
ordered subsets expectation maximization (OSEM) reconstruction was applied 
with an isotropic voxel size of 0.5 × 0.5 × 0.5 mm3. Different combinations of 
iterations and subsets were tested, namely: 5, 3, 2, and 1 iterations, and 30, 20, 
10, and 1 subsets. A Gaussian smoothing of 1.2-mm FWHM was also applied to 
the data, except for the spatial resolution analysis. 

 
                                 (a)                                                                          (b) 

Figure P3.5. (a) Sketch of the photosensors, LYSO tube and movement of the 22Na source 
(red line) during the normalization data acquisition. Note that the rotated angle of the acquisition 
is less than the one represented on the sketch; and (b) Photograph of the normalization 
acquisition setup. 

E. Normalization 
Normalization data were collected by placing the 0.25 mm 22Na source at 7.7 

mm from the inner face of the tube and axially displacing it 40 mm. Note that at 
the end of the dis- placement a rotation of 1.8o was included (see Figure P3.5 
(a)). The sensitivity sinogram was computed comparing the measured data to the 
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analytic projections of a cylinder shell of uniform activity, and later back-projected 
along all LORs. The calculated sensitivity image was used during the 
reconstruction process. For estimation of the tracer activity 3 iterations and 20 
subsets were applied for reconstruction. 

F. Detector performance 
To study the detector performance, all the 200 measured calibration sources 

were analyzed. However, we are only reporting the evaluation of selected 
sources placed at the center of the y-axis and at five different positions across 
the x-axis of the detector since this data set represents the behavior of the full 
system due to the cylindrical symmetry of the design. In particular, we are 
showing the results obtained for the source positions 18 to 22 (both included), 
which are placed at the center of the facets named as M4 and M5, respectively, 
source number 20 was placed exactly between those facet centers (at the facet 
joint) and source positions 19 and 21 were at 6.5 mm from the facet center (see 
Figure P3.3 (a)). 

Energy spectra were obtained for each one of these positions and for each 
one of the DOI layer. The photopeak position and energy resolution were also 
evaluated for each source. The latter was estimated as the ratio of the FWHM of 
the distribution to the photopeak position. This evaluation was performed both 
before and after applying the calibration described in the previous section. 

E/Imax distributions were obtained for each one of these source positions and 
fitted using the empirical equation shown in [P3.25]. The sigma parameter of the 
fitting is a good estimator of the DOI resolution when the scintillation entrance 
faces are painted black since the LD is preserved. Note however, that providing 
an accurate estimation of DOI resolution requires lateral incident experiments, 
which is highly challenging with the current geometry. 

G. System Performance and Image Quality 
Regarding system spatial resolution, measurements of the 0.25-mm diameter 

22Na point source were acquired at various radial and axial positions. The 
emission data were normalized, arc-corrected, and grouped in the axial direction 
with a span of 5 in order to reduce the noise, and finally, were organized in 
sinograms with radial, angular, and axial sampling of 0.375 mm, 1.385o, and 0.5 
mm, respectively. The spatial resolutions were then obtained as the mean 
resolutions computed along radial and axial profiles in each measured sinogram 
projection angle in the direct plane in which the point source was positioned. The 
reported resolutions ignore the positron range of the source and assume the 
system resolution and point-source width added in quadrature. 

Experimental data for the sensitivity estimation was acquired by moving the 
22Na source (1 mm in diameter) across the system y-axis in steps of 2 mm. Data 
was analyzed by applying a 30% and a 50% energy window at the photopeak. A 
measurement of the background activity was also obtained. Regarding count rate 
capabilities, data was acquired placing a cylinder of high-density polyethylene 
with dimensions of 25 mm in diameter and 70-mm length, at the center of the 
FOV (cFOV). The phantom has a drilled hole of 3.2 mm at a radial offset of 10 
mm and was filled with 330 µCi of 18F. Data was acquired for 10 s every 30 min 
for a total time of 12 h. Acquired data was processed following the small animal 
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NEMA NU 4 standard procedure [P3.28]. The true coincidence rate was 
estimated as the area within the peak, and the random and scattered events were 
estimated using the background of the distribution. The system noise equivalent 
count rate (NECR) was studied as a function of the source activity. The 
reconstructed IQ was first evaluated acquiring data from an 11×11 22Na array 
source. Experimental data was recon- structed using iterations and subsets 
sequences of 4/10, 2/5, and 1/1. DOI information and normalization corrections 
were also included during the reconstruction process. Four different cases of 
calculating the photon impact were analyzed. 

1) Standard COG algorithm and standard calibration process without splitting 
the calibration data in three DOI layers. 

2) RTP algorithm (power = 2) and standard calibration process, without 
splitting the calibration data in three DOI layers. 

3) RTP algorithm and DOI-dependent calibration process using the DM (RTP 
algorithm+DM). 

4) RTP algorithm and DOI-dependent calibration process using the IM (RTP 
algorithm+IM). 

The IQ was evaluated as the Gaussian FWHM, by analyzing the sources 
profiles of the transaxial view of the reconstructed image of the sources array. 
Moreover, the image deformation closer to the edges of the FOV was qualitatively 
evaluated for each case. 

In a further step, the IQ was also evaluated using the Micro-PET IQ phantom 
proposed in the NEMA NU 4 standard [P3.28]. The IQ phantom is a 50-mm long 
and 30-mm diameter PMMA cylinder. The first half of the cylinder offers a large 
cavity of 30 mm in diameter fillable with an 18F (uniformity region) that comprises 
of two smaller 15-mm long cavities separated from that volume to be filled with 
water and air (cold regions). The second half of the phantom contains five smaller 
rods of 1, 2, 3, 4, and 5 mm in diameter, radially aligned around the phantom 
length axis, thus providing an interconnection to the first half-cylinder filled with 
an isotope. The IQ phantom was filled with a total activity of 82 µCi of 18F and 
acquired for a total time of 30 min. The data were calibrated using the RTP 
algorithm + IM and reconstructed using iterations and subsets sequences of 5/3, 
2/10, and 2/1 and including normalization correction. We have calculated relative 
recovery coefficients (RRCs) as follows: 

𝑅𝑅𝐶 = 	
𝑀𝑒𝑎𝑛	𝐻𝑜𝑡	𝑆𝑝𝑜𝑡	𝑉𝑂𝐼

𝑀𝑒𝑎𝑛	𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑	𝑉𝑂𝐼 			(1) 

where VOI stands for volume of interest. For the hot spots, five cylindrical VOIs 
with diameters equal to the physical diameter of the phantom rods and 10-mm 
height, were drawn centered at each rod. For the background measurement, a 
cylindrical VOI with 25 mm in diameter and 5-mm height was drawn in the center 
volume of the uniform region of the IQ phantom. 

H. Simulations 
In order to support the experimental results regarding energy performance and 

sensitivity, simulations of this edge-less design were carried out using Gate v7.2 
platform [P3.29]. A parallelizable detector dead time of 1 µs [P3.30] was used 
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and the simulations include both nuclear and optical events. An energy resolution 
of 25% was implemented, allowing coincidences of a detector with its five 
opposites modules. All the LYSO scintillation process characteristics, as the Light 
Yield and the scintillation spectrum, were included in the simulation, as well as 
the PDE of the SiPM. The 95% of the scintillation light that reach to the LYSO 
tube surface was absorbed, being the rest randomly scattered. 

Specifically, a study of the energy resolution was performed using the 
simulations to better understand the impact on light collection due to the reflection 
at the facet joints. Moreover, the sensitivity results were also simulated 
considering an energy window of 30% or 50%. 

 
                             (a)                                         (b)                                         (c) 

Figure P3.6.  Energy spectra as a function of DOI position for source position number 20 for 
(a) non-calibrated data, (b) calibrated data, and (c) simulated data.  

3. Results  
A. Detector performance 
Figure P3.6 shows the energy spectra before calibration (a), after calibration 

using the RTP + IM method (b), and simulated (c); for source position number 20, 
for the three DOI layers. A DOI dependency of the photopeak energy position is 
observed for the measured data of source number 20; corroborated by simulated 
data. After detector calibration, the photopeak value is precisely positioned at 511 
keV. 

Figure P3.7(a) and (b) show the noncalibrated and calibrated photopeak 
position value and the energy resolution as a function of the DOI layer for sources 
18 to 22. The black dashed line represents the same calculations, but without the 
DOI layer selection. Figure P3.7(c) shows the estimated energy resolution after 
calibration of the experimental data as a function of the axial position. The 
average energy resolution was 23.4 ± 1.8%, with best values of 21.0 ± 1.3% at 
the axial center, worsening to about 25.0±2.1% at the edges, most likely due to 
scintillation light losses. 
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       (a)                                                                                  (b) 

 
                                                                          (c) 

Figure P3.7.  (a) Energy photopeak position as a function of the DOI for the non-calibrated 
(left) and calibrated (right) data, (b) energy resolution for the non-calibrated (left) and calibrated 
(right) data as a function of the DOI, and (c) overall energy resolution for source position 18 to 22. 

The estimated DOI resolution values after calibration for position numbers 18 
to 22 are depicted in Figure P3.8. On average, the estimated DOI resolution of 
the system is 1.8 ± 0.8 mm FWHM. 

 

Figure P3.8.  Estimated DOI resolution for source position 18 to 22. 

B.  System Performance and Image Quality 
The acquired data with the 0.25-mm diameter 22Na source was processed 

using the RTP+IM positioning method. Figure P3.9 (a) depicts the sinogram of 
the 22Na source centered at the expected sinogram data bin and computed as 
the projection of the point-source reconstruction center. Deformations and 
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defragmentation in the radial and axial plots are most likely due to residual 
calibration issues. 

 
                             (a)                                    (b) 

 
                                                                      (c) 

Figure P3.9. (a) Radial (top) and axial (bottom) sinogram views of the 22Na point-source (0.25 
mm in diameter) measurements centered at the expected data-bin, and (b) after correction by 
centering each view at the maximum emission count. (c) Mean radial (top) and axial (bottom) 
spatial resolutions values computed over all projection angles for each 22Na point-source 
positioning, these values are determined from sinogram profiles and not reconstructed images. 

Figure P3.9 (b) depicts, the same sinogram after centering the measurements 
at the data bin with the most counts in each projection angle. Figure P3.9 (c) 
shows the spatial resolutions obtained at varying radial and axial positions, 
respectively, using the sinogram profiles and not reconstructed images. Notice 
that the system is intended to be used as a PET insert, so by including the RF 
coil, the useful diameter is reduced to 30 mm. Regarding the radial component, 
a degradation of just 10% is observed at the useful FOV edge, when compared 
to the cFOV. For the axial component, an outlier data point is found at 11.5 mm 
radial distance, probably due to some small crystal damage or bad painting in this 
region. Mean values of 1.4 ± 0.2 mm and 1.3 ± 0.4 mm FWHM in the radial and 
axial dimensions were obtained, respectively. 

Figure P3.10 (a) depicts the calculated sensitivity for 30% (black symbols) and 
50% (red symbols) energy windows. Both simulated (open symbols) and 
experimental results (full symbols) are shown. An experimental sensitivity of 3.8% 
was estimated at the system center for the 50% energy window, whereas the 
simulation predicted about 5.4%. Figure P3.10 (b) shows the experimental results 
for the total counts, random plus scatter, trues, and NECR values as a function 
of the source activity. The curves follow the typical behavior of linearity at lower 
activities. The NECR peak was reached at 40.6 kcps for an activity of 270 µCi. 
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        (a) 

 
        (b) 

Figure P3.10. (a) Experimental and simulated system sensitivity for the energy window of 30% 
and 50%, and (b) count rate measurements. 

Concerning the evaluation of the four impact determination methods and 
calibration processes, Figure P3.11 (a) shows the transaxial views of the 
reconstructed array of sources. The red circle indicates the area/volume covered 
during the normalization process (44.6 mm in diameter). Figure P3.11 (b) plots 
the projection of one row of sources for all cases. Average FWHM spatial 
resolution values of the sources of 2.11±0.54, 1.23±0.51, 1.06±0.15, and 
0.97±0.12 mm were obtained for the COG, RTP, RTP+DM, and RTP+IM, 
respectively. 

Moreover, we have calculated the peak to valley ratio of all source profiles and 
mean values of 0.07±0.02, 0.22±0.12, 0.20±0.06, and 0.21±0.06 were reported 
for the COG, RTP, RTP+DM, and RTP+IM cases, respectively. 

The IQ was studied using the NEMA IQ phantom. Figure P3.12 (a) shows a 
photograph of the phantom inserted in the PET system with the reconstructed 
image. The acquired data was calibrated using the RTP + IM case and 
reconstructed (normalization corrected) with a sequence of iterations/subsets of 
5/3, 2/10, and 2/1. Notice that no scatter, random, or attenuation corrections were 
applied to this data. The profiles of the 1 and 3 mm rods are also shown. Figure 
P3. 12(b) shows the measured RRC values as a function of the diameter rod. 
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(a) 

 
(b) 

Figure P3.11. Analysis of the reconstructed array (a) from left to right: COG, RTP, RTP+DM, 
and RTP+IM, respectively. The red circle shows the limit of the calibration normalization, and (b) 
projections of the central row of the coronal view of sources for all cases. 

4. Discussion  
The present work describes and validates a small-animal PET design based 

on a novel edge-less (single monolithic) LYSO:Ce scintillator with a high potential 
for MRI compatibility. The aim of this design is twofold: first, to enhance state-of-
the-art PET system sensitivity by avoiding the typical modular structure with 
axially and transaxially gaps; and second, enhance spatial resolution by 
exploiting monolithic-based detectors ability to provide accurate 3-D photon 
impact positioning while mitigating the drop-off in PET performance by 
suppressing the edges in the transaxial plane. 

Our prototype is based on a single LYSO:Ce annular scintillator with an axial 
length of 52 mm and an outer face that has been cut generating ten flat faces of 
26×52 mm2 each. Having flat outer faces simplified photosensor coupling, thus 
overcoming complex PCB implementations. An outer annular surface has the 
challenge of coupling the photosensor in the circular surface unless using the 
endcaps for data reading [P3.17]; but this comes at the cost of missing DOI 
information. The main challenges associated to the faceted design are the large 
number of internal light reflections at the joints between facets which increase the 
DOI dependency of the data and the nonuniform thickness of the scintillator 
(thicker at the joints). To mitigate these drawbacks, we have implemented a 
highly accurate position and energy calibration process as a function of the DOI 
impact information (three layers of 3 mm thick each in our case, see Figs. P3.3 
and P3.6). Note that more DOI layers are not required due to the DOI resolution 
of the system which was estimated to be 1.8±0.8 mm FWHM. Moreover, to 
reduce the number of light reflections in the annulus walls, especially at the 
junction between facets, both the inner face and endcaps of the annulus were 
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polished and painted black. Based on our previous experience, the use of 
absorbent black paint, despite preserving the LD profiles and thus improving DOI 
resolution, improves the determination accuracy of the impact photon position, 
but reduces the energy performance. 

 
(a) 

 
(b) 

Figure P3.12. (a) Photograph of the system including the IQ phantom and reconstructed image 
of the rods showing the profiles across the 1 and 3 mm rods, and (b) measured relative recovery 
coefficient values. 

If using reflective treatments, instead of black paint, the amount of light 
reaching the photosensor will increase, therefore enhancing the energy and 
timing performance. To explore this, we are currently investigating the use of 
retroreflector materials to enhance the light collection at the photosensor while 
preserving the LD (required by our methodology to estimate the DOI) and, also, 
the use of using white reflective paints combined with neural network algorithms 
for 3-D event positioning. This scintillator surface treatment decision for this first 
prototype was a compromise between impact detectability and the use of 
analytical methods for impact position determination. 

Regarding evaluation at the detector level, we observed a strong dependency 
of the impact position accuracy and energy resolution as a function of the DOI. 
For the x and y photon impact positioning, we analyzed both the use of standard 
COG and RTP methods, concluding that the use of the RTP algorithm is key to 
providing accurate positioning. Small differences between the x and y calibration  
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as a function of the DOI for the DM and IM methods were observed. The 
photopeak position and energy resolution dependency with the photon DOI is 
shown in Figs. P3.7 and P3.8. Impacts closer to the entrance face of the 
scintillator (DOI1) present lower gain impacting on the energy resolution. Identical 
behavior was observed for all the calibration sources at a given axial position. 
The photopeak position and DOI histograms exhibit also a dependency on the 
source position location along the x-axis with a worse characterization at the 
joints. To achieve highly accurate reconstructed images, the x and y photon 
impact positions and energy were calibrated using the DOI-dependent calibration 
methodology (see Figure P3. 4(a)), and then the LORs were also corrected using 
the continuous DOI information (see Figure P3.4(b)). Figs. P3.7 and P3.8 
demonstrate the improvement of the calibration methodology (RTP+IM, including 
the DOI-dependent calibration process), which results on an average energy 
resolution of 23.4±1.8% for the entire annulus and a DOI resolution of 1.8±0.8 
mm FWHM. 

As shown in Figure P3.9 (c), average spatial resolution values of 1.4±0.2 mm 
FWHM and 1.3±0.4 mm FWHM were achieved for the radial and axial dimensions 
using the 22Na source, respectively. Even with the small dimensions of the 
scintillation tube and relatively wide FOV, there is still a high homogeneity of the 
spatial resolution across the whole FOV. However, the facets on the external face 
of the tube cause some light losses due to internal reflections, degrading the 
spatial resolution of the system. 

The study of the system sensitivity shows a mismatch between the simulation 
and experimental data (see Figure P3.10 (a)). We hypothesize that these 
discrepancies might arise from some data transfer capability differences between 
the experimental and simulated system. Using acquired data, the system 
exhibited a sensitivity of 3.8% at the system center for a 50% energy window. As 
shown in Figure P3.10 (b), the NECR curve follows the expected behavior as a 
function of measured activity, being linear at lower activities. The NECR peak 
was reached at 40.6 kcps for an activity 270 µCi, which is acceptable for a small 
animal PET imaging. 

The IQ was also evaluated. Figure P3.11 shows the reconstructed image of 
the array of multiple 22Na sources by applying the four different event positioning 
and calibration combinations. As described above, the calibration of x and y 
coordinates as a function of its DOI played an important role for the IQ 
assessment. Artifacts observed at the limits of the FOV for the COG method were 
totally removed using the RTP+IM method. Moreover, the best average spatial 
resolution value, for one row of sources, was obtained for the RTP+IM case 
(0.97±0.12 mm FWHM). Regarding the peak-to-valley parameter, the best overall 
combination (higher peak-to-valley value but a small standard deviation) was also 
obtained for the RTP+IM case. Additionally, the NEMA IQ phantom was 
calibrated with the RTP+IM method and reconstructed. Some artifacts can be 
observed due to the loss of light produced by the faceted exit faces. As shown in 
Figure P3.12 (b), the measured RRC values follow the expected behavior, but 
were a little lower than expected because attenuation correction was not applied. 
Table P3.1 summarizes the most relevant performance parameters of the state-
of-the-art small animal inserts. As can be seen the performance reported with our 
edge-less design is comparable [P3.33]. 
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One of the limitations of the edge-less concept is the scintillator crystal growth 
process that constrains the maximum size of the piece. Lutetium-based 
scintillator ingots have approximated maximum dimensions of ∼90-mm diameter 
and ∼150-mm height. For the maximum possible outer diameter of 90 mm, the 
inner diameter of the scintillation piece may be in the range of ∼60–70 mm, to 
ensure a thickness of at least 10 mm. These dimensions are well suited only for 
mice and other small rodents, thus confining the design to the small animal 
research field. It may be possible to increase the size of the scanner without 
having gaps and thus expand this technology to human-size scanners for the 
clinic, by optically gluing multiple scintillation sections using matching high 
refractive index materials. Feasibility for this has been shown by simulations 
[P3.31], [P3.32]. 

Finally, although not shown in this work, we are confident about the high 
potential MR compatibility of this prototype, since it uses design principles applied 
in prior prototypes already working immersed in high magnetic fields [P3.19], 
[P3.23]. 

System Modality Detector S. Res 
(mm) 

DOI FOV 
Trans/Axial 

NuPET (Cubresa) Insert 1.2´1.2´4 top 

´6 bottom LYSO 

0.9-1.3 yes 59/67 

HALO 3.0 (Inviscan) PET/MRI 
Insert 

1.5´1.5´6 LYSO 1.1 no 75/80 

PET insert (MR 
solutions) 

Insert 1.4´1.4´4 top ´6 
(bottom) LYSO 

0.8 yes 45-60/150 

NanoScan (Mediso) PET/MRI 1.12´1.12´13 LYSO 1.5 no 45.94 -120/94 

SimPET (Scintica) Insert 1.2´1.2´10 LYSO 0.8 no 65/55 

MRI/PET 
(SynchroPET) 

Insert 2.3´2.3´8 LYSO 1.8 no 44.85/25,26 

Albira Si (Bruker) Insert 50´50´10 LYSO 
monolithic 

0.7-1.0 yes 80-46/148 

Edge-less Insert LYSO monolithic  
tube  

1.4 yes 30/26 

Table P3.1. State-of-the-art commercial small animal PET systems. 

5. Conclusions 
The present manuscript validates and characterizes a novel edge-less small-

animal PET insert design based on an LYSO:Ce annular scintillator. 
A method for coincident event identification in the scintillation tube based on 

the LD profiles is provided including a modified version of the conventional 
calibration method based on Voronoi diagrams, which already demonstrated to 
correct for typical edge effects [P3.21]. The methodology introduces a calibration 
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 procedure, that is, DOI-dependent, allowing to mitigate the DOI-dependency of 
the x- and y-axis, as well as the energy photopeak gain, thus demonstrating the 
advantage of performing DOI-dependent position and energy calibrations. The 
proposed edge-less PET prototype behaves as expected, minimizing event 
positioning challenges. Reported results at detector and system-level 
demonstrate the feasibility of using an edge-less PET scanner. 

For the next design, we planned to enhance the system performance using a 
completely cylindrical geometry and a novel implementation of the photosensors 
around the external cylindrical face using flexible PCBs. The NU-4 procedures 
will be applied for its characterization. 

We are optimistic this edge-less design may open a new era of high sensitivity 
and high-performance PET scanners. 
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Summary: The main goal of the DeepBreast project, a Spanish National grant 
led by i3m, is to boost the sensitivity and reduce edge effects in dedicated PET 
scanners following an edge-less approach (see Section 5.3). We proposed the 
construction of a system for breast imaging based on monolithic curved crystals 
glued together with a high refractive index adhesive and, implementing NN 
techniques for the 3D photon impact position estimation.  

This article shows the experimental validation of the detectors by using two 
LYSO crystals of 33´25.4´10 mm3 optically glued with Meltmount adhesive 
(refractive index, n=1.70), and coupled to a 12´12 SiPM array. For comparison, 
the same detector configuration has been tested for two additional coupling 
cases: optical grease (n = 1.46) in between crystals, and isolated crystals using 
black paint with an air gap at the interface.  

A NN algorithm based on two MLPs has been implemented for the x- and y- 
impact position estimation. Moreover, the NN technique has been compared with 
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an analytical conventional method. Experimental data have been acquired for 
each detector configuration by moving a fan beam across the detector surface. 
The results suggest that optically coupling together scintillators with a high 
refractive index adhesive allows the transmission of the optical photon between 
adjacent crystals, thus reducing edge effects, especially when the NN technique 
is applied.  

Due to such results, this approach has been used for designing the 
DeepBreast system. The system has been recently constructed and experimental 
data for the NN training have been already acquired.  
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Performance evaluation of side-by-side 
optically coupled monolithic LYSO crystals 

Marta Freire, Sara Echegoyen, Andrea González-Montoro, Filomeno Sánchez, 
Antonio J. González 
Abstract— Background: Significant interest has been recently shown for using 
monolithic scintillation crystals in molecular imaging systems, such as positron 
emission tomography (PET) scanners. Monolithic-based PET scanners result in 
a lower cost and higher sensitivity, in contrast to systems based on the more 
conventional pixelated configuration. The monolithic design allows one to retrieve 
depth-of -interaction information of the impinging 511 keV photons without the 
need for additional hardware materials or complex positioning algorithms. 
However, the so-called edge-effect inherent to monolithic-based approaches 
worsens the detector performance toward the crystal borders due to the 
truncation of the light distribution, thus decreasing positioning accuracy. 
Purpose: The main goal of this work is to experimentally demonstrate the detector 
performance improvement when machine-learning artificial neural- network (NN) 
techniques are applied for positioning estimation in multiple monolithic 
scintillators optically coupled side-by-side. 
Methods: In this work, we show the performance evaluation of two LYSO crystals 
of 33 × 25.4 × 10 mm3 optically coupled by means of a high refractive index 
adhesive compound (Meltmount, refractive index n = 1.70). A 12 × 12 silicon 
photomultiplier array has been used as photosensor. For comparison, the same 
detector configuration was tested for two additional coupling cases: (1) optical 
grease (n = 1.46) in between crystals, and (2) isolated crystals using black paint 
with an air gap at the interface (named standard configuration). Regarding 2D 
photon positioning (XY plane), we have tested two different methods: (1) a 
machine-learning artificial NN algorithm and (2) a squared-charge (SC) centroid 
technique. 
Results: At the interface region of the detector, the SC method achieved spatial 
resolutions of 1.7 ± 0.3, 2.4 ± 0.3, and 2.6 ± 0.4 mm full-width at half -maximum 
(FWHM) for the Meltmount, grease, and standard configurations, respectively. 
These values improve to 1.0 ± 0.2, 1.2 ± 0.2, and 1.2 ± 0.3 mm FWHM when the 
NN algorithm was employed. Regarding energy performance, resolutions of 18 ± 
2%, 20 ± 2%, and 23 ± 3% were obtained at the interface region of the detector 
for Meltmount, grease, and standard configurations, respectively. 
Conclusions: The results suggest that optically coupling together scintillators with 
a high refractive index adhesive, in combination with an NN algorithm, reduces 
edge-effects and makes it possible to build scanners with almost no gaps in 
between detectors. 
Keywords— monolithic scintillator, neural network, optical coupling, PET, 
position estimation 

1. Introduction 
The two most prevalent geometry configurations of scintillation crystals used 

on conventional gamma-ray scanners are the pixelated and the monolithic [P4.1]. 
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Pixelated crystal configurations are the most extended configuration in positron 
emission tomography (PET) scanners, since it allows for a relatively easy pixel 
identification. Nevertheless, monolithic scintillators offer lower cost, higher 
sensitivity, and provide intrinsic depth-of-interaction (DOI) information of the 
gamma-ray interaction within the scintillator, thus enabling the possibility to 
correct for parallax errors [P4.2]. Moreover, monolithic- based designs allow one 
to accurately characterize the scintillation light distributions (LDs) and, thus 
spatial resolutions of 1 mm have already been obtained [P4.3]. As a consequence 
of all these features, a significant interest has grown over the recent years for 
using gamma- ray scanners based on monolithic crystals for both academic and 
commercial purposes [P4.4]–[P4.11]. 

In both the pixelated and monolithic approaches, the gaps in between 
detectors decrease system sensitivity. Moreover, the performance of monolithic 
scintillators tends to be compromised toward the crystal edges (border effect) 
[P4.12] due to the strongest truncation of the LD in these areas. Therefore, data 
recorded at the edges have a poorer performance and are eventually discarded 
[P4.13]-[P4.15], thus, reducing the useful detector volume and consequently 
decreasing the system sensitivity. 

Several methods have been developed to mitigate border effects, some of 
them are based on weighted centroid methods [P4.16] or squared-charge (SC) 
centroids [P4.17]. Recently, the development of multichannel photosensor- 
readout application-specific integrated circuits combined with silicon 
photomultipliers (SiPMs) enabled the possibility to build highly granular, scalable, 
and large arrays for position sensitive gamma-ray detectors [P4.18]–[P4.20]. 
These developments allowed for an exhaustive characterization of the 3D spatial 
detector response, paving the way for new positioning algorithms, such as 
maximum- likelihood (ML) methods [P4.21][P4.22], nonlinear data fit [P4.23], k-
NN technique [P4.24][P4.25], Voronoi-based calibration methods [P4.26], and 
machine-learning artificial neural-network (NN) algorithms [P4.27]–[P4.29]. 
However, these new algorithms only partially alleviate edge-artifacts and, thus, 
these effects are still present [P4.30], particularly when using thick scintillators. 
The use of bigger monolithic crystals would be a good approach; however, this 
presents some limitations in crystal growth size and geometrical flexibility in ring 
construction. A proposed solution is to optically couple side-by-side monolithic 
crystals [P4.31][P4.32]. A previous simulation study demonstrated that using 
optical coupling compounds with refractive index approaching the refractive index 
of the scintillation crystal allows the scintillation light to spread through the crystal 
junctions almost preserving the shape of the LD and, therefore, reducing 
substantially edge-artifact [P4.31]. In addition to this, optically coupling monolithic 
crystals reduces the gaps in between detectors, thus increasing sensitivity; and 
overcomes the challenges in using large scintillator volumes. Other authors have 
experimentally evaluated the use of optical adhesive to couple LYSO monolithic 
blocks, and generated look up tables followed by a least-squares minimization 
and ML methods for event positioning [P4.32]. They have also concluded that the 
adoption of optically coupled monolithic crystals can be a useful and feasible 
method to improve the uniformity of performances in the whole sensitive area 
[P4.32]. 
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In this work, we have experimentally evaluated, as a proof-of-concept, the 
performance of a detector based on a 12×12 SiPM array and two LYSO crystals 
of 33×25.4×10 mm3 optically coupled by means of a high refractive index 
compound (refractive index n = 1.70). This configuration was compared to two 
additional coupling methods, namely: (1) optical grease (refractive index n = 1.46) 
between crystals and (2) isolated blocks using black paint and air interface. For 
XY event positioning, we have tested two different methods: (1) SC centroid 
technique, which is a modified Anger logic procedure that has demonstrated 
enhanced linearity and spatial resolution [P4.16], and (2) machine-learning 
artificial NN algorithm. The performance of the optically coupled system was 
evaluated in terms of spatial linearity and resolution (including DOI determination) 
as well as energy performance. 

 
(a)                                                        (b) 

Figure P4.1. Detector configurations used in this work. (a) Meltmount or grease configuration, 
where all lateral faces were black painted except the interface one that was used to coupled 
crystals. (b) Standard configuration, where all the lateral faces of the crystal were black painted. 

2. Materials and methods 
For the experimental setup, two (LuY)2SiO5 (LYSO) crystals of 33×25.4×10 

mm3 with refractive index of 1.81 from EPIC Crystals Co., Ltd, China, were used. 
All crystal faces were polished and black painted except one of 33×10 mm2 that 
was rough. The two crystals were coupled along this face. 

Three configurations were tested; in the first one, a high refractive index 
compound named “Cargille Meltmount” (nMeltmount=1.70) was used [P4.35]. 
Meltmount is a thermal plastic material, thus its viscosity is inversely dependent 
on the temperature. Therefore, it was heated to 70oC on a hotplate to decrease 
its viscosity. The two sides of the crystals to be glued were also heated to avoid 
sudden temperature changes when applying the Meltmount compound. When 
the targeted temperature was reached, the Meltmount compound was spread in 
the side of one of the crystals using a spatula and was immediately attached to 
the side of the other crystal. Then, the coupled crystals cooled down to room 
temperature. For the second configuration, named optical grease, the crystals 
were coupled together using “SS-988 Non-Curing Optical Coupling Gel - V-788 
Offset” (ngrease = 1.46) from Silicone Solutions [P4.33]. For the third configuration, 
named standard configuration, these side faces of the crystal were black painted 
and placed together letting an air gap between them. For all cases, the gap 
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between the two faces was 0.5 mm (Figure P4.1). Table P4.1 summarizes the 
refractive index and optical properties of the different used compounds. 

Material Optical properties at the interface Refrective index 

LYSO - nLYSO = 1.81 

Black paint Absorption - 

Grease Partial transmission ngrease = 1.46 

Meltmount Partial transmission nMeltmount= 1.70 

Air Partial transmission nair = 1.00 

Table P4.1. Refractive index and optical properties of the materials used in this work. 

In all cases, the exit face of the crystals was coupled by means of optical 
grease to a 12×12 SiPMs array (SensL, now OnSemi) with 3×3 mm2 active area 
each and a pitch of 4.2 mm. Each SiPM array was directly connected to a readout 
circuit that provides output signals for each column (ci) and row (ri) of the 
photosensor array [P4.6] Notice that only the eight central rows were covered by 
scintillation crystals and, thus, only those were read out (Figure P4.1). These 
signals are digitized using custom analog-to-digital converter (ADC) boards (12-
bit precision and 250 ns integration time) providing information for both x and y 
projections of the LD. 

 
Figure P4.2. Sketch of the experimental set-up showing the 22Na point source in front of the 

slit collimator (thickness of 30 mm), the studied detector composed by two LYSO crystals coupled 
to an array of 12´12 SiPMs and the reference detector for coincidence measurements. The fan 
beam was scanned on 0.5 mm steps in both the x- and y-directions. 

The detector performance was studied through coincidence measurements 
using a reference detector based on a LYSO crystal of 50×50×15 mm3. The 
reference detector was coupled to an identical 12×12 SiPMs array. Coincidence 
data were acquired using a 22Na pencil beam (450 µm slit) generated using a 
22Na source of 1 mm in diameter with an activity of about 7 µCi, attached to a 
mechanical collimator composed of two tungsten blocks of 56×56×30 mm3 
separated by the slit (Figure P4.2). The slit collimator was moved in steps of 0.5 
mm along the x and y directions. For the scan along the y direction, the studied 
detector was rotated 90o.The acquisition time was 1000 s for each slit position. 
We have scanned the slit along each direction started and ended outside the 
crystal to ensure that the entire scintillation volume was scanned. Plotting the 
number of events as a function of the slit position, the borders of the crystals can 
be found, and the real position of the slit determined. A total of 101 slit positions 
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in x direction and 64 positions in y direction covered the detector under study (see 
Figure P4.2). 

      
Figure P4.3. Each MLP was trained using the slit measurement along x and y direction, 

respectively. The MLPs contain 20 inputs, corresponding to the signals along x and y projections, 
5 layers, 100 nodes each, and one output corresponding to the predicted coordinate.  

A. XY positioning, DOI and energy estimation 
For the 2D positioning of the scintillation events in the crystals, the x and y 

coordinates were calculated using both the SC and the NN positioning methods. 
For the NN method, one multilayer perceptron architecture (MLP) was used for 
each direction, named x-MLP and y-MLP, respectively (see Figure P4.2). Both 
MLPs contain 5 hidden layers and 100 nodes. The inputs of the networks are the 
digitized SiPM projection signals, thus 12 signals for x-projection and 8 signals 
for y-projection were included. The slit measurement along the x- and y- 
directions was used to train the x-MLP and the y-MLP, respectively. Two filters 
were applied to the data: 

- Energy filter. The energy was calculated for each individual event as the 
mean of the sum of signals for x and y projections. For each slit position, only 
the events that fell within ±15% of the energy spectra photopeak were 
considered.  
- Position filter. The coordinates were pre-estimated using the center of gravity 
(CoG) algorithm [P4.34]. The CoGx and CoGy ensemble distribution of each 
slit position was obtained for the scanning along x- and y- directions, 
respectively. Events outside the 10% of the peak ensemble distribution along 
each direction were removed in order to discard events that have suffered 
Compton scatter, or other interactions, before photoelectric absorption [P4.35].  

 
Figure P4.4. Diagram of the dataset employed and calculated parameters for the detector 

evaluation in terms of spatial and energy performance. 
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After these pre-filters, the dataset, that contains about 7k events per slit 
position, was split into three datasets: train (50%), evaluation (5%) and test 
(45%). Each MLP was trained using the train dataset by the Adagrad optimizer 
using rectified linear activation function (RELU) and the Root Mean Squared 
Median (RMSE) loss function: 

𝑅𝑀𝑆𝐸 = �∑ (-=,&(/-(0)#-=,0&(.(0))"5
134

W
     (1) 

 
where, N is the number of events, posreal is the real position of the slit in mm 

and pospred is the predicted position also in mm. After training, the MLP was 
evaluated using the evaluation dataset to avoid overfitting.  

In the SC algorithm, the xc and yc coordinates from the test dataset were first 
estimated using the following equations [P4.17]: 
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where, ci and ri are the digitized signals for the projected columns and rows 
respectively, and xi and yi are the SiPMs positions on the detection surface. 
Acquired data moving the slit along the x- and y-directions was used to calibrate 
the estimated xc and yc coordinates into mm units. The position profile was fitted 
using a gaussian distribution and the centroid of each measurement was 
recorded. The slit real position was plotted versus the estimated centroids and a 
3rd polynomial fit was used to convert the measured units to mm (see sketch in 
Figure P4.3). 

The gamma-ray energy (E) was calculated as the mean of the sum of signals 
for x and y projections. The gamma-ray impact DOI was estimated by using its 
correlation with the width of the LD profiles and a model of the light transport in 
the crystal. It is calculated as the average of the ratio of the energy to the 
maximum signal value (E/Imax) for x and y projections [P4.36].  

B. Spatial and energy performance 
For each tested configuration, the x and y coordinates from the test dataset 

along the x-axis and y-axis (containing the LD profiles after energy and position 
filter) were calculated using the two studied positioning methods (see sketch in 
Figure P4.4). The following parameters along each direction were calculated for 
each slit measurement: 

- Biasx and BiasY, calculated as the difference between the estimated 
position, xestimated or yestimated, and the known position, xreal or yreal: 

𝐵𝑖𝑎𝑠D =
$
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- Mean average error, MAEX and MAEY was calculated following the 
equations: 

𝑀𝐴𝐸D =
$
W
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where N is the number of events for each slit measurement.  
- Spatial resolution, FWHMX and FHWMY, calculated as the FWHM of the 

gaussian fit to the xestimated and yestimated distribution, respectively.  
Regarding the DOI performance, we have plotted the E/Imax histograms for 

each slit measurement of the dataset along x-axis (with only energy filter applied) 
and fitted them using the following analytical expression [P4.37]:  

𝐷𝑂𝐼	(𝑧) = 𝐴	 ×	𝑒#./[𝑒𝑟𝑓 ~ J#/
√461*2

� − 𝑒𝑟𝑓 ~ :#/
√461*2

�]         (8) 

where α is the attenuation coefficient of the material, A is the amplitude, σint is 
the standard deviation of the distribution which relates to the DOI FWHM as 
2.3×σint, erf is the Gaussian error function, and a and b are the lower and upper 
limits of the distribution.  

Regarding energy performance, a Gaussian fit to the energy spectra (without 
any filter) was applied to the data at each slit position of the dataset along x-axis 
to obtain the photopeak position (Ephotopeak) in energy channels. The photopeak 
position value corresponding to the slit at the center crystal (Ephotopeak,center) was 
used to calculate the energy fraction parameter for each slit position, as Ephotopeak/ 
Ephotopeak,center. Notice that this parameter was calculated for each side of the 
interface separately. The energy resolution was obtained as 
DE(FWHM)/Ephotopeak. 

For each configuration, the average and standard deviation of the parameters 
described in this section were also calculated. 

3. Results 
A. Light Distribution  

The shape of the measured LD varies depending on the detector configuration 
[P4.31]. For the standard configuration (see experimental examples for one 
gamma ray impact at 0.5 mm to the left of the interface in Figure P4.5), most of 
the generated scintillation light is absorbed by the black paint and therefore the 
LD is truncated. When the crystals were coupled using the high refractive index 
compound, the light can travel to the neighbor crystal and be collected by the 
SiPMs located at the right of the interface (see Figure P4.5 (a)). However, there 
is not glue compound, to our knowledge, perfectly matching the refractive index 
of the LYSO scintillator and therefore, some scintillation light is still reflected at 
the interface by this index unmatching. The amount of light transmitted to the 
neighbor crystal depends on the difference of such refractive indexes between 
the crystal and the coupling compound. The outcome of this reduced 
transmission is a discontinuity in the LDs (see Figure P4.5 (b)) that needs to be 
modeled in the detector calibration.  
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                                 (a)                                                                             (b) 
Figure P4.5. Example of LD profiles for impacts near the interface (0.5 mm) for different DOI 

positions. (a) LD profiles for the standard configuration. (b) LD profiles for the Meltmount 
configuration. 

B. Spatial and energy performance  
The biasX, MAEX, and FWHMX values along the x-axis are shown in Figure 

P4.6 for both the SC and NN positioning estimation methods. The values 
corresponding to slit positions belonging to the range between –3 and 3 mm, 
named the interface region, are shown in Figure P4.7. It can be observed that 
biasX, MAEX, and FWHMX are significantly improved near the optical coupling 
interface when using Meltmount compound. 

 

  
(a)                                                                               (b)           

Figure P4.6. BiasX, MAEX and FWHMX as a function of the slit position along the x-axis for the 
three configurations, using SC (a) and NN (b) position estimation methods.  
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(a)                                                                              (b) 

Figure P4.7. BiasX, MAEX and FWHMX as a function of the slit position at the interface region 
along the x-axis for the three configurations, using SC (a) and NN (b) position estimation methods.  

Figure P4.8 shows the average values of the |biasX|, MAEX, and FWHMX for 
the slit positions at the interface region (3 mm from the optical coupling to each 
side) as well as their standard deviation (error bars) for each configuration. Using 
the SC method, a spatial resolution of 1.7±0.3, 2.4±0.3, and 2.6±0.4 mm FWHM 
was obtained for the Meltmount, grease, and standard configurations, 
respectively. Lower values are found when the impact positions are estimated 
using the NN and when the crystals are optically coupled using Meltmount, 
achieving a FWHMX of 1.0 ± 0.2 mm. 

 
Figure P4.8. Average and standard deviation (error bars) values of the biasX, MAEx and 

FWHMx corresponding to the slit positions at the interface region for each position estimation 
method.  

The biasY, MAEY, and FWHMY values for the slit position along the y-axis are 
plotted in Figure P4.9. The mean values of the parameters for all slit positions 
along y-axis and their standard deviations are shown in Figure P4.10. Best values 
were found for NN method for all the configurations, as it occurs along x-axis. 
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                                      (a)                                          (b) 
Figure P4.9. BiasY, MAEY and FWHMY as a function of the slit position along the y-axis for the 

three configurations, using SC (a) and NN (b) position estimation methods.  

 

Figure P4.10. Average and standard deviation (error bars) values of the biasY, MAEY and 
FWHMY corresponding to all the slit positions in y-axis for each position estimation method. 

The left panel in Figure P4.11 shows the DOI histograms (in arbitrary DOI 
units) measured for one slit position at the crystal center (15 mm from the optical 
coupling) and other at the interface (1 mm from the optical coupling) for the 
Meltmount, grease, and standard configurations. The profiles were fitted using 
Equation (8), see green lines. 

Figure P4.12 (a) shows the energy spectra (normalized to the maximum value) 
corresponding to one slit position at the center region as well as at the interface 
region for the three studied configurations, in ADC units. The energy fraction and 
resolution are also shown in Figure P4.12 (b). For all configurations near the 
coupling inter- face, more energy losses are observed compared to the center of 
each crystal (energy fraction values close to 1). However, for the Meltmount 
configuration, these losses are lower compared to the other configurations. 
Moreover, better energy resolution values were obtained at the interface region 
for the Meltmount configuration. Figure P4.12 (c) shows the average and 
standard deviation values for slit positions at the interface region. The standard 
configuration exhibited lower (20% on average) photopeak values. These 
differences are reduced when using grease as optical coupling and are almost 
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vanished using Meltmount. Average energy resolutions at the interface region of 
18±2%, 20±2%, and 23±3% were measured for the Meltmount, grease, and 
standard configurations, respectively. 

 
Figure P4.11. DOI histograms (in arbitrary DOI units) measured for one slit position at the 

crystal center (15 mm from the optical coupling) and other at the interface (1 mm from the optical 
coupling) for the Meltmount, grease and standard configurations. The profiles were fitted using 
Equation (8), see green lines. 

4. Discussion 
In this work, we have experimentally evaluated the performance achieved 

when coupling two monolithic LYSO crystals using Meltmount (nMeltmount=1.7), 
optical grease (ngrease=1.46), and air (standard configuration) between them, in 
terms of spatial (including DOI) and energy performance. In all cases, the crystals 
were coupled to a 12×12 SiPMs array and read out with a circuit that provides 
each row and column signals of the photosensor. 

For the planar coordinates (XY), two positioning estimation methods were 
compared, named SC and NN. Figure P4.8 shows that the |biasX|, MAEX, and 
FWHMX improved near the interface for the case with smaller mismatch with the 
refractive index of the crystal, that is, Meltmount configuration. In this case, the 
total internal reflection is minimal, allowing a better LD characterization and thus, 
reducing the edge-effect, as expected. Moreover, the NN technique improves the 
spatial performance along x- and y-axis compared to the SC method (Figure P4.8 
and P4.10). The NNs are able to learn the LD shapes from all the samples of the 
training data, and thus, a higher spatial accuracy is expected in contrast to SC 
method, despite having applied a third polynomial fit to mitigate border effects. 
However, quite similar performance in terms of biasX, MAEX, and FWHMX has 
been obtained for the grease and standard configuration at the interface region 
(Figure P4.6). We hypothesize that such a similar behavior is explained by the 
filter of 10% in positions that may be masking the differences of these two 
configurations. Higher LD truncation in the interface region for standard 
configuration should pro- duce a deterioration of spatial parameters with respect 
to the grease configuration. The best values (lowest mean and standard 
deviation) were reported for the Meltmount configuration and NN method, 
obtaining an |biasX| of 0.2 ± 0.2 mm and a FWHMX of 1.0 ± 0.2 mm at the interface 
region; thus, achieving a uniform spatial resolution. In other experimental work, a 
|bias| of 0.4 mm and a FWHM of 2.1 mm was obtained at the transition region 
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between four LYSO crystals glued together with Meltmount and applying both ML 
and least-squares minimization positioning estimation methods [P4.32] In other 
study, a |bias| of 0.5 mm and a FWHM of 1.5 mm near the optical coupling (ngrease 
= 1.7) was reported using the ML positioning estimation and simulated data 
[P4.31]. We assume that the improvement in spatial performance obtained in our 
work is due to the use of machine-learning artificial NN techniques for positioning 
estimation. 

 
                           (a)                                                               (b) 

 
                              (c) 
Figure P4.12. (a) Energy spectra for one slit at the center of one crystal and at the interface 

region. (b) Energy fraction and resolution as a function of the slit position along the x-axis. (c) 
Average and standard deviation (error bars) values of energy fraction and resolution for slit 
positions at the interface region. 

Concerning DOI performance at the interface region, narrower DOI histograms 
were obtained for grease and standard configurations (Figure P4.11), because in 
these cases, the LD is no longer preserved, either by internal reflections or its 
truncation. However, for the Meltmount configuration, the LD is almost preserved 
and, there- fore, the measured DOI histogram follows the shape of the theorical 
DOI distribution [P4.2]. Out of the scope of this work, lateral incident experiments 
would be required to accurately estimate the DOI resolution for each 
configuration. 

Regarding energy performance, Figure P4.12 shows that in the Meltmount and 
grease configurations, some optical photons will be collected by the neighbor 
crystal, thus reaching an energy fraction closer to the unit. However, it is 
uncleared the origin of the observed asymmetric behavior around the interface 
region for the standard configuration (Figure P4.12 (b)). Probably, some 
inhomogeneities on the crystal and/or on the SiPM array could explain this 
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behavior. For instance, an electronic read-out or paint coupling problem for 
column 9 of the SiPM array (Figure P4.5) could explain the asymmetric energy 
performance behavior we have observed for the standard configuration. 
Moreover, the best average energy resolution value was obtained for Meltmount 
configuration, improving the energy performance at the interface region. 

Table P4.2 summarizes the obtained spatial and energy parameter values for 
each configuration at the inter- face region. Overall, the Meltmount configuration 
and NN technique allow to reduce border effects in terms of an improved spatial 
and energy performance. 

 Spatial Energy 

 |biasX| (mm) FWHMX (mm) 
  Resolution (%) 

 SC NN SC NN 

Meltmount 0.3±0.2 0.2±0.2 1.7±0.3 1.0±0.2 18±2% 

Grease 0.6±0.5 0.4±0.4 2.4±0.3 1.2±0.2 20±2% 

Standard 0.6±0.5 0.5±0.4 2.6±0.4 1.2±0.3 23±3% 

Table P4.2. Spatial and energy performance obtained at the interface region for each 
configuration. 

5. Conclusions  
We have experimentally studied the effect of gluing two monolithic LYSO 

crystals of 33×25.4×10 mm3 using a high refractive index compound. We have 
demonstrated the edge-effect reduction when optically coupling side-by-side 
scintillation crystals using a compound with a refractive index nMeltmount=1.7. We 
have also shown that compression effects are further reduced when using NN 
techniques for the gamma-ray impact position estimation in contrast to analytical 
methods. 

It can be concluded that this approach helps increasing the light transfer 
between adjacent crystals in monolithic detectors, improving the uniformity of 
spatial and energy performance. In this way, the design and implementation of 
molecular imaging scanners with minimum gaps among detector blocks would be 
possible, enhancing the system sensitivity and performance. In order to 
extrapolate this approach to PET systems, monolithic crystals that are curved 
could be glued together, ensuring no gaps between blocks in the transaxial axis. 
Our team is currently building a dedicated breast PET system based on a ring 
made out of 14 monolithic curved surface LYSO crystals glued together using 
Meltmount and read out using flexible Printed Circuit Boards (PCBs) coupled to 
SiPM photosensors. 
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IV Discussion 
PET is one of the most powerful Nuclear Molecular Imaging technique in which 

positron-emitter radiotracers are introduced to the patient, decaying by emitting 
two annihilation photons that are detected by specific detectors located around 
the subject body. The measured data is image reconstructed to determine the 
distribution of such radiotracer inside the patient. The functional information 
obtained by PET has multiple indications and particularly in oncology, as it allows 
for an accurate staging, therapy response assessment and eventually early 
detection of recurrent diseases. 

Currently, most of commercial PET systems are built using detectors blocks 
based on pixelated crystals. However, the use of monolithic crystals in PET 
detectors has shown the potential to provide accurate 3D spatial resolution, 
including DOI estimation capabilities, good energy response, and promising 
timing resolutions. Moreover, their production cost is more affordable than 
pixelated crystals since monolithic blocks are easy to manufacture because less 
crystals cutting, polishing and surface processing are required.  

Monolithic-based detectors have been already implemented in some 
commercial organ dedicated and preclinical PET systems (see Table 6 and Table 
7). Nevertheless, they have not yet been widely exploited in the clinical field, 
mainly because they usually require more complex and time-consuming 
calibration procedures than pixelated-based PET detectors to accurately obtain 
the 511 keV annihilation photon interaction position.  

In pixelated crystals, detector calibration is relatively easy and can be quickly 
performed for all modules by placing one radioactive source at the center of the 
PET scanner to provide information of all the crystal pixel elements. However, for 
monolithic crystals, the calibration typically requires scanning a collimated small 
size source across the entire monolithic surface while recording the measured 
LDs and mechanical positions (see Section 3.2 of Chapter I). This procedure 
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must be applied for each detector module building the PET scanner. Moreover, 
in monolithic-based configurations, edge effects, produced by truncation or 
reflection of scintillation light at the borders of the crystals need to be also 
characterized. This complicates returning precise estimations of the 3D 
interaction position of the annihilation photons in the entire crystal.  

In the last decade, several efforts have been pursued to implement positioning 
methods and calibration procedures addressing those challenges (see Section 3) 
[98]. The main objectives of this PhD thesis are: i) to develop methodologies to 
accurately retrieve the impact positions of annihilation photons in monolithic-
based detectors and, ii) to efficiently apply these new methods in different PET 
systems designs. In particular, two novel methodologies have been proposed, 
implemented and experimentally validated.  

The first technique uses positioning algorithms based on analytical methods 
that does not require the use of reference data, specifically the RTP method and 
E/Imax estimator for the determination of (x-, y-) and z- impact positions, 
respectively. These positions need to be modified to provide calibrated 
coordinates and to correct for the non-uniformities arising from edge effects. To 
accomplish that, the Voronoi calibration methodology based on the so-called 
Voronoi diagrams and Natural Neighbor interpolation was proposed and 
implemented (see Section 4 of Chapter II). This technique allows for the 
calibration of the 3D impact coordinates and photon energy. 

The Voronoi calibration was first implemented and validated at the detector 
level using different detector block configurations [1][284]. In all cases, the 
calibration map was obtained acquiring data from an array of 11´11 22Na sources 
that allows us to retrieve all the calibration positions without the use of complex 
hardware setups, thus facilitating the procedure and reducing calibration times.  
One of the detector configurations consisted of a monolithic LYSO with 50´50´15 
mm3 dimensions, with lateral sides black painted and a RR film added to the 
entrance side [1]. The crystal was coupled to an array of 12´12 SiPMs making 
use of the projection readout circuit. Edge effects are successfully corrected when 
applying Voronoi calibration. Moreover, the proposed method has demonstrated 
to be superior compared to another calibration approach, the so-called 1D 
polynomial, previously employed in some PET scanners co-developed at i3M, 
since all the events were accurately calibrated without the presence of artifacts. 
Therefore, there is no need to remove events at the edges of the crystal, as it 
might happen when applying 1D polynomial calibration method, thus boosting the 
detection efficiency [1].  

The Voronoi calibration was carefully also applied to data acquired for different 
crystal surface treatments also using a 50´50´15 mm3 LYSO crystal coupled to 
an array of 12´12 SiPMs and the projection readout circuit [1]. After calibration, 
better spatial and DOI performance has been achieved when the laterals were 
painted black because the LD is preserved, however, better energy resolution is 
reached when using diffuse or specular reflectors since they enhance the amount 
of light extraction (see Section 2.3.2 of Chapter I) [1]. Therefore, it can be 
concluded that the selection of the crystal treatment is a tradeoff between the 
aimed system geometry and application. Moreover, the results obtained when 
using analytical-based positioning methods including the proposed Voronoi 
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calibration are comparable with state-of-the-art works. For example, for the case 
in which the lateral sides of the crystal were painted black and the top side was 
covered with ESR, a detector spatial resolution (FWHM) of 1.6±0.1 mm was 
obtained after Voronoi calibration  [1]. This value is close to the spatial resolution 
values of 1.23 mm and 1.15 mm obtained when applying the Mean Nearest 
Neighbor method and Neural Networks, respectively, for a detector block based 
on a 50´50´16 mm3 LYSO crystal with the same surface treatment and coupled 
to an array of 8´8 SiPMs  [241].  

During this thesis, the Voronoi calibration was validated using a second 
detector configuration that consisted of a LYSO crystal of 51.5´51.5´3 mm3 
laterally read out by coupling a 16´1 SiPMs array to the four lateral sides of 
51.6´3 mm2 dimensions [284]. The results showed that the edge effects are 
extensively reduced when the Voronoi calibration was applied, thus also 
demonstrating its potential for other detector configuration designs. 

Due to the excellent results achieved using the Voronoi calibration, it was 
applied to the ProsPET system [277]. This scanner was installed at the Hospital 
La Fe in Valencia and it was composed by a single ring of 24 LYSO monolithic 
crystals of 50´50´15 mm3 coupled to photodetector arrays of 12´12 SiPM (see 
Section 5.1 of Chapter II) [277]. After calibration, the scanner achieved an 
average detector spatial resolution values of 1.6±0.1 mm FWHM and an energy 
resolution of 17.5%, as well as accurate DOI capabilities [1]. The system 
calibration was performed when all the detector modules were already 
assembled. However, two different calibration strategies were proposed and 
compared. First, a standard procedure based on individually calibrating each 
detector by acquiring data using an array of 11´11 22Na sources and 
subsequently obtaining a set of LUTs for each detector module was employed. 
This process still requires acquiring data from each detector module, being a 
tedious and time-consuming task. To alleviate this, in this doctoral thesis, a 
second more practical methodology was proposed based on using only 3 
calibration maps obtained measuring the array of sources for 3 random detectors, 
and the uniformity map of the 24 detectors [2]. This last measurement can be 
easily obtained for all the modules at the same moment by placing a uniform 
activity phantom at the center of the scanner FOV. Notice that this is the same 
routine measurement performed to apply the normalization correction required 
for PET image reconstruction (see Section 2.4 of Chapter I). The implemented 
approach was experimentally evaluated in the ProsPET system [2]. The 
calibration times was significantly reduced by approximately 80% compared with 
the standard procedure with no degradation of the system performance and no 
need to increase the computational cost [2]. This methodology has the potential 
to calibrate the system in a reasonable short time-period in the clinical domain 
and therefore, might be the key to exploit the use of conventional large PET 
scanners based on monolithic crystals. Herein, by reducing the calibration time, 
technical personnel exposure to radiation is also minimized and, the calibration 
cost associated to the supply of radioactive sources also reduced.  

Making use of the experience obtained during the implementation of the 
Voronoi calibration in the ProsPET scanner, the Voronoi calibration was also 
applied to the ScintoTube I, a PET insert for small animals developed within the 
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context of an international project (see Section 5.2). The main goal of the project 
is to experimentally demonstrate the boosting in the system sensitivity and the 
reduction of edge effects inherent to a novel PET design concept that uses a 
single (continuous) annular scintillation crystal, instead of the conventional block 
detectors. The ScintoTube I prototype was constructed as a proof-of-concept to 
experimentally show the feasibility of the proposed edge-less approach. To 
simplify the implementation process, an LYSO scintillator annulus with an inner 
circular face but facetted outer faces was proposed, allowing an easy coupling of 
the outer faces to flat SiPM arrays. This specific design was already evaluated 
using robust simulation studies [121][288], and one of the objectives of this thesis 
has been the assembly, calibration and performance validation of the proposed 
scanner [3]. The x-, y- and DOI- annihilation photon impact coordinates were 
estimated using an analytical method [287] and calibrated applying a modified 
version of the aforementioned Voronoi calibration for this peculiar system design. 
The facetted geometry of this prototype produces optical reflections at the facet 
joints (due to variances in the limit angle) that causes a dependency of the x- 
impact coordinate and energy photopeak position with the photon DOI. The 
implemented calibration allows us to provide accurate 3D impact position and 
energy considering this DOI dependency, as demonstrated in [287]. Calibration 
data was experimentally acquired when the system was completely assembled 
by moving a small size 22Na source across the inner face of the crystal using a 
motor stage. In addition, an exhaustive experimental evaluation of the 
ScintoTube I prototype was performed. A peak sensitivity of 3.8% at the system 
center, and a maximum NECR at 40.6 kcps for 0.27 mCi was achieved. 
Moreover, all rods (from 1 mm to 5 mm) of the NEMA IQ phantom could be clearly 
resolved. These results demonstrated the feasibility of the edge-less approach 
and validated the Voronoi calibration methodology in this novel design [3]. Notice 
that, in this first prototype the surfaces of the annulus were painted black to avoid 
undesired reflections that degrade spatial performance, resulting in an energy 
resolution of 23.4±1.8%. Other surface treatments could be employed in order to 
improve that value. For example, in a recent experimental work published by 
other group [126], the sides of an LYSO annulus crystal were treated with 
specular reflector achieving an energy resolution 12.3%. However, preliminary 
results showed that rods of 1 mm were barely resolved. It should be mentioned 
that the edge-less approach has been also validated for SPECT scanners 
[122][123], and even images of small animals were obtained [122]. 

The faceted design of the ScintoTube I was recently modified and a second 
insert with both inner and outer faces being cylindrical, named ScintoTube II, was 
proposed. This updated design may allow us to correct the undesired effects on 
the LD pattern at the facet junctions caused by the faceted outer faces (see 
Section 5.2 in Chapter II), which degraded the reconstructed image quality. The 
system has been assembled and calibrated [289] and it has been installed at 
University of Virginia, where experimental tests with mice are planned to be done 
in the next months.  

In all previous studies, analytical positioning methods together with the Voronoi 
calibration methodology were employed for an accurate determination of the 
annihilation photon impact position, since its implementation is easier. However, 
different studies pointed that supervised Machine Learning and Deep Learning 
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methods, such as Neural Networks algorithms, can enhance the spatial 
performance of PET detectors compared to analytical or statistical methods 
[237][241]. For this reason, a second strategy for impact positioning but 
employing NN techniques was investigated, with particular interest in its practical 
and feasible application to full PET scanners based on monolithic crystals and 
their calibration. 

During the thesis, the NN technique was first implemented and evaluated at 
the detector level using two monolithic LYSO scintillation blocks of 33´25.4´10 
mm3 side-by-side optically coupled using the Meltmount material, a high 
refractive index compound (nMeltmount = 1.7) [4]. This detector approach was 
studied for the DeepBreast project, that proposes in addition to the use of NN 
techniques for the impact position estimation, a novel system design for breast 
imaging based on gluing curved monolithic crystals (see Section 5.3). As we have 
mentioned, the potential of gluing monolithic crystals using a high refractive 
compound, such as Meltmount, has been already exhibited but only analytical 
and statistical methods for impact position estimation were tested [127][128]. One 
of the objectives of this thesis has been to further improve the spatial capabilities 
of glued monolithic crystals using NN techniques.  Specifically, a NN algorithm 
based on two MLP architectures, named MLPX and MLPY, has been implemented 
during this thesis, returning the x- and y- impact positions in millimeters, 
respectively. An exhaustive experimental study was reported comparing the case 
of gluing the crystals with Meltmount with the case (i) in which the coupling is 
optical grease (ngrease = 1.46) and, (ii) the crystal are isolated using black paint 
and air between them  [4]. Moreover, the NN technique was compared to a simple 
analytical method. The best results were obtained for the Meltmount configuration 
when applying the NN technique, resulting in a spatial resolution (FWHM) of 
1.0±0.2 mm. Notice that better spatial resolution was obtained compared to a 
previous work also based on gluing LYSO crystals with Meltmount, in which a 
spatial resolution of 2.1 mm FWHM was achieved applying Least Square 
(analytical) and MLE (statistical) positioning methods [128]. 

Due to these promising results, it was decided to build the DeepBreast PET 
system by laterally gluing 14 curved monolithic LYSO crystals with Meltmount 
and to implement the NN technique for impact determination (see Section 5.3). It 
should be mentioned that the use of curved monolithic crystals instead of blocks 
is not a common approach, but a WB-PET and a dedicated breast scanner, both 
of them based on NaI(Tl) scintillator, were built at the University of Pennsylvania 
[291][292]. Moreover, although the advantages of gluing monolithic crystals have 
been already demonstrated at the detector level [127][128], not published work 
has been found showing the feasibility of this approach in a full PET system. 
During the course of this thesis the assembly process and calibration of the 
DeepBreast system was carried out (see Section 5.3). The scanner has an inner 
and outer diameter of 200 mm and 224 mm, respectively; and an axial length of 
50 mm. The inner, top and bottom sides of the ring were painted black to avoid 
undesirable reflections. The outer faces of the crystals were successfully coupled 
to custom flexible PCBs containing 12´12 SiPMs. Each PCB also contains a 
projection readout circuit and then, a total of 12+12 signals are digitized. The x-
(transaxial) and y-(axial) impact positions were determined using a NN technique 
based on two MLP, MLPX and MLPDOI, respectively. For training the MLPs, a 



 
 

180 

novel setup was proposed allowing for the generation of the experimental data 
with the scanner already mounted, thus facilitating the process and reducing the 
calibration time. The DOI coordinates were estimated using the E/Imax estimator 
and then calibrated employing the Voronoi calibration, which was also used for 
the energy calibration.  Experimental data from a 22Na point source at different 
radial positions of the scanner was successfully reconstructed. A measured 
system spatial resolution (FWHM) of 1.8 mm, 2 mm and 1.5 mm was achieved at 
the center FOV for the radial, tangential and axial directions, respectively. These 
values remain almost constant when radially moving from the center to the edges 
of the scanner FOV, since DOI information was used to determine the correct 
LOR, and thus parallax errors are mitigated. In a very similar dedicated breast 
PET scanner based on monolithic blocks so-called MAMMI, the radial component 
of the spatial resolution degrades from 1.9 mm to 7 mm at the edge of the FOV 
[194].  This is because the crystals were coupled to PMTs followed by a modified 
version of the Anger resistor network that reduces the number of signals to only 
5, including certain DOI information. The preliminary results obtained with 
DeepBreast scanner are very promising and a modified version of the NEMA 
protocol is being under development. 

In all the previous studies, the use of monolithic-based PET detector was 
exploited, mainly focusing on their spatial capabilities but not on their timing 
capabilities. During the last period of the thesis, an alternative detector 
configuration, the so-called semi-monolithic detector was also studied. This 
configuration is based on an array of scintillation slabs, so that optical photons 
are distributed along one dimension of the photosensor area (monolithic 
direction), but they are confined along the other direction (pixelated direction). 
Therefore, it combines the inherent DOI determination capabilities of monolithic 
crystals, and the improved timing resolution of pixelated ones (see Section 
2.3.1.3 of Chapter I) [105]. The semi-monolithic detector is intended to be used 
in two novel systems that require simultaneous DOI and TOF capabilities, 
namely: a TB-PET system and, a PET-Compton scanner. Both systems are 
currently under development at i3M (see Section 5 of Chapter II). The benefits of 
this configuration have been already demonstrated with simulated and 
experimental studies by several groups [100]-[105]. In most of the published 
works, analytical or MLE methods were employed for the x-(monolithic) and  DOI 
impact position estimation inside the detector [100]-[103]. Recently, a supervised 
machine learning method using GTB was also published as shown in [105]. 
During this this thesis, the NN technique already validated in previous detectors 
have been implemented in this novel detector design. The NN technique based 
on two MLPs architectures, MLPX and MLPDOI for the x-(monolithic) and DOI 
determination, respectively, was validated at the detector-level using different 
semi-monolithic crystal dimensions, surfaces treatments and photosensor 
models. An exhaustive study of the spatial capabilities when using the 
implemented NN technique was performed for a semi-monolithic detector 
composed by 8 slabs of 25.8´25.8´20 mm3 coupled to an array of 8´8 SiPMs 
and read out using the TOFPET2 ASIC from PETsys Electronics [106]. The 
training process was performed by using experimental data acquired by moving 
a pencil beam in the x-(monolithic) and DOI directions. Spatial resolution values 
(MAE) of 1.3 mm and 2.2 mm for the x-(monolithic) and DOI directions, 
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respectively, were achieved for the case in which the lateral and top sides of the 
crystal were covered with specular reflector. These values are comparable with 
the results obtained when using the GTB method and a very similar semi-
monolithic detector design [105].   

Regarding the applicability of the NN technique to the systems based on semi-
monolithic crystal that are under development at i3M, we investigated the 
alternative use of a fan beam collimator instead of the pinhole collimator for the 
experimental acquisition of the training data in order to speed up the process (see 
Section 4 of Chapter II). However, further research will be necessary to be able 
to predict the annihilation photon impact position on all the detectors of the PET 
scanner without the need to acquire fan-beam measurements for each detector 
block.  
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V Conclusions 
Medical Imaging techniques generate visual representations of the human 

body, allowing the clinicians to accurately diagnose, monitor or treat different 
medical conditions. Among the large variety of Medical Imaging modalities, this 
PhD thesis is focused on the development of novel methodologies for PET 
scanners. In recent years, the progress in the technology of PET detectors based 
on monolithic scintillators has made them suitable candidates to replace 
traditional detector blocks based on pixelated scintillators. However, practical 
techniques to operate with monolithic detectors are required, especially for 
retrieving annihilation photon interactions with high precision and, thus, obtain 
superior quality of tomographic images. The main objective of this thesis was to 
propose, implement and validate positioning estimation methods and calibration 
techniques for using monolithic-based detectors in PET systems installed in 
clinical environments.  

This PhD thesis is presented through four peer-reviewed papers and shows a 
detailed study of two proposed and developed strategies, for the accurate 
determination of the annihilation photon impact position, one based on analytical 
methods and another based on Deep Learning algorithms. On the first one, it has 
been implemented a Voronoi calibration methodology that corrects the 3D 
annihilation photon impact position previously estimated using analytical 
methods. On the second one, a supervised Deep Learning algorithm using a 
Neural Network technique has been developed for detectors based on monolithic 
and semi-monolithic crystals, showing that this approach improves the overall 
spatial detector capabilities. Both of them have been first successfully validated 
at the detector level, demonstrating its capabilities to retrieve the annihilation 
photon impact position with high precision. 

A translation of the research from the laboratory to the clinical and preclinical 
environments has been performed by applying the two strategies developed 
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during this thesis to the different research lines followed by the group. The 
Voronoi calibration methodology was successfully applied to a prostate dedicated 
PET system, the ProsPET, installed at Hospital La Fe in Valencia; and also, to a 
preclinical PET insert, the ScintoTube I, installed at the University of Virginia. 
Moreover, a novel procedure to speed up the calibration process was developed 
and also applied to the ProsPET system, reducing and facilitating the calibration 
process, and thus, dealing with one of the main drawbacks of employing 
monolithic-based PET systems in a clinical environment. Finally, the Neural 
Network technique was implemented in the DeepBreast system using a novel 
procedure that reduces calibration times, allowing to acquire training data with 
the system totally assembled, and determine annihilation photon impact positions 
with a very high precision.  

Therefore, the two strategies developed during this thesis for an accurate 
determination of the annihilation photon impact position, have successfully 
demonstrated the possibility to use monolithic-based detectors in PET system in 
the clinical and preclinical fields, significantly increasing the value of this powerful 
functional imaging system. 
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