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Abstract 

Energy management systems are usually used to integrate different energy sources into a coordinated 

microgrid system. However, given the variability of renewable sources and the complexity of calculating 

renewable resource availability and managing energy, it is not easy to incorporate efficient energy 

management models in a microgrid. This work focuses on developing a methodology to incorporate 

optimized artificial networks into a self-adaptable energy management system to improve microgrids 

performance. The proposed model consists of a set of artificial neural networks organized into a cascade 

configuration. A Particle Swarm Optimization algorithm optimizes each artificial neural network; the 

proposed model aims to estimate and provide information to the energy management system. The model is 

implemented in MATLAB/Simulink environment and fed with experimental data. Correlation analysis of 

system variables between the different artificial neural networks is performed to validate the proposed 

model. Simulated tests are performed with scenarios using experimental data, and an analysis of the 

system's response is performed in terms of the root mean squared error and linear regression. The results 

showed that, compared to related works, the proposed model reduced errors by 59% and 56% for single 

and multiple-step prediction of energy parameter estimators. Regarding the fitness of the power estimator 

from the EMM for the test scenarios, an 0.1245 RMSE was obtained. 

Keywords: Artificial Neural Network, Particle Swarm Optimization, AC Microgrid; Energy 

Management Model, Syngas Genset. 

 

1. Introduction 

In recent years, due to the previous decades, indiscriminate use of fossil fuels to obtain energy, the 

interest in the integration of generation technologies based on renewable energies in Hybrid Renewable 

Energy Systems (HRES) in the form of electric Microgrids (MGs) has taken more and more prominence 

[1] with the development of new technologies [2] towards sustainable energy generation systems [3]. 

However, the intermittent and unpredictable nature of renewable energy sources is a problem in ensuring 

the reliability of the renewable energy technologies [4]. To improve the performance, and therefore, the 



 

 

reliability of the MGs, various strategies can be implemented, from the optimization in their design and 

sizing to the development and implementation of Energy Management Models (EMM) [5] and Energy 

Management Systems (EMS) [6]. In addition to the variability of the availability of renewable energy 

sources, energy demand is also difficult to predict since it depends on each user's preferences, which 

increases the instability of the MG [7]. 

Efficiently managing the resources of the MG is a task of the EMS [8]. The EMSs can be classified into 

two main categories: centralized and decentralized [9]. Centralized EMS are based on a central controller 

within the microgrid, which, according to the received information and operating algorithms, can make 

decisions to manage energy flows in the microgrid [10]. Meanwhile, decentralized EMS are incorporated 

into decentralized control topologies, where droop control plays a vital role in managing the various energy 

sources and energy storage systems to establish energy flow policies into the microgrid [11]. 

Conventional EMS algorithms are based only on the energy balance of the MG. These methods are 

usually inefficient since they do not consider other inherent aspects of the complexity and nonlinearity of 

microgrids [12], such as estimations of the availability of resources, learning historical data of user energy 

demand, climate variability in the region as well as detailed characteristics of energy storage and backup 

systems, such as the SoC in battery banks or suitable parameters for configuration and operation of the MG 

subsystems. 

Given the many variables involved, creating an exact mathematical model of the microgrid and its 

components to be integrated into an EMS is a highly complex task. An alternative to obtaining a model of 

the microgrid subsystems that allows its adaptation to an EMS is using metaheuristic algorithms [13]. 

Nature is a source of inspiration for developing modern metaheuristic algorithms; they mimic natural 

systems and phenomena and translate them into computational methods [14]. Metaheuristic algorithms are 

a powerful tool, which in the field of MG its application can be classified into the following categories: 

optimal design of components and systems [15], optimal sizing [16], optimal control [17], prediction of 

resource availability [18], and energy management [19]. These categories can also be combined to obtain 

more reliable results [20]. 

Artificial neural network (ANN) algorithms are currently an interesting alternative for predictive 

modelling and control due to their robustness and handling capacity for complex non-linear relationships 

in dynamic systems, for example, in different applications in distributed Smart Grids (such as distributed 

energy management, generation forecasting, grid health monitoring, fault detection, etc.) [21] and load 

forecasting [22]. Those algorithms are based on biological neural network learning rules and procedures.  

Since traditional approaches cannot solve the problems of hybrid energy systems due to the need of 

several energy sources and complexity, the use of ANN has lately arisen as a favourable tool because of 

their robustness and ability to deal with complex systems easily [23]. Artificial intelligence, such as ANN 

and bio-inspired algorithms, can improve the performance of hybrid microgrids in the energy management 

field. 

Regarding the use of ANN for the optimum design of components and systems, several authors have 

performed improvements of MG systems using artificial neural network (ANN) algorithms, in [24] a hybrid 

model of an ANN with Particle Swarm Optimization (PSO) allowed the estimation of the power generated 



 

 

by a Biomass Gasification Plant (BGP) in order to cover the energy demand in an experimental MG 

effectively. A dynamic voltage restorer (DVR) is applied in [25] by determining an ANN to protect 

sensitive loads from voltage disturbances.  

Another example of ANN applied in renewable energy is shown in [26], where various ANN-based 

Maximum Power Point (MPP) tools are presented. The goal is to maximize the efficiency of photovoltaic 

panels, considering many electrical and environmental photovoltaic input parameters with six different 

scenarios. A total of six combinations were applied by the authors, combining electrical, thermal (Voc, Isc, 

FF) and environmental (RH, atmospheric pressure, PV back surface temperature, and irradiance 

information) parameters, outputs were validated by the root mean squared error (RMSE). Furthermore, in 

[33], for instance, models and designs the microgrid central controller upon the following rules applied to 

the energy management algorithm with the next priority sequence: first solar and wind sources, second 

biogas, then batteries, and lastly connection to the utility grid. 

With respect to the use of ANN for achieving the optimal size of MGs, aiming to improve the 

performance of MGs, [28] uses a multiswarm spiral leader particle swarm optimization algorithm to 

identify the most relevant photovoltaic parameters to enable a good balance between exploration and 

exploitation mechanisms. The use of ANNs is also useful not only to analyze the performance of power 

exchange between generation sources in microgrids but also in terms of economics and emissions, [29] 

compares the operation of a ground source heat pump and a photovoltaic thermal system for a single house 

for heating and cooling purposes according to the time of the year from an ANN-based approach and a 

conventional on-off control. 

Concerning the use of ANN for achieving the optimal control of MGs, authors in [30] conducted a study 

to assess the feasibility of ANNs and Nonlinear Autoregressive Exogenous (NARX) neural network models 

to model a fixed-bed downdraft gasification and to know the relation between the features of the gasifier 

and the regression performance. To achieve this, different feature groups were introduced: the first one 

consisted of the equivalence ratio (ER), airflow rate (AF), and temperature distribution; while the second 

one included biomasses value such as the equivalence ratio (ER), air flow rate (AF), and the reduction 

temperature. Thus, after comparing the NARX and ANN models, when using the temperature distribution 

as a feature, it is concluded that both methods are reliable, accurate, fast, and effective to control and 

optimize a woody biomass gasification process and thus syngas composition and calorific value. 

Furthermore, [31] carried out two ANNs to adjust the power converters' pulses for the Voltage Source 

Inverter (VSI) used to control the DVR by regulating the voltage signals. Authors in [32] developed a 

microgrid central controller using embedded energy management algorithms for decision making at an 

isolated renewable energy system with the assistance of a multi-agent concept and multiple sensors at power 

sources, where sources like wind, solar, biogas, and batteries are considered. Besides, a connection to the 

utility grid in case of lack of energy from the microgrid and a power control mechanism for the operation 

of batteries is considered (with constraints such as: not to charge batteries above 80% of their State of 

Charge (SoC), and not discharge batteries below 20 % of their SoC). 



 

 

Concerning the use of ANN to predict resource availability in MGs, in [33], the authors used an EMS 

based on stochastic optimization methods. The proposed model can reduce operating costs by defining a 

day-ahead operation and maximizing the use of renewable resources. 

Regarding the question of power exchange between generation sources in a microgrid, bio-inspired 

algorithms have had an excellent performance related to the improvement of optimal energy production, 

such as [33], by forecasting the energy performance of a small scale photovoltaic/thermal system through 

PSO-ANN algorithms. In [29], it was shown that an adequate energy management system incorporating a 

Fuzzy Inference System (FIS) with a genetic algorithm (GA) helps maximize the benefit of energy 

exchange in the network. In addition, in [35] the same problem was addressed in a multi-microgrid 

environment by combining a Stackelberg game theory with a quasi-oppositional symbiotic organism search 

algorithm to improve energy exchange through a centralized MG controller incorporating a parallel fuzzy 

logic inference engine. 

Other authors use different ANN tools for energy management in microgrids; an example is [36], which 

uses game theory, specifically canonical coalition games, to model an Energy Management System (EMS) 

to optimize the power exchange management in networked microgrids connected to the grid. Besides, not 

only one EMS, but a network of local EMS and a central EMS is proposed. Its main aim is to develop a 

power exchange strategy able to minimize transmission and transformation power losses with 

computational efficiency. To do so, a scheduled model is given to the canonical coalition game to generate 

a cooperative schedule for a changing horizon. The schedule generated is defined by each local EMS (of 

each microgrid), giving orders of the surplus or deficit power in each time.  

Several authors have addressed the design of EMS with different approaches, intending to improve the 

performance of MG. Authors in [37] present a novel load management system for smart homes using neural 

networks and fuzzy logic for load classification; which achieves better scheduling of loads and an intelligent 

reduction in energy consumption, also adding layers of security to the system through metaheuristic 

techniques of cryptography. Similarly, [38] evaluates the performance of a cuckoo optimization algorithm 

of fuzzy controller and a PSO algorithm to optimize parameters in a hybrid power system. 

As mentioned before, ANN are a powerful tool for forecasting, in [39] an EMMS is presented that makes 

use of a trained ANN with historical data on generation power, consumption and SoC of the microgrid, to 

determine the optimal mode of operation of the microgrid; while authors in [40] compare a proposed ANN-

based backtracking search algorithm (ANN-BBSA) versus an ANN-based binary particle swarm 

optimization (ANN-BPSO) to limit fuel consumption, reduce CO2 emissions and increase efficiency in a 

MG. Authors in [41,42] pay special attention to forecasting parameters, uncertainty, and demand response 

to increase MG reliability.  

According to the literature consulted, the integration of metaheuristic algorithms to EMS follows various 

methodologies from author to author. The performance of metaheuristic algorithms, whether ANN or 

optimization algorithms, is strongly related to adjusting the parameters of these algorithms and the data 

with which they are fed. Nevertheless, there is still limited information regarding the modeling and 

validation of off-grid EMM systems from an ANN and PSO algorithms approach, with different scenarios 

of renewable energy availability and different conditions of the state of charge of the storage system. To 



 

 

effectively manage the energy supply from a renewable base microgrid to a load, all this. In this work, a 

methodology for developing a model for an energy management model in small microgrids is presented. 

The proposed model incorporates a set of optimized neural networks in a cascade topology. The system 

can estimate the power output of the different generation sources to cover the energy demand, estimate the 

SoC of the battery bank and project the unserved energy, when applicable. The main contributions of this 

work are first to develop a new energy management model for a microgrid, incorporating a cascade 

configuration of ANN optimized employing PSO algorithms. Second to design and implement a 

methodology for analyzing the ANN outputs applied to MG, using correlation and linear regression 

matrices, and finally, to obtain an EMM capable of estimating the operating parameters of the ESS and a 

syngas-based generation backup unit to cover the energy demand in the MG optimally. 

2. Method 

The method followed to develop the proposed EMM is detailed in this section. First, the general 

architecture of the off-grid microgrid system is described, considering the power sources, storage system, 

and other components. Then, the proposed EMM explains how the neural network is integrated into the 

energy management system. Finally, the simulation conditions used for the model are detailed. 

2.1 Microgrid architecture 

The standalone microgrid consists of a PV array as the primary renewable source. When power generated 

by the PV array exceeds the load energy demand, energy is stored in a storage system. Additionally, a 

Biomass Gasification Plant (BGP) that feeds a Genset is available as a backup system. The microgrid 

architecture considered for the developed EMM is depicted in Figure 1. 

 

Figure 1 Overall architecture of the stan-alone microgrid for the proposed EMM. 



 

 

As shown in Figure 1, the operation of the MG depends on a centralized controller. The proposed EMM 

objective is to use the produced energy efficiently, making preferential use of the cheapest sources, such as 

the PV system storage, and finally, the BGP to cover the user's energy demand. The main features of the 

microgrid are shown in Table 1. The Main components of the microgrid are shown in Figure 2. 

Table 1 Microgrid main features for the proposed EMM. 

Description Main features 

Photovoltaic array 2.1 kW, 12 solar panels BP7190S connected in series + Inverter 

Xantrex GT2.8-SP 

Syngas production and power  10 kW @ 28 Nm3/h of Syngas and 13 kg/h biomass consumption. 

Storage system 24 Batteries Sunlight 4 OPzS 200 in total 10,32 kWh storage 

capacity, 2 V @ 215 Ah batteries 

 

 
  

a) b) c) 

Figure 2. Main components of the microgrid: a) PV system, b) storage system, c) Biomass gasification plant. 

 

Figure 3. Control and measurement signals in the microgrid. 

 

 



 

 

Table 2 Control system components. 

Description Device 

Four power meters Siemens Sentron PAC3200 

Programmable Logic Device (PLC) Omron CJ2M-CPU11 

Programmable Logic Device (PLC) Omron CP1L 

Communication module Omron CJ1W-SCU31 

HMI touchscreen Omron NS5-SQ10B-V2 

Table 3 Measurement sensor and devices deployed in the microgrid. 

Parameter Units Sensor Measurement range 

Solar irradiance W/m2 CEBEK C0121  0-1100 W/m2; ±40 W/m2 

Air velocity m/s EE65 Series HVAC 0-20 m/s; ±0.4 m/s 

Syngas flow meter m/s CTV-100 0-30 m/s; ±0.4 m/s 

Gas analyzer % GASBOARD-3100P 0-100%; 0.01 % 

 

The central controller receives information from the microgrid's sources and energy storage systems 

through sensors and Power Meters (PM) distributed in the microgrid. Since the primary goal of the EMM 

proposed in this research is to improve the energy management of the microgrid, collecting measurements 

of the electrical and environmental parameters is essential to make good decisions. For these purposes, 

several sensors and PM are deployed along the microgrid, as shown in Figure 3. The main components of 

the control system and measurement sensors are shown in Table 2 and Table 3, respectively. 

One PM measures the energy produced by the PV system according to the incidence of solar irradiation 

measured by the CEBEK C0121 sensor. In addition to measuring the power delivered and received during 

the discharge and charge process in the storage system, since the DoD must be estimated, it is also essential 

to collect voltage and current data. When the PV power generation is insufficient to meet the energy demand 

and the energy stored in the battery is not enough, the BGP covers the energy demand. In the BGP, the 

energy generated is measured through another PM. The biomass flow to be gasified is measured through 

the conveyor RPMs, and a gas analyzer measures the composition of the syngas produced and estimates 

the Lower Heating Value (LHV). Finally, the airflow and the syngas going into the Genset are measured 

by flow meters. The main features of the BGP and its related Genset are shown in Table 4 andTable 5 Table 

5. 

Table 4 BGP main features. 

Description Feature 

Gasification type Bubbling fluidized bed 

Biomass input @ 10% 5-13 kg 

Biomass flow at power rating 10.5 kg/h 

Efficiency  55-88% 



 

 

Syngas production 10-28 Nm3/h 

Table 5 Genset main features (Adapted from [43]) 

Description Feature 

Brand FG Wilson Generator 

Model UG14P1 

Power rating 8.7 kW(syngas) 

Velocity 1500 rpm 

Compression ratio 8.5:1 

Voltage and Frequency 230 V AC @ 50 Hz 

 

The control and monitoring systems integrated in the microgrid and the EMM are shown in Figure 3. 

 
Figure 4 Workflow of the EMS in which ANN models are integrated. 

The main objective of integrating the PSO algorithm with an ANN is to achieve a fast training algorithm 

for setting the weights and biases o the network. The PSO is constructed to train the NN model to 

accomplish a fast convergence rate and avoid getting trapped in a local minimum. The proposed model is 

validated by comparing it against some metaheuristic algorithms models found in the literature. Then, the 

model is tested to get the best results for the power energy generation in the microgrid.  

The NN comprises a large number of neurons that are connected to solve a particular problem. It contains 

several layers, and each layer has a certain number of neurons. The output layer receives the information 

from the input layer, followed by the hidden layer. An activation function must trigger the output value, 

regularly expressed in boolean form. The output is computed based on the activation function method and 

the neuron data between the layers 

The EMM proposed in this paper, as shown in Figure 4, integrates an ANN-based model for power 

backup. The model presented uses an ANN of the Cascade Forward Propagation (CF-P) optimized by the 

Particle Swarm Optimization (PSO) Algorithm. Figure 5 shows the inputs and outputs of the ANN used. 



 

 

The implemented model has a recurrent cascade-forward topology. The ANN model is divided into three 

subnets: 

• The first subnet inputs are the solar irradiation, the year's season, and time; The output is the PV 

array power generation.  

• The second subnet is fed during day-time-hours, and the PV array power generation is estimated, 

on the one hand, by the first subnet, and on the other hand by the storage system power, the power 

demand, the current unserved energy, the frequency, and power factor as electrical parameters. 

The outputs of the second net are the energy demand to the BGP, the State of Charge (SoC) of the 

Energy Storage System (ESS), and the ESS power delivered 

• In the third subnet, the inputs are the estimated energy demand to BGP, the SoC, and the ESS 

power delivered (estimated by the second subnet), the syngas composition, on the one hand. On 

the other hand, the frequency and the power factor are obtained as electrical parameters. The 

outputs are required biomass, syngas production, the airflow required in the Internal Combustion 

Engine (ICE), BGP power generated, and unserved energy, which is also an updated recurrent 

input to the previous subnet. 

 

Figure 5. Artificial Neural estimation models inputs and outputs. 

 

Before its use, the ANN is optimized by a PSO algorithm to find optimal values of weights and bias 

during the training. In this way, the error between the response of the real system and the predictions made 

by the model is reduced. The error between the actual response of the system and the response obtained by 

the prediction is measured in terms of the Mean-Squared Error (MSE). The PSO algorithm is based on the 

collective behaviour of animal species for survival by emulating the foraging mechanisms of various animal 

species, being a generalization of those survival strategies [44]. In this work, as mentioned before, the PSO 

algorithm is integrated as an optimizer for the ANN employed in the EMM. The integration of the PSO 

algorithm and the ANN to the EMM is shown in detail in Figure 6. 

 



 

 

 
Figure 6 Integration of the ANN and the PSO algorithm to the proposed EMM. 

 

Figure 7. Overall structure of an ANN [45]. 

Each entry signal to the ANN corresponds to a neuron of the input layer, as shown in Figure 7. A training 

process is necessary since the ANN simulates organic neurons' functioning. A series of data is fed into the 

ANN to learn and predict the system's output during the training process. As shown in Figure 7, each neuron 

of the input layer is interconnected to the neurons of the hidden layer, and these in turn to the neurons of 

the output layer. The vector 𝐼𝐴𝑁𝑁 = [𝑖1, 𝑖2, . . . , 𝑖𝑛] represents the inputs (every data fed into the set of ANN). 

As in nature, the neurons of the ANN are connected by links, and as the process of training and learning 

takes place, the strength of those links increases. The strength of the interconnection link is called weight, 

and the weight of the link between a neuron 𝑎 and a neuron 𝑏 is defined by 𝑤(𝑎, 𝑏). The propagation 



 

 

function of the ANN is determined by equation (1) for each neuron of the input layer; the weighted sum 

transforms it in the activation functions (according to equation 2) for 𝑛 = 1 to 𝑛 = 6 in the next layer. 

 

𝐴𝑁𝑁𝑖 = 𝑃𝑓𝑛1
(𝑜𝑖1

, 𝑜𝑖2
, . . . , 𝑜𝑖𝑛

, 𝑤𝑖1,𝑗 , 𝑤𝑖2,𝑗 , . . . , 𝑤𝑖𝑛,𝑗)  (1) 

 

In equation (1) 𝑜𝑖1
, 𝑜𝑖2

, . . . , 𝑜𝑖𝑛
  are the output values of propagation function 𝑃𝑓𝑛1

. In that sense, the 

activation function in the proposed ANN is defined by, 

 

𝐴𝑓𝑛𝑖
(𝑡) = 𝐹𝑎𝑐𝑡𝑖

(𝐴𝑁𝑁𝑖(𝑡), 𝐴𝑖(𝑡 − 1), 𝜙𝑖) (2) 

 

Where the activation function is defined by 𝐹𝑎𝑐𝑡𝑖
 for each ANN used in the model, the 𝑛 input in the 

network is 𝐴𝑓𝑛𝑖
 and the activation status at the previous time is 𝐴𝑖(𝑡 − 1) for the 𝑖 neuron. Once the ANN 

is ready, it is required to train it. The training aims to reduce the error between the output of the ANN and 

target values of evaluation. For this purpose, a proposed PSO algorithm has been integrated into the ANN 

to achieve better performance in ANN training by adjusting weights and bias during the training stage. 

Once the PSO algorithm is initialized, it randomly adjusts weights and biases in the ANN, and as the 

training iterations pass, these values are modified, according to specific previous parameters of the PSO, to 

reduce the MSE between the target values and the values predicted by the network. Each particle of the 

PSO algorithm corresponds to a different value of weights and bias in the ANN, which are adjusted in each 

iteration. These particles vary their position, velocity, and acceleration in the search space for possible 

optimal solutions. The optimal solution is considered to be one that meets the stop criteria requirements for 

the training algorithm and the PSO, either by the number of iterations and execution time or by the MSE 

error tolerance threshold. The vector 𝑊 defines the optimization variables for the PSO algorithm according 

to equation (3) for 𝑘 ANN, where w is the weight of each link between each pair of neurons 𝑖 and 𝑗 in the 

ANN. The number of variables of the optimization problem is n. 

  

𝑊𝑘 = [𝑤𝑖1,𝑗 , 𝑤𝑖2,𝑗 , . . . , 𝑤𝑖𝑛 ,𝑗]  (3) 

 

Each weight to be optimized is represented by 𝑤𝑖𝑛 ,𝑗. Thus, the objective function of the PSO integrated 

into the proposed ANN for the EMM is defined by equation (4). 

 

𝐹𝑚𝑖𝑛 𝑅𝑀𝑆𝐸 →
∑ (𝑜𝑡𝑛

− 𝑜𝑝𝑛
)𝑁

𝑛=0

2

𝑁
 

(4) 

Where 𝑜𝑡𝑛
is the target output value of the n data , 𝑜𝑝𝑛

 is the predicted output value of the same n data, 

and 𝑁 is the total number of available training data. According to the definition of the PSO algorithm [46] 

in  

each iteration, the particles find an optimal global solution called 𝑔𝑏𝑒𝑠𝑡 . It is the best-obtained value of 

the objective function evaluated for each particle (of the total iterations made up to that moment). The best 



 

 

tracking value for each particle is called best personal 𝑝𝑏𝑒𝑠𝑡 . The speed update and the search for these 

optimal solutions (for each particle) is given by equation (5). 

 

𝑣𝑛 = 𝑤 ∗ 𝑣𝑛 + 𝑐1𝑟𝑎𝑛𝑑(𝑥) ∗ (𝑔𝑏𝑒𝑠𝑡,𝑛 − 𝑥𝑛) + 𝑐2𝑟𝑎𝑛𝑑(𝑥) ∗ (𝑝𝑏𝑒𝑠𝑡,𝑛 − 𝑥𝑛) (5) 

 

Where the 𝑛 particle speed is determined by 𝑣𝑛, the inertia factor by 𝑤 and the acceleration constants 

are represented by 𝑐1and 𝑐2. 

2.2 Proposed Energy Management Model 

 The proposed EMM was designed to operate on an AC microgrid consisting of a photovoltaic solar 

array, a storage system, and a generation unit comprised of a BGP and a Genset. The MG controller works 

based on the MG subsystem outputs forecasted by a set of ANN related to each subsystem, then another 

ANN layer uses previous experience from the related experimental MG controller to execute the energy 

management for the MG. The election of the ANN and the optimization algorithm used in this research are 

based on the authors' previous work[23], where an optimized ANN-based model for a BGP is presented 

and compared against other traditional ANN models. Figure 8 shows the structure of the proposed EMM. 

The continuous lines represent the Energy flows, and the discontinuous ones are the communication bus. 

 
Figure 8 Overall structure of the proposed Energy Management Model. 



 

 

As shown in Figure 8, the EMM is a central controller that collects information from the power 

generation and the backup sources and the energy consumption to be supplied. The flow of information 

between the EMM and the solar PV array is unidirectional. In contrast, the communication between EMM, 

the storage system, and BGP is bidirectional. In this case, the PV data information only sends solar 

irradiation and power generation data. The stages followed to design the proposed EMS are shown in Figure 

9. The overall methodology is divided into three main stages. 

As shown previously in Figure 9, Stage 1 collects data from the multiple energy generation and the ESS 

backup units. Data collected from the solar PV array are solar irradiation and power generation. This 

information is collected and transmitted to a central controller through a power meter (PM) and a solar cell. 

Data from the BGP is gathered by a set of the PM and gas, the airflow meters, and the gas analyzers to 

determine the syngas mixture composition used. The BGP acts as an energy backup source when the storage 

system runs out of energy, and there is an unsupplied amount of power from renewable sources. The BGP 

could cover the energy uncovered energy demand. When energy from renewable sources exceeds the 

energy demand, this energy is stored in the batteries. A PM measures the energy demand. The last operation 

in Stage 1 is for data filtering and conditioning to be sent to the central controller that operates accordingly 

to the proposed EMM.  

 

Figure 9 Overall methodology stages for integrating ANN models into the proposed EMS. 

 

The proposed model uses input data for each ANN configuration. All the data used for the ANNs training 

are real collected during Stage 1, see Figure 9, measured based on instruments and sensors installed in the 

experimental microgrid of the Renewable Energy Laboratory (LabDER-UPV) of the Polytechnic 

University of Valencia detailed in the previous section. The data of solar irradiation, the PV array power, 

biomass consumption of the BGP as well as measurements of its operating parameters, measurements of 

voltages and currents and SoC of the battery bank, which were used for the training of the ANNs come 

from a set of experimental tests carried out throughout June 2019. 

 



 

 

 

 

 

 

Figure 10. Training and use of a normalized-data ANN. 

In the design of ANN, the normalization of the data is desirable to obtain better results. Normalization 

consists of adjusting the ranges of the ANN input values between [0,1] or [-1,1]. If the data is not normalized 

at the input, the ANN may have undesirable performance because not all network entries have a defined 

range of values; different values can be obtained in magnitude and reason change. Therefore, the optimal 

and desirable scenario is that all inputs and outputs are within a standard length range. The methodology 

for working on an ANN with standardized data is sown in Figure 10. 

An ANN that has been trained with normalized data will deliver normalized data to its output, so once 

the results are obtained, these must be denormalized. The data transformation by the min-max 

normalization [47] defined by (6) for each input data, have been used in this work. 

 

𝑥′
𝑖 = (𝑚𝑎𝑥𝑠𝑐𝑎𝑙𝑒 − 𝑚𝑖𝑛𝑠𝑐𝑎𝑙𝑒) ∙ [

(𝑥𝑖 − 𝑚𝑖𝑛𝑣𝑎𝑙)

(𝑚𝑎𝑥𝑣𝑎𝑙 − 𝑚𝑖𝑛𝑣𝑎𝑙)
] + 𝑚𝑖𝑛𝑠𝑐𝑎𝑙𝑒  

(6) 

 

Where, 

𝑥 ′
𝑖is the 𝑖 normalized input. 

𝑥𝑖is the 𝑖 input. 

𝑚𝑎𝑥𝑠𝑐𝑎𝑙𝑒   is the maximum value of the range to be applied to the inputs. 

𝑚𝑖𝑛𝑠𝑐𝑎𝑙𝑒   is the minimum value of the range to be applied to the inputs. 

𝑚𝑎𝑥𝑣𝑎𝑙   is the actual maximum value of the input dataset. 

𝑚𝑖𝑛𝑣𝑎𝑙   is the actual minimum value of the input dataset. 

 

To achieve uniformity in the training data, equation (6) was used with a value of 1 for 𝑚𝑎𝑥𝑠𝑐𝑎𝑙𝑒 and 0 

for 𝑚𝑖𝑛𝑠𝑐𝑎𝑙𝑒 . All the magnitudes of the data were normalized on a scale of 0 to 1. 

Input data 
normalization

Target data 
normalization

ANN training ANN use

Output data 
denormalization 

prior to 
interpretation



 

 

In Stage 2, all data are sent to the EMM of the MG central controller. The EMM can estimate the 

uncovered energy from the renewable energy sources and the storage system through an optimized Cascade 

Forward Propagation Artificial Neural Network  (CFP-ANN), according to current environmental 

conditions the profile of the consumer load demand. The CFP-ANNs used for the EMM are optimized 

using a PSO algorithm to find the best combination of weights and bias during the CFP-ANN. The 

performance of the optimized ANN is evaluated in terms of the Mean Squared Error (MSE) and linear 

regression analysis. The main objective of Stage 2 is to estimate outputs of the proposed ANN-based model 

to predict uncovered energy from renewable sources and the storage system and the necessary biomass and 

airflow to produce syngas and generate power from the BGP to cover this energy deficit.   

Finally, Stage 3 is set up for Energy Covering. The EMM uses the ANN output estimations to select the 

energy source in this stage. The off-grid MG balance of the total active power is expressed in (7). 

 

𝑃𝑎𝑝𝑐(𝑡) = 𝑃𝑙𝑜𝑎𝑑(𝑡) − 𝑃𝑃𝑉(𝑡) − 𝑃𝐸𝑆𝑆(𝑡) − 𝑃𝐵𝐺𝑃(𝑡) (7) 

 

Where 𝑃𝑎𝑝𝑐(𝑡) is the active power covered by the MG in off-grid operation mode, 𝑃𝑙𝑜𝑎𝑑(𝑡) is the energy 

demand, 𝑃𝑃𝑉(𝑡) is the power delivered by the PV array, 𝑃𝐸𝑆𝑆(𝑡) is the power from the ESS, and 𝑃𝐵𝐺𝑃(𝑡) is 

the power coming from the BGP. The EMM constraint equations that define the operational limits are 

shown from (8) to (11). 

 

( )min maxPV PV PVP P t P−  
 

(8) 

( )min maxESS ESS ESSP P t P−  
 

(9) 

( )min maxSoC SoC t SoC 
 

(10) 

( )min maxBGP BGP BGPP P t P−  
 

(11) 

 

Equation (8) denotes the constraints of the power obtained from the solar PV array, (9) to the output 

power of the storage system constraint, (10) to the storage system SoC constraint, and (11) the constraints 

of the power delivered by the BGP. The 𝑃𝐵𝐺𝑃(𝑡) power delivered by the BGP depends on the mixture of 

air and syngas in the electric generator and the heating value of the syngas, which in turn depends on its 

composition. All these considerations are integrated into the ANN involved in the proposed EMM. The 

energy source selection is executed by the EMM using a set of rules that consider the ANN predicted 

outputs. The EMM measurement and data flow are shown in Figure 11. 



 

 

 

Figure 11. EMM measurement and data flow. 

2.3 Simulation and Training  

The proposed EMM was designed and implemented on MATLAB and Simulink, measured data from 

experimental tests of the microgrid located in the renewable energy laboratory of the Polytechnic University 

of Valencia were used to carry out simulations. Since the proposed model integrates ANN algorithms, a 

training phase is required. A total of 230,760 data were used for ANN training. Part of the TRAINING of 

the ANN consists of reducing the error between the outputs of the ANN and a set of objective values. To 

achieve this, the PSO algorithm was implemented to obtain the optimal values of weights and bias of the 

trained neural network. Table 6 shows the hardware used for the simulations, and Table 7 shows the ANN 

type and tuning parameters configured into the PSO algorithms. 

Table 6. Hardware configuration of simulation platform for the proposed EMM. 

Hardware Characteristics 

CPU Intel Core i7-6700 @ 2.8 GHZ 

RAM 16 GB DDR3 2133 MHZ 

SSD 560 MBS / 520 MBS 

Table 7. ANN and PSO parameters configuration for the proposed EMM. 

Parameters Adjust 

Type of ANN Feed -Forward Neural Network 

Training algorithm Particle Swarm Optimization 

Population of particles 600 



 

 

C1 2.5 

C2 1.5 

Function for performance  Mean Squared Error 

Number of Input Neurons 6 

Number of Hidden Layer 1-50 

Number of Output Neurons 5 

Learning Iterations 1000 

 

The learning algorithm used in the ANN integrates the PSO, and to determine the error in the output of 

the ANN the MSE according to equation (12) was used. 

 

𝑀𝑆𝐸 =
1

𝑁
∑(𝑂𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝑂𝑡𝑎𝑟𝑔𝑒𝑡)

2
𝑁

𝑛=1

 (12) 

 

Where 𝑂𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  represents the output from the ANN and 𝑂𝑡𝑎𝑟𝑔𝑒𝑡  is the target data taken from the 

experimental dataset, and 𝑁 is the total number of samples. 

Different simulation scenarios were used for various operating conditions in the microgrid, varying 

energy demand, and energy availability from sources. The validation of the proposed EMM was done for 

two cases, with different conditions of disposal of renewable energy in the MG and different conditions 

state of charge of the storage system. For both case studies, a standard demand curve was considered, 

typical of the application of MG taken as a model. In Table 8 can be seen the summary of the values of the 

storage system parameters used for each simulation under different environmental conditions. 

Table 8 Value of initial parameters of the storage system. 

Parameter Value 

Battery number 24 

Roundtrip battery efficiency 90% 

Battery nominal voltage 2 V 

Battery capacity 210 Ah 

Initial SoC 90% 

Capacity (kWh) 10.1 

  

Variable correlation 

Prior to the simulation of the model, and its evaluation, it is important to perform a correlation analysis 

of the variables involved. Correlation is a statistical technique that allows to measure the level of 

relationship that exists between two or more variables [48], this allows to determine the level of interference 

that each variable has in each stage of the model.  

There are several techniques for calculating correlation coefficients, within these methods are the 

Pearson Correlation, and the Spearman Correlation [49]. Pearson's method requires data to have a normal 



 

 

distribution, while Spearman's method does not require this condition [50]. In the present work, the 

Anderson-Darling normality test method has been used, considering a p-value of significance of 0.05, to 

determine the normality of the variable dataset at each stage of the model. If the p-value of significance is 

less than 0.089 then the dataset is considered to have a normal distribution [51], and then Pearson's 

correlation method is applied.  

Once the normality of the data has been determined and the correlation coefficients calculated, it is 

possible to perform a significance analysis between the variables. The correlation coefficient can have 

values from -1 to 1, determining the relationship strength between two or more variables as detailed in 

Table 9. 

Table 9 Strength correlation coefficient interpretation. 

From To Correlation strength 

± 0.00 ± 0.09 Null 

± 0.10 ± 0.19 Very weak 

± 0.20 ± 0.49 Weak 

± 0.50 ± 0.69 Moderate 

± 0.70 ± 0.84 Significant 

± 0.85 ± 0.95 Strong 

± 0.96 ±1.00 Perfect 

 

A negative correlation coefficient indicates that the variables are related inversely, that is, when one 

variable has a high value the other has a low value, the closer to -1 the value of the correlation coefficient, 

the clearer the extreme covariance, and therefore a force of correlation, and covariance, very strong or 

perfect are obtained. When the correlation coefficient is equal or very close to zero, a null or a very weak 

correlation is obtained, so it is impossible to determine any sense of covariation between the variables. A 

strong or perfect positive correlation and covariance are obtained if the correlation coefficient is equal or 

very close to 1 positive. 

3. Results 

This section shows the main results of the paper. The results are divided in three subsections: Variable 

correlation analyst, ANN performance and EMM test. 

3.1 Variable correlation analysis  

Since the EMM proposed in this paper is based on a cascade model of ANNs, three covariance analyses 

have been performed for the variables involved in each of the three layers of the EMM.  The first step in 

calculating the correlation coefficient between the variables in the model is to determine whether the dataset 

has a normal distribution, the results are detailed below. 



 

 

Data normality test 

To normalize the data, the Anderson-Darling Normality Test technique was used. It was determined that 

both the conjunct of data of the first, the second and the third layer have a normal distribution according to 

the criterion of the Anderson-Darling test, since all variables in all layers of the model have a p-value less 

than 0.05, so it is possible to perform a correlation analysis using Pearson's method. 

Variable correlation analysis 

Once it was found that the model variables follow a normal distribution, Pearson's method was applied to determine 

the correlation coefficients between each variable in each of the three layers of the EMM. The matrices obtained by 

the Pearson method for correlation coefficients are shown in Table 10 to  

 

Table 12, for the first, second, and third layer of the EMM, respectively. In the tables mentioned, as the 

value of the correlation coefficient is closer to 1 it will be highlighted of a more intense green color, and 

the closer it is to -1 it will be highlighted in more intense blue color, for values close to 0 the color will be 

more subdued. The output variables of each EMM layer are highlighted in bold text. 

Table 10 EMM first layer correlation coefficient matrix. 

Coefficient Hour Irradiation PV Gen. 

Hour 1.00 -0.11 -0.12 

Irradiation  1.00 0.98 

PV Gen.   1.00 

 

As shown in Table 11 above, the most significant variable for the generation of energy by the PV array 

is solar irradiation, considering the time window in which the data set was evaluated, so it has a low negative 

correlation coefficient value (-0.11). A perfect positive correlation between irradiation and power 

generation of the PV array was observed (0.98). 

Table 11 EMM second layer correlation coefficient matrix. 

Coefficient 
PV 

Gen. 

ESS 

power 

Energy 

demand 

Uns. 

Energy 
Freq. P.F. E.D. BGP SoC 

ESS P. 

delivery 

PV Gen. 1.00 0.06 -0.02 -0.33 -0.10 -0.10 -0.36 -0.18 0.09 

ESS power   1.00 -0.14 -0.34 -0.66 -0.66 -0.54 0.50 0.99 

Energy demand   1.00 0.65 0.54 0.54 0.78 -0.65 -0.18 

Uns. Energy    1.00 0.50 0.51 0.77 -0.45 -0.37 

Freq.     1.00 1.00 0.80 -0.89 -0.72 

P.F.      1.00 0.80 -0.89 -0.72 

E.D. BGP       1.00 -0.71 -0.59 

SoC        1.00 0.55 

ESS P. delivery         1.00 

 



 

 

 

Table 12 EMM third layer correlation coefficient matrix 

Coefficient 
E.D. 

BGP 
SoC 

ESS P. 

delivery 

CH4 

% 

CO2 

ppm 

CO 

% 
H2 % 

N2 

ppm 

Biomass 

Q 

Syngas 

Q 

Air 

Q 

P. 

BGP 

Uns. 

Energy 

E.D. BGP 1.00 -0.71 -0.59 0.79 0.80 0.80 0.79 0.80 0.88 0.91 0.75 0.99 0.77 

SoC  1.00 0.55 -0.88 -0.89 -0.89 -0.88 -0.89 -0.86 -0.77 -0.82 -0.75 -0.45 

ESS P. delivery   1.00 -0.72 -0.72 -0.72 -0.72 -0.72 -0.70 -0.65 -0.67 -0.61 -0.37 

CH4 %    1.00 0.99 0.99 0.98 0.99 0.96 0.86 0.91 0.83 0.49 

CO2 ppm     1.00 1.00 0.99 1.00 0.96 0.87 0.92 0.84 0.50 

CO %      1.00 0.99 1.00 0.96 0.87 0.92 0.83 0.52 

H2 %       1.00 0.99 0.96 0.86 0.92 0.83 0.51 

N2 ppm        1.00 0.97 0.87 0.92 0.84 0.51 

Biomass Q         1.00 0.96 0.96 0.91 0.60 

Syngas Q          1.00 0.93 0.92 0.65 

Air Q           1.00 0.79 0.48 

P. BGP            1.00 0.70 

Uns. Energy             1.00 

 

Thanks to the correlation matrix for the second layer of the EMM, shown in  

As shown in Table 11 above, the most significant variable for the generation of energy by the PV array 

is solar irradiation, considering the time window in which the data set was evaluated, so it has a low negative 

correlation coefficient value (-0.11). A perfect positive correlation between irradiation and power 

generation of the PV array was observed (0.98). 

Table 11, a covariance analysis can be performed between input variables and output variables.  

For the output variable of the energy demand (ED) to the BGP strong positive correlation coefficients 

(𝑐𝑐) are observed with the electrical parameters such as frequency (𝑐𝑐 = 0.80) and power factor (𝑐𝑐 =

0.80) of the electrical signal as well as a significant 𝑐𝑐 with the energy demand (𝑐𝑐 = 0.78); in addition to 

moderate negative correlation with the power delivered by the ESS (𝑐𝑐 = −0.59) and a significant 𝑐𝑐 to 

its SoC (𝑐𝑐 = −0.71).  That means that the energy demand to the BGP depends directly on the energy to 

the MG, and its inverse to the ESS capacity and its SoC. Meanwhile, the SoC shows a moderate positive 

𝑐𝑐 with the ESS power delivery (𝑐𝑐 = 0.55), a moderate negative 𝑐𝑐 to the energy demand to the MG (𝑐𝑐 =

−0.65) and significant negative 𝑐𝑐 to ED to BPG (𝑐𝑐 = −0.71). For the ESS power delivery, it depends 

on its actual capacity as can be constated with its 𝑐𝑐 = 0.99, and a moderate 𝑐𝑐 to the SoC (𝑐𝑐 = 0.55). 

As shown in Table 13 above, the correlation coefficient matrix for the third layer of the model has clearly 

delimited zones for very positive (close to 1) and very negative coefficients (close to -1). This gives an idea 

of the strong covariance, and therefore correlation, existing in each of the input and output variables in this 

model layer. All the output parameters of the BGP have a strong positive 𝑐𝑐 for the input variables, which 

mostly flow of biomass, air, syngas, and the composition of the syngas, which affects the calorific value of 

the same and therefore the amount of energy that can be extracted from it. While the output power of the 



 

 

BGP is inversely proportional to the SoC and the capacity of the ESS as highlighted by the blue zones of 

the correlation coefficient matrix with moderate to significant negative 𝑐𝑐 values. 

3.2 ANN performance  

An EMM for an off-grid microgrid through particle swarm optimization and artificial neural networks 

approach was developed in this work to effectively manage the energy supply from a renewable base 

microgrid to a load. The proposed model considers as generation units a solar PV array and a BGP that 

operates as a backup. The PV array and the BGP can supply energy to the load or the storage system.  

The integrated ANN EMM inputs are time, solar irradiation, load profile, calculated RES unserved 

power according to load demand, storage system power (input and output), syngas composition, frequency, 

and power factor. The predicted outputs are, on the one hand, the PV array generation, SoC, ESS 

charge/discharge power (according to the estimated power balance) and, on the other hand, from the BGP 

side are mass flow 𝑀, syngas flow 𝑄𝑠𝑦𝑛𝑔𝑎𝑠  and airflow 𝑄𝑎𝑖𝑟𝐼𝐶𝐸
. After the ANN estimations, the delivered 

power 𝑃𝑑 and uncovered power 𝑃𝑢 are calculated by the EMM, and the ANN outputs fed the EMM rules to 

manage the BGP operation inside the MG. 

Table 13 Summary of MSE and linear regression of the trained ANN model. 

Parameter RMSE R 

Biomass flow (𝑀) 0.0465 0.9944 

Syngas generation(𝑄𝑠𝑦𝑛𝑔𝑎𝑠) 0.0393 0.9996 

Airflow into the ICE (𝑄𝑎𝑖𝑟𝐼𝐶𝐸
) 0.1194 0.9997 

Power demand to BGP (𝑃𝑑) 0.0513 0.9873 

Power delivered by BGP(𝑃𝑆𝐺𝑃𝑃) 0.0342 0.9810 

PV array power generation (𝑃𝑉𝐺𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛) 0.0303 0.9871 

Storage System State of Charge (𝑆𝑜𝐶) 0.0419 0.9850 

Storage System power delivery (𝐵𝐵𝑝𝑜𝑤𝑒𝑟) 0.0212 0.9960 

Unserved energy prediction (𝑃𝑢) 0.0513 0.9716 

 



 

 

  
(a) PV generation prediction. (b) Energy demand prediction. 

  
(c) SoC prediction. (d) SS power prediction. 

  
(e) Biomass flow prediction. (f) Syngas flow prediction. 



 

 

  
(g) ICE airflow prediction. (h) BGP power generation prediction. 

 

 

(i) Unserved power prediction.  

Figure 12 Linear regression plots from the ANN model predicted parameters. (a) is the output of the first ANN 

layer, (b) to (d) are the outputs of the second ANN layer, and (e) to (i) are the third ANN layer outputs. 

For the ANN training, a total of 480 simulations were carried out to find the best weight and bias 

configuration to predict the desired outputs from the ANN-based EMM using a 115,360 measurements 

dataset for each case. The summary of the best results of RMSE and the correlation coefficient R are shown 

in Table 13.  The R value from the linear regression analysis for the ANN model output indicates the 

performance of the trained ANN for each variable.  R and linear regression plot of the ANN for each layer 

obtained from the ANN-based model are shown in Figure 12. 

Linear regression graphs of the training outcome of ANNs have characteristic shapes that depend on 

various factors. Among the factors that are related in their form and proximity to a value of R = 1 are the 

amount of data available for the training of the ANN and the strength of the relationship between the 

variables selected as input and output for the training stage. Figure 12 (a, and b) have very similar shapes 

because both output variables depend on a similar and periodic training data set. The greater the amount of 

data, the better linear regression is obtained at the output of the ANN, as well as the strength of the 



 

 

relationship between the input and output variables, that is, the closer to 1 or -1 the correlation coefficient 

between them, depending on whether there is a direct or inversely proportional relationship between the 

variables, see Figure 12(d, f, and g) were R coefficient is higher than 0.99. When a set of variables is chosen 

as input, and most of them have a weak relation between them, then a worst linear regression will be, see 

Figure 12(a, b, c, h, and i). 

In some cases, the linear regression plot can show a double, or diverse, tendency line, as shown in Figure 

12(c, d, and i). In the SoC, Figure 12(c), prediction linear regression plot multiple tendencies are observed 

due to that only two of the nine involved variables have a moderate positive 𝑐𝑐 value, that is the ESS power 

delivery (𝑐𝑐 = 0.55) and the ESS capacity (𝑐𝑐 = 0.50), this causes the ANN of this layer to get confused 

on the output prediction, to avoid this undesired effects it is needed to consider more related variables that 

are often difficult to measure in experimental MG since they need specialized devices. The same analysis 

can be performed in Figure 12(d) for the ESS power predictions were the only positive 𝑐𝑐 are the ESS 

capacity (cc=0.99) and a moderate 𝑐𝑐 for the SoC (𝑐𝑐 = 0.55). For the unserved energy prediction, Figure 

12(i), the double tendency line of the linear regression can be explained since there are only two variables 

(out of 13) with positive correlation coefficients; in this case only the input variable of the energy demand 

to the BGP has a significant cc strength with 𝑐𝑐 = 0.77 and the BGP power generated with 𝑐𝑐 = 0.70. 

3.3 EMM test 

Once the EMM was designed, and an evaluation of its performance was carried out based on covariance 

analysis of variables and linear regression plots, it proceeded to test the model using real data to obtain 

estimations. The Figure 13 shows the diagram in Simulink that was used to model the systems, however, 

once the ANNs were trained, it was possible to use each subsystem of the microgrid as a multi-step 

prediction, as black box models. Using black box modeling has advantages over mathematical or virtual 

approximation models, since the output of the system is modeled in fusion of inputs by historical using the 

ANNs.  



 

 

 

Figure 13 Simulink diagram of the AC microgrid. 

 

The EMM was tested under two scenarios, a case 1 and a case 2, where the MG was tested under different 

environmental conditions. The load demand curve is shown in Figure 14. The load profile shown 

corresponds to the typical electrical consumption that the experimental MG covers during the week in the 

laboratory. 

 

 

Figure 14 Typical load demand profile in the MG. 

 

With the aim of stealing different scenarios for the EMM, the model was evaluated using different 

environmental, the consumption curve does not vary significantly throughout the week so the same curve 

has been used. Figure 15 shows the PV array outputs for case of study 1 and case of study 2. 
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Figure 15 PV array outpus from cases of study. 

 

The first part of the graph in Figure 15 corresponds to the power obtained by the PV array for the study 

case 1; the case study 2 PV array output profile corresponds to the second part of the graph in Figure 15. 

As can be seen, in case 2 there were greater variations in the solar irradiation that affected the solar panels, 

and therefore, the available RES energy availability causing the MG to operates under a more critical 

situation. The results obtained for the main parameters of interest are shown in the graphs in Figure 16. 
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Figure 16 Plots of tests carried out for the EMM. In (a) and (b) the PV array generation for case 1 and 2 are shown. 

In (c) and (d) the Energy demand to BGP for case 1 and 2 are shown. In (e) and (f) the ESS SoC estimation for case 

1 and 2 are shown. In (g) and (h) the ESS power for case 1 and 2 are shown. In (i) and (j) the Biomass flow to BGP 
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for case 1 and 2 are shown. In (k) and (l) the Syngas flow into the ICE for cases 1 and 2 are shown. And, in (m) and 

(n) the Airflow into the ICE for case 1 and 2 are shown. 

 

As can been seen in Figure 16, in some cases there is a better fit between predicted and real data for case 

2, this is caused due to that the EMM used for case 2 was also trained with case 1 data. In Table 14, a 

summary of the EMM performance indicators is shown. 

Table 14 Summary of RMSE values from study case 1 and study case 2 

 Case 1 Case 2 

 RMSE R MSD RMSE R MSD 

PV array generation  0.0303 0.9871 0.0159 0.0520 0.9871 0.0763 

Energy demand to BGP 0.0513 0.9873 0.2085 0.0688 0.9873 0.2282 

SS SoC 0.0419 0.9850 0.0210 0.0307 0.9850 0.0190 

SS power  0.0277 0.9960 0.0139 0.0128 0.9960 0.0075 

Biomass flow 0.2799 0.9944 0.4264 0.0443 0.9944 0.1609 

Syngas flow 0.0583 0.9996 0.3503 0.0390 0.9996 0.1526 

Air flow 0.9496 0.9997 4.5798 0.0585 0.9997 0.1786 

 

As can be seen in Table 14, the EMM proposed in this work can estimate the main values of the EMS 

for an off-grid microgrid, for case 1 with which the model was tested, the lowest RMSE is in the estimation 

of the power in the ESS, being an RMSE of 0.0277, and the largest for the airflow with an RMSE of 0.9496, 

having the same behavior for the MSD, the lowest for the power of the batteries with a value of 0.0139 and 

the highest for the airflow. As for case 2, with which the EMM was tested; the lowest RMSE is equal for 

battery power with a value of 0.0128 and the highest RMSE of 0.0688 for energy demand for the BGP; in 

terms of the MSD, the same behavior is observed with a value of 0.0075 and 0.2282 respectively. Besides, 

the R values from the linear regression analysis for the ANN model output indicate the trained ANN's great 

performance for each variable, being the lowest R value 0.9871 for the PV array generation and the highest 

R value 0.9997 for the airflow. 

Forecasting through artificial neural networks can be categorized as one-step prediction and multi-step 

prediction. When prediction is made using as input of an ANN only data measured it is called to be a one-

step prediction, and when prediction is made using as input to ANN data that was previously output from 

another ANN it is called to be a multi-step prediction. In this research work, predictions of both types were 

used. In this work the prediction for the PV array output power is single step type; while prediction of 

biomass flow, syngas generation, airflow for the backup ICE, power demand to the BGP, power delivery 

from the BGPP, SoC of the storage system, power delivery of the storage system and unserved energy are 

multiple step prediction since they are related to the feed-forward cascade ANN topology implemented in 

the EMM. In the Table 15 is summarized the error from single step and multiple step predictions from the 

proposed model and compared to the results of other related works to estimate energy parameters. 



 

 

Table 15 Comparison of RMSE from the EMM prediction to other related works using ANN to estimate energy 

parameters. 

Prediction Model RMSE  

Single step Proposed EMM 0.0303 

[52] 0.0475 

[53] 0.1118 

[54] 0.0610 

Multiple step Proposed EMM 0.0506 

[55] 0.1174 

[56] 0.0751 

[57] 0.1492 

 

As can be observed in Table 15, the average error reported in the literature consulted for variables of a 

single prediction step is 0.0734, while the error obtained by the EMM proposed in this work is 0.0303, 

achieving a reduction of 59% compared to other works. A reduction of 36% is achieved compared to [52], 

with respect to the work of [53] a reduction of 73%, and with respect to [54] a reduction of 50%. Regarding 

the multiple step predictions made by the EMM, the ANN network implemented in the model has an 

average error of 0.0506, while according to the models compared in Table 15, the average error is 0.1139, 

therefore, the model proposed in this work achieves a reduction of error by 56% compared to the average. 

Comparing the work of [55] a reduction of 57% is achieved, compared to the work of [56] a reduction of 

33% and compared to the work of [57] a reduction of 66% in the RMSE error as a parameter index for the 

performance of the estimators.  

 

4. Discussion and Conclusions  

This work shows the results of the proposed EMM for a microgrid operating in off-grid mode, consisting 

of a PV solar array, an SS, and a BGP. The integration of an ANN in the dynamics model was tested to 

obtain the main parameter estimations of each subsystem. The primary objective of this proposed EMM 

was to increase the reliability and efficiency of the off-grid system, supplying energy to the load in case the 

RES and battery storage cannot meet that energy demand. Then the BGP must provide the required energy. 

The integrated cascade ANN architecture model consisted of a three-layer array of subnets; the last layer 

is recurrent to the second layer. The ANN model weights were optimized using the PSO algorithm. Once 

the model was created, the model's performance was validated by analyzing the model's output data. The 

output data were analyzed with an interpreted variable covariance study to determine the correlation 

coefficient matrices in each layer of the proposed EMM model and using linear regression graphs.  

Regarding the covariance and correlation analysis, for the first layer of the EMM, a direct positive 

correlation was found between the irradiation and the output power of the PV array (𝑐𝑐 = 0.98), with which 

the ANN obtained a very good performance as expected. In the second layer of the EMM both negative 

and positive correlation coefficients were found; this indicates that there are variables with covariance both 



 

 

directly proportional and inversely proportional. In the third laayer of the EMM correlation coefficients 

with extreme values are obtained, that is to say, very high (close to 1) and very negative (close to -1); this 

indicates that there is a strong covariance and correlation between the inputs and outputs of the variables, 

and that the set of inputs used for the ANN operation are quite suitable for the prediction of results. 

However, in the case of the prediction of the SoC of the ESS, the ANN had particular difficulties in the 

prediction, this can be seen in the graph of the linear regression of the SoC, where various trends are 

appreciated, the analysis of the correlation matrix for this output variable indicates that of the input variables 

only one of 9 has a positive correlation coefficient and is not especially strong (𝑐𝑐 =  0.55),  which 

indicates that to improve the model it is necessary to achieve a new set of input variables with a correlation 

closer to the SoC to obtain a better prediction of it by the ANN of the EMM.  

With respect to the ANN performance, on the one hand, it was evaluated using RMSE and linear 

regression graphs. The lowest the RMSE value the better, thus obtaining acceptable results, being between 

0.1194 for the airflow into the ICE, and 0.0212 for the storage system power delivery. On the other hand, 

for the linear regression, the higher the values the close the ANN model designed is to reality, obtaining 

satisfactory values of between 0.9997 for the airflow into the ICE and 0.9716 for the unserved energy 

prediction. 

After performing the analysis of the performance of the EMM, it was tested using real data and 

comparing with the prediction of the EMM before this data set, it was tested in two case studies varying 

the energy demand to the MG and the environmental conditions. 

Two scenarios were evaluated. In the first scenario, the model obtained an RMSE of 0.2056 and MSD 

of 0.8023; in the second scenario, the RMSE was 0.0437 and an MSD of 0.1176. The reduction of the 

RMSE and the MSD between scenarios is explained due to the ANN learning capabilities; the second 

scenario was simulated using the first scenario's historical data to evaluate the improvement of the model 

as it is fed with more data, therefore the RMSE and MSD are significantly improved.   

In short, the results of the evaluation of the performance show the reliability of the ANN-based EMM, 

since the average R coefficient was 0.9927 considering all subnets involved; meanwhile, the average RMSE 

was 0.1247, and the MSD of 0.4599. Moreover, the load coverage of the ANN-based EMM is satisfactory, 

as the unserved energy prediction has a low RMSE of 0.0513 and a high linear regression of 0.9716, quite 

close to the real system. In conclusion, using an ANN model built by three cascade subnets and with 

recurrence in the last layer is an effective alternative for the model of complex and dynamic electrical 

systems such as hybrid electric microgrids based on renewable energies, allowing the estimation of the 

main parameters that are used for energy management effectively.  

The comparison made with worksof other authors who used ANN for one-step and multi-step prediction 

for estimation of electrical parameters in microgrid systems shows that the model presented in the 

methodology has a performance with a lower RMSE between 55% and 56% compared to the works 

consulted. 

The present model shows a methodology that allows a validation of the model's performance in 

comparison to experimental data and the correlation of the variables involved in the multi-step prediction 



 

 

processes for the parameter estimators within the MG as the performance index. This methodology may 

allow establishing a common frame for further developments 

As future work, it is planned to improve the model for the integration of more generation and storage 

subsystems, continue training the ANN using more experimental datasets to obtain the most optimal 

solutions for the management of RES in MGs, as well as an automated control system for their management 

and optimization. Once the ANN has been completely developed, a study of energy savings and economic 

incomes of the optimized performance of the simulated microgrid could be calculated. 
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6. List of Acronyms 

ANN Artificial Neural Network 

BGP Biomass Gasification Plant  

BP Back Propagation  

𝑐1 PSO particle personal acceleration coefficient 

𝑐2 PSO particle social acceleration coefficient 

𝑐𝑐 Correlation coefficient 

CF-P Cascade Forward Propagation  

𝐶𝐻4[%] Methane Percentage 

𝐶𝑂2 Carbon Dioxide 

𝐶𝑂2[%] Carbon Dioxide Percentage 

CONACYT Consejo Nacional de Ciencia y Tecnología 

𝛥𝑃𝑏𝑒𝑑  Fluidized bed pressure 

E Error 

EBPGS Energy Backup Power Generation Systems  

EMM Energy Management Model 

EMS Energy Management System 

ESS Energy Storage Systems  

𝐹 Frequency 

𝐹𝑎𝑐𝑡𝑖
 ANN Activation Function 

FF-BP Feed Forward Back Propagation 



 

 

FIS Fuzzy Inference System 

𝑓𝑚𝑖𝑛 Objetive function to be minimized 

𝐹𝑝𝑟𝑜𝑛
 ANN Propagation Function 

GA Genetic Algorithm 

Genset Generator set (Generator + Alternator) 

𝐻2[%] Hydrogen Percentage 

HRES Hybrid Renewable Energy Systems 

LabDER-UPV Renewable Energies Laboratory at the Universitat Politènica de València 

𝐿𝐻𝑉 Lower Heating Value 

ICE Internal Combustion Engine 

𝑀 Biomass flow 

MG Microgrids  

MLP Multilayer-Perceptron 

MSD Mean standard deviation 

MSE Mean Squared Error  

𝑁 Number of samples 

𝑁2 Nitrogen Percentage 

𝑜𝑖𝑗
 ANN weighted output 

𝑜𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  Predicted Output 

𝑜𝑡𝑎𝑟𝑔𝑒𝑡  Target Output 

𝑃 Active Power 

𝑃𝐹 Power Factor 

PSO Particle Swarm Optimization 

PV Photovoltaic  

𝑄𝑎𝑖𝑟𝑔𝑎𝑠𝑖𝑓𝑖𝑒𝑟
 Reactor Airflow 

𝑄𝑎𝑖𝑟𝐼𝐶𝐸
 Internal Combustion Engine Airflow 

𝑄𝑠𝑦𝑛𝑔𝑎𝑠 Syngas flow 

R  Coefficient of determination 

RBF Radial Basis Function 

RES Renewable Energy Source 

SS Storage system 

𝑇𝑒𝑛𝑣  Environmental Temperature 

𝑇1 Gassifier inlet temperature 

TEG Hybrid Thermoelectric Generator 

𝑣𝑛 PSO particle velocity function 

𝑤𝑖1,𝑗 Neuron weight 

WTG Wind Turbine Generator  



 

 

𝑋𝑖 Optimization variables vector 

𝑌𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  ANN output prediction 

𝑌𝑡𝑎𝑟𝑔𝑒𝑡 ANN target training value 
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