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A B S T R A C T

Sprays and atomization processes are extremely diffused both in nature and in industrial applications. In this
paper we analyze the influence of the nozzle turbulence on primary atomization, focusing on the resulting
turbulent field and atomization patterns in the Near Field (NF). In order to do so, a Synthetic Boundary
Condition (SBC) and a Mapped Boundary Condition (MBC), producing respectively isotropic and anisotropic
turbulent fields, have been generated as inflow conditions for the spray Direct Numerical Simulations (DNS).
We present a specific methodology to ensure consistency on turbulence intensity and integral lengthscale
between the two inflows. The analysis performed on the turbulent field (using one-point statistics and spectrum
analysis) reveals a significantly stronger turbulent field generated by the inflow boundary conditions with
anisotropic structures. While the increased turbulence field generated in the MBC case results in a higher
number of droplets generated, the probability functions of both cases are extremely similar, leading to the
non-obvious conclusion that the atomization patterns are only slightly affected by the inflow condition. These
considerations are supported by the analysis of droplet size distributions, radial distribution functions, axial
and radial distributions, highlighting extremely similar behaviors between the MBC and the SBC cases. Finally,
these analyses and their computations are presented in detail, underlining how this type of point-process
characterization shows interesting potential in future studies on sprays.
1. Introduction

Sprays are frequent physical processes in industrial applications
and are easy to observe in many different fields. The main unknowns
in these flows lie in how the droplets are generated (e.g. via which
instability or mechanism), distributed (their position, size and velocity)
and how they interact with each other. The analysis and determination
of the main parameters describing droplets requires the understanding
of the turbulence field developed in the region where atomization
is occurring, which is usually non trivial. The most reliable way for
analyzing sprays is therefore Direct Numerical Simulation (DNS), which
allows to reach a sufficient resolution to resolve turbulence fluctuations
even at the smallest scales, while providing a realistic representation of
the droplets generated in the process. Among various numerical tech-
niques, some of the most popular ones are the Volume of Fluid (VOF)
method (e.g. Scardovelli and Zaleski (1999)), the Level-Set method
from Sussman (1994) and the Front-Tracking method by Tryggvason
et al. (2001). While the first two (considered as interface-capturing
methods) are mass conserving (with some adjustments in case of the
Level-Set method), the last is not and requires special treatments for
abrupt topological changes such as the ones occurring during breakup.
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The usage of DNS simulations allowed some important develop-
ments and findings lately. One of the first main contributions on
primary atomization was provided by Shinjo and Umemura (2011,
2010), where a top-hat inlet velocity profile was used on a round spray
to analyze the formation of the spray front and the related droplets gen-
erated. This rather simplistic setup limited the atomization and reduced
the computational load, allowing to resolve up to 6 billion points in the
simulation domain. Despite the inflow condition simplicity, some inter-
esting results were harvested about the spray formation. In this paper,
the same authors analyzed the effect of mesh size on artificial droplets,
concluding that at least four cells per diameter in each direction were
needed in order to consider a droplet as properly resolved. A more
realistic (and complex) spray behavior was observed by Ménard et al.
(2007), where the synthetic turbulence boundary condition (hereafter
called Synthetic Boundary Condition, or SBC), developed by Klein et al.
(2003), was used to simulate a diesel injector-like condition. The SBC
calibration parameters were also studied in Salvador et al. (2018),
where the usage of morphological analysis led to assess that larger
turbulent structures generated within the nozzle lead to a significant
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modification of the spray intact-core-length, despite a reduced effect
on the overall atomization pattern. A different approach in modeling
the inlet boundary condition (or, in other terms, the outlet velocity
profile of the nozzle) was used in Herrmann (2011) where a pipe flow
DNS simulation output was stored and used as an input for the spray
DNS simulation (this method is going to be called Mapped Boundary
Condition or MBC hereafter). Here a significant change in the droplet
distribution was noticed while refining the mesh grid.

The turbulence field produced in atomizing multiphase flows has
also been analyzed in detail. Jarrahbashi and Sirignano (2014) studied
the effects of vorticity in atomization prompted by aerodynamic shear,
demonstrating how, in absence of external perturbations, counter-
rotating hairpins are responsible for the formation and tear of liquid
lobes and, ultimately, atomization. Ling et al. (2019) studied the behav-
ior of a mixing layer and quantified its turbulence field by means of a
turbulent kinetic energy budget, showing effects of mesh convergence
as well as an interesting approach for calculating the energy spectra
in the gas region. Hasslberger et al. (2019) used a topological analysis
(based on the invariant of the velocity gradient tensor) to study the
influence of the Reynolds number (𝑅𝑒) and Weber number (𝑊 𝑒) on
the spray, concluding that among dimensionless numbers, 𝑅𝑒 is the one
with the highest influence on the topological behavior.

Despite these many steps in understanding multiphase turbulence,
liquid breakup and sprays, a quantitative estimation of the effects of
turbulence on droplet generation is still missing (Desjardins et al.,
2013). Furthermore, as DNS gets closer to represent real phenomena,
a deeper understanding of how turbulence and gas–liquid interface
are behaving when boundary conditions change is required. This is,
in fact, one of the main goals of this paper. It is common practice,
especially in lack of more complete information on the nozzle flow,
to assume that homogeneous turbulence is developed at the nozzle
outlet (Ménard et al., 2007; Hasslberger et al., 2019; Salvador et al.,
2018) and that the integral length scale associated can be determined
by means of literature on pipe flows DNS (e.g. Eggels et al. (2006)) or
by experimental findings. On the other hand, a very different scenario
is provided in wall flows, where anisotropy at large scales is often
reported to be dominant and to affect the energy spectrum (del Álamo
and Jiménez, 2003; Tsuji, 2003). Similar flow features are widely
reported in nozzles, hence they deserve to be addressed.

An intuitive and qualitative understanding of the effects that differ-
ent boundary conditions generate can be achieved by comparing the
shape of the liquid external non-perturbed length. For example, the
MBC case from Herrmann (2011) shows a significant development of
liquid perturbation along the spray axial direction, while SBC cases,
such as (Ménard et al., 2007; Hasslberger et al., 2019; Salvador et al.,
2018), are showing more annular-like structures. Differences of liquid
perturbations lead to the development of different shear stresses and
breakup behavior, as observed by Jarrahbashi and Sirignano (2014),
Salvador et al. (2018). On the other hand, no direct comparison criteria
has ever been established between the different boundary conditions
in MBC and SBC cases, hence a detailed comparison of their effects is
overall unachievable.

This paper aims to address a fundamental aspect of primary at-
omization by finding an effective way to analyze the velocity field
and the turbulence behavior while relating it to the droplets statistical
characterization. The former will be analyzed by means of the energy
cascade calculated using a pseudo-fluid approach (Torregrosa et al.,
2020). For the latter a point-process approach will be used, as described
in Subramaniam (2000) for a Klimontovich approach. While doing that,
the comparison of a MBC and SBC cases will be performed. The data to
be fed to the MBC case as Boundary Conditions (BC) will be generated
using an Large Eddy Simulation (LES) of a periodic pipe flow and
from its analysis the calibration parameter for the SBC case boundary
conditions will be provided. For reasons that will later become evident,
this will result in the comparison of how isotropic and anisotropic noz-
2

zle structures affect the breakup, providing a useful and novel insight c
on the interaction between large scale turbulence and liquid breakup.
Simultaneously, this analysis will allow future studies to consider what
are the benefits of using one of the two methods, what are the main
differences and how this need to be accounted while studying the
simulation results. The full description of the methodology used in this
work will be provided in Section 2 for the DNS simulations and their
setups (Sections 2.1 and 2.2) while more details on the LES, the post-
processing and the analysis are available in Appendices A–C. Finally
the whole analysis of the velocity field, the related turbulent spectrum
and the droplet properties results will be presented in Section 3.

2. Methodologies

In Section 2.1 the DNS equations, the simulation setup and the
physical parameters are presented. The reader should refer to Salvador
et al. (2018) and Klein et al. (2003) for a more accurate description
of the boundary condition used in the SBC case. In this method, the
turbulence field (for the isotropic case) is described by 𝐼 (turbulent
intensity) and 𝐿 (turbulent length scale). The computation of these
parameters from the LES simulation will be presented in Section 2.2.
More information on the post-processing methodology and the LES
simulation are available in the Appendices.

2.1. Methodology description for the DNS simulation

The DNS simulations were performed using the open-source code
ParisSimulator, which full features and algorithms description can be
found in literature (Aniszewski et al., 2021, 2019; Tryggvason et al.,
2011; Ling et al., 2015). Briefly, the code simulates a multiphase
incompressible flow over a fixed Cartesian mesh using the following
conservation equations:

∇ ⋅ 𝐮 = 0 (1a)

( 𝜕𝐮
𝜕𝑡

+ 𝐮 ⋅ ∇𝐮
)

= −∇𝑝 + ∇ ⋅
[

𝜇(∇𝐮 + ∇𝐮𝑇 )
]

+ 𝜎𝜅𝛿𝑠𝐧 (1b)

𝜕𝐶
𝜕𝑡

+ 𝑢 ⋅ ∇𝐶 = 0. (1c)

In the above equations, 𝐮 represents the velocity field, which due to
the incompressibility hypothesis results to be divergence free, as stated
in Eq. (1a). The pressure is represented by 𝑝, while the properties 𝜌
and 𝜇 are respectively the fluid density and dynamic viscosity. The
third term on the right hand side of Eq. (1b) represents the contribution
provided by the surface tension forces at the interface. A Dirac distribu-
tion function 𝛿𝑠 is used to concentrate this force on the liquid surface.
Consequently, 𝜎 is the surface tension, 𝐧 is the surface normal and 𝜅 is
he liquid surface curvature.

Eq. (1c) is the advection of the color function 𝐶 which is used
o compute the local value of density and viscosity and for detecting
he liquid surface position. The local value of 𝜌 and 𝜇 is computed
n Eq. (1b) by arithmetic mean:

= 𝐶𝜌𝑙 + (1 − 𝐶)𝜌𝑔 (2a)

= 𝐶𝜇𝑙 + (1 − 𝐶)𝜇𝑔 (2b)

here the subscripts 𝑙 and 𝑔 indicate the liquid and the gas phase.
The Chorin projection method (Chorin, 1968) is used to solve the

elocity field, while the resulting variable coefficient Poisson equation
s solved using a iterative Gauss–Seidel algorithm. The spatial dis-
retization of the momentum advection is performed using the QUICK
lgorithm (Leonard, 1979), while the diffusive flux is solved using a
econd-order central scheme. Finally the advection equation for the
olor function is solved through the VOF method (Scardovelli and
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Fig. 1. Simulation sketch. On the left side (outside of the simulation domain) a slice from the LES flow used to generate the MBC inflow. Within the domain, a VOF render of
the spray, colored by the velocity magnitude. In green, the plane over which turbulence statistics are collected. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
Zaleski, 1999). The advection of the interface is performed using a mod-
ified version of the PLIC algorithm, called the Calcul d’Interface Affine
par Morceaux (CIAM). The surface tension contribution is computed
using a Continuous Surface Forces approach and the height-function
method (in its version by Popinet (2009)) for computing the curvature.
Further details on the solver and the numerical schemes may be found
in Tryggvason et al. (2011) and Ling et al. (2019).

The fluid properties and flow setup are the same for both the nozzle
flow LES (required for the MBC case) and the DNS simulations and are
reported in Table 1 where ⟨𝑈⟩ is the liquid inlet average velocity, 𝐷𝑛
is the nozzle diameter and 𝑅𝑒𝑏 is the Reynolds bulk number, computed
using the average injection velocity and liquid properties. Fig. 1 shows
a sketch of the simulation domain. Outside the domain on the left, we
show a plane colored by the velocity module from the LES simulation
used to generate the MBC inflow (more details about the procedure
are available in Appendix A). On the right, a green plane shows the
subdomain where turbulence statistics are collected (see Appendix C
for more details).

The simulation setup, as well as the domain design is reported in
Table 2. Being the mesh Cartesian, 𝑑𝑥 is the cell size, equal in each
direction, 𝑑𝑡 is the time-step, 𝑙𝑖 is the domain length in the 𝑖th direction.
Finally, the simulation time are reported as 𝑇𝑡 and 𝑇𝑠𝑠 where the former
is the transient time and the latter is the statistically stationary time. 𝑇𝑡
can be defined as the time required by the spray to reach the end of the
domain and stabilize, while 𝑇𝑠𝑠 is the time over which the statistical
analysis is performed. The total simulation time is 𝑇𝑡𝑜𝑡 = 𝑇𝑡 + 𝑇𝑠𝑠. A
clarification is required in order to understand how these intervals were
determined and what are their implications on the simulation analysis.
In the dense region, no correlations are available to estimate the axial
velocity loss. For this reason, it is necessary to define a quantity that
can be used to describe the specific transient time and the statistical
stationary time of the flow analysis in object. Therefore, we defined
the number of washouts 𝑁𝑤 = ⟨𝑈⟩𝑇𝑖∕𝑙𝑥 as the total number of times
that a liquid parcel, injected into the domain with a velocity ⟨𝑈⟩,
will travel for a length 𝑙𝑥 in the streamwise direction during the total
time interval 𝑇𝑖 considered. Due to the axial velocity losses discussed
before, the number of washouts for the transient has to be greater than
one and in this case, it has been set to 1.7, while for the statistical
stationary part, we set 𝑁𝑤 ≈ 11. It should also be noted that, as
discussed by the authors in Salvador et al. (2018), the real penetration
is affected by the centerline velocity, hence 𝑁𝑤 could also result into
higher values (and therefore more accurate statistics). To the best of
the authors knowledge, this represents the longest temporal statistical
analysis performed over sprays (Ling et al., 2019). Finally, it is well
known that droplet’s generation is an inherently transient phenomena.
3

Table 1
Physical simulation properties for the case studied.
𝑅𝑒𝑏 𝜌𝑙 𝜌𝑔 𝜇𝑙 𝜇𝑔 𝜎 ⟨𝑈⟩ 𝐷𝑛

5037 750 22.8 1.34 ⋅ 10−3 1.85 ⋅ 10−5 2.53 ⋅ 10−2 100 90
– kg∕m3 kg∕m3 Pa s Pa s N/m m/s μm

Table 2
Simulations setup.
𝑑𝑥 𝑑𝑡 𝑙𝑥 𝑙𝑦,𝑧 𝑇𝑡 𝑇𝑠𝑠
2.34 4.0 2.4 1.2 0.04 0.26
μm ns mm mm ms ms

As droplets can accumulate in the domain upon being generated, a
proper statistically-stationary state for droplets generation is hardly
reachable. Hence, statistical stationary in this work has to be intended
as referred to kinematic properties. As it will be shown later, after the
initial transient, droplets generation rate decreases significantly, hence
statistics become meaningful also for droplets.

A remark should be made about the choice of 𝑑𝑥. As, among the
prerequisites of DNS simulations is the solution of all the energy scales
up to the Kolmogorov scale, an a-priori estimation of 𝜂 was performed.
According to literature (e.g. Pope (2001)) a rough estimation for the
Kolmogorov scale can be given by 𝜂 ∼ 𝐿𝑅𝑒−3∕4𝐿 (Hasslberger et al.,
2019). By using an approximation for the turbulent lengthscale 𝐿 ∼
𝐷𝑛 (a normal assumption in spray simulations), and estimating 𝑢𝑟𝑚𝑠
from Salvador et al. (2018) gives 𝜂 ≈ 1.15 μm. Due to 𝜂 estimation, and
consistently with what proposed in literature for recent similar works
(e.g. Ling et al. (2019) and Hasslberger et al. (2019)) the mesh size
has been taken roughly twice the size of 𝜂, respecting the criteria of
𝑑𝑥∕𝜂 ≤ 2.1 (Pope, 2001; Ling et al., 2019). This is a fair compromise
for computing times (half the mesh size corresponds to 16 times the
computation time in Cartesian meshes) and the amount of required
statistical data while still granting reliable results. On the other hand,
it will be shown in Section 3.2 that a local estimation of 𝜂 demonstrates
that an a-priori determination of this parameter, in line with literature
approaches, is over-estimating the Kolmogorov scale. The implications
will be discussed later in the paper.

2.2. Turbulent intensity and lengthscale extraction from the pipe LES sim-
ulation

In order to produce the information for the inflow velocity profiles

of the MBC case, we performed a single-phase LES simulation of a
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cylindrical pipe, of diameter 𝐷𝑛 and length 8𝐷𝑛, for the same 𝑅𝑒𝑏 of the
DNS simulation. The simulation is performed using periodic boundary
conditions along the streamwise direction and by adding an imposed
pressure gradient source term to maintain the flow at 𝑅𝑒𝑏=5037. More
details are available in Appendix A.

The parameters 𝐼 and 𝐿, used for the synthetic turbulent filter in
the SBC case, can be computed from the LES results. Their derivation
has been made rigorously in this case, as it is important to limit the
differences between SBC and MBC cases only to quantifiable causes.
The integral lengthscale is defined as the largest scale in the flow. The
same definition can be applied to the so-called turbulent lengthscale
𝐿, which is the same in nature. The equation defining 𝐿 can be
found considering the azimuthal direction as the homogeneous one
(i.e. equidistant from the wall) for the pipe flow. The result is:

𝐿(𝑟, 𝑡) = ∫

2𝜋

0
𝑓11(𝑟, 𝛿𝜃, 𝑡)𝑟𝑑(𝛿𝜃) (3)

where 𝑟 is the radial distance from the pipe center (equal to 𝐷𝑛∕2 at
the wall), 𝜃 is the azimuthal coordinate and 𝑓11 is the dimensionless
utocorrelation function. As known from literature (Pope, 2001), for
all-bounded flows, 𝑟 is the direction of heterogeneous turbulence

ntensity (as demonstrated in Fig. A.18(b)) while 𝛿𝜃 is the angular incre-
ment vector in the direction along which the turbulence is statistically
homogeneous. Therefore, fixing 𝑟 and varying 𝜃 we can find a num-
ber of locations (finite in our discrete analysis) where the turbulence
behaves similarly over time. In other words, we can identify 𝜃 as an
homogeneous direction. This consideration implies that if we integrate
over 𝜃, a time-average of 𝑓11(𝑟, 𝜃, 𝑡) provides smooth and convergent
statistics. Finally, the autocorrelation function for the axial velocity
component is used.

The calculation of the dimensionless autocorrelation function can
be done by considering that the signal is indeed periodic when sampled
over 𝜃, hence the first and the last value of the autocorrelation need to
be identical when the total autocorrelation length is 2𝜋. Furthermore,
being the signal periodic it is always possible to compute the product
𝑢(𝜃)𝑢(𝜃 + 𝛿𝜃) with 𝛿𝜃 ∈ [0, 2𝜋[ simply by concatenating the signal of
sample length 𝑁𝑠 twice and compute the autocorrelation only over 𝑁𝑠
elements (Torregrosa et al., 2020). Therefore, the formal definition of
the dimensionless autocorrelation function is:

𝑓11(𝑟, 𝛿𝜃, 𝑡) =
⟨𝑢(𝑟, 𝜃, 𝑡)𝑢(𝑟, 𝜃 + 𝛿𝜃, 𝑡)⟩

⟨𝑢(𝑟, 𝜃, 𝑡)2⟩
(4)

The computation of Eqs. (3) and (4) provides the result showed
in Fig. 2(a), where the dimensionless autocorrelation functions for
different radial positions are shown as a function of 𝜉 = 𝜃∕2𝜋. This
figure also shows that autocorrelations 𝑓11(𝑟, 𝜃) for small values of 𝑟
does not reach decorrelation (i.e. 𝑓11(𝑟, 𝜃) > 0 for any 𝜃). This is a clear
indicator of the presence of numerous large structures close to the pipe
centerline.

Applying Eq. (3) on 𝑓11(𝑟) leads to the results in Fig. 2(b). The
function 𝐿(𝑟) is finally averaged to produce a single scalar usable for
the SBC case. The result produces a value for 𝐿 of 9.23 μm, which
corresponds to 10.25% of the nozzle diameter, 𝐷𝑛. It is important to
remember that the integral lengthscale computed here is not the one
we used in Section 2.1 to estimate the Kolmogorov scale. In fact, as the
flow exits the nozzle, the problem changes significantly and the largest
scale increases. The value of 𝐿 computed here is the integral lengthscale
within the nozzle, which is the largest scale developed in the confined
flow.

The definition of 𝐼 mostly used in CFD is:

𝐼 =
|𝑢𝑟𝑚𝑠|
|⟨𝑈⟩|

= 0.16𝑅𝑒−1∕8𝑏 (5)

where 𝑢𝑟𝑚𝑠 is the root-mean-squared component of the velocity, ac-
counting for all components. The last formulation of Eq. (5) is the one
mostly used in RANS/LES simulations and, in this case (using data from
Table 1) gives 5.51%. On the other hand the formal definition was used
(first formulation in Eq. (5)) and averaged over the whole domain, with
a result of 5.88%, which is the value that was ultimately used in the
SBC case.
4

Fig. 2. Results of LES analysis. Panel (a): Autocorrelation for the LES simulation of
pipe flow. Panel (b): Turbulent integral lengthscale as a function of the radial position
in the pipe flow.

3. Analysis

In this section, the comparison between the MBC and the SBC cases
will be performed by analyzing their one-point statistics in Section 3.1.
The determination of space-varying average turbulence properties, as
the local Kolmogorov scale and 𝑅𝑒𝜆 = 𝑢𝑟𝑚𝑠𝜆∕𝜈 (where 𝜆 is the Taylor
lengthscale), are discussed and compared in Section 3.2 as an introduc-
tion to the spectrum analysis provided in Section 3.3. For a discussion
and definition of the turbulence quantities computed using the pseudo-
fluid approach, please refer to Torregrosa et al. (2020) and Appendix C.
The droplet statistics will be then presented in terms of size and
distribution first in Section 3.4, then in terms of their relative location
in Sections 3.5 and 3.6. Droplet generation over time is addressed in
Section 3.7. Finally, an insight on droplet clustering using the Radial
Distribution Function (RDF) is provided in Section 3.8.

3.1. Mean fields analysis using one-point statistics

A first indication on the differences between cases can be obtained
by analyzing the averaged fields. Fig. 3 presents the main quantities
computed with time-average operation (here, the operator ⟨⟩ indicates
the time-average) over the time span 𝑇𝑆𝑆 on a plane 𝛺 (see Appendix C
and Torregrosa et al. (2020)). A first important consideration should be
done on the values of the centerline velocity 𝑈𝑐 and the radial position

here the velocity has decayed by half of its centerline value, 𝑟1∕2.
As these parameters are widely used in literature to compare jets and
sprays at different injection conditions, here a special care should be
devoted to their numerical value, as they are quite revealing on how
the axial inlet velocity decays radially. In fact, the MBC case opens
up faster than the SBC cases, therefore showing a lower axial velocity
(𝑈𝑐,𝑀𝐵𝐶∕𝑈𝑐,𝑆𝐵𝐶 = 0.95) and a higher 𝑟1∕2 (𝑟1∕2,𝑀𝐵𝐶∕𝑟1∕2,𝑆𝐵𝐶 = 1.16).
These ratios are also reported in Table 3, alongside the ratio in the
total number of droplets 𝑁𝑑 in the two cases. Despite both simulations
are performed with the same mean velocity inlet profile, the MBC
centerline axial velocity has overall decayed by a 20% (in comparison
to its inlet value) while SBC roughly by a 15%.
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Fig. 3. Time averaged fields computed at 𝑥∕𝐷 = 25. Panel (a) shows the radial profile for the mean axial velocity component (results are compared against experimental data
from Hussein et al. (1994)). In panel (b) we show the radial profile for the mean radial velocity component. Panel (c) shows the radial profile for the velocity fluctuating
omponents, where line colors represent the component (axial or radial) and the line style differentiate the cases. Finally, in panel (d), the radial profile for the averaged Heaviside
unction is shown. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Despite the differences in the values of 𝑈𝑐 and 𝑟1∕2, Fig. 3(a) displays
remarkable similarity in the dimensionless Gaussian distribution of

he velocity for the two cases, also when compared against the results
btained in Hussein et al. (1994) for a round jet. Differences can be
bserved in panel (b) of the same figure, as the symmetrical profile
ncountered in Hussein et al. (1994) is not found, as the radial com-
onent is not yet fully developed. In a first place, it is evident that
𝑟 positive values are significantly lower than reported in literature,
here 𝑚𝑎𝑥

(

⟨𝑈𝑟⟩∕𝑈𝑐
)

is 0.017 and it is reached at 𝑟∕𝑟1∕2 = 0.6. While
a similar radial position for the maximum is showed for the MBC case,
the lower values of the radial velocity suggest that the spray is still in
its Near-Field region in both cases. Furthermore, the tendency of air en-
trainment is predominant over the spray spreading (i.e. predominantly
negative velocities) which is in agreement with previous hypothesis.
Consistently with what has been observed in the 𝑈𝑐 , 𝑟1∕2 discussion, the
MBC case tends to have a wider radial spreading than the SBC case.

The velocity fluctuations are shown in Fig. 3(c). The maximum
alues for both the axial velocity fluctuations ⟨𝑢2⟩ and radial velocity
luctuations ⟨𝑢2𝑟 ⟩ are about 25% of values reported in literature. For
1∕2 < 1 the curves slope is still strongly positive, underlining how the
nfluence of the liquid core is still predominant in the mean flow. Again,
he inconsistency against literature data supports the hypothesis that
he spray self-similarity is not yet fully developed, which implies that
he domain considered in the axial direction should be larger to capture
elf-similar flow features.

Fig. 3(d) shows the averaged color function ⟨𝐶⟩ (also considerable
as a volume fraction). ⟨𝐶⟩ is of central importance in determining
𝜂 (see Torregrosa et al. (2020)) hence for analyzing the turbulence
behavior of the fluid. The MBC case presents a lower axial value of
⟨𝐶⟩ which suggests a higher atomization. This assumption is consistent
with the stronger radial spreading of the MBC case in respect to the
SBC.

The differences between the two cases are remarkably interesting,
especially considering that consistent conclusions where obtained by
the authors in Salvador et al. (2018), in a parametric study of the 𝐿
5

parameter in the SBC case. In that study, the authors highlighted how
Table 3
Simulation lumped quantities ratio summary. 𝑟1∕2 in the radial position where the axial
velocity 𝑈𝑐 has decayed to 𝑈𝑐∕2 and 𝑁𝑑 is the number of droplets. The values of 𝑟1∕2,
𝑈𝑐 and computed at 𝑥∕𝐷 = 25.

𝑟1∕2 𝑈𝑐 𝑁𝑑

𝑀𝐵𝐶
𝑆𝐵𝐶

1.16 0.95 1.2

larger turbulent structures were able to increase the perturbations on
the liquid surface, inducing an earlier breakup and, overall, an earlier
radial spread of the spray. Despite in the present study both cases
have the same 𝐿 at the inlet inflow, the comparison with the results
in Salvador et al. (2018) suggests that structures anisotropy in the MBC
inflow generate effects similar to an increment of 𝐿. This consideration
suggests that the anisotropy of the turbulent structures of the MBC case
can be associated with higher turbulent kinetic energy at the largest
scales of motions.

The analysis made on Fig. 3 led to the conclusion that at 𝑥∕𝐷𝑛 = 25
the flow is still not self-similar. On the other hand, an important remark
can be made on the usual criteria used for defining the self-similar
region. In fact, it is a common approach in experimental studies to
assume that the flow is self-similar when the axial velocity profile
satisfies such a condition. On the other hand, this section clearly
highlights how for an axial concentration of ⟨𝐶⟩ > 0.2 such a condition
is not reached. This needs to be further addressed in future studies with
larger domains, able to capture the flow transition into the fully dilute
field.

3.2. Determination of the Kolmogorov scale

In this section, we present the determination and analysis of the
Kolmogorov scale, using the methodology described in Appendix C and
more extensively in Torregrosa et al. (2020). The importance of the
Kolmogorov scale for the present study lies mainly in two reasons. In
a first place, it helps to assess the quality of the simulation. In fact,
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Fig. 4. Energy dissipation rate computed at 𝑥∕𝐷 = 25.

𝜂 cannot be faithfully determined a-priori and its direct calculation
requires the simulation to reach a statistically stationary state. In a
second place, 𝜂 provides a universal scaling factor which allows, for
example, to rescale the spectrum of the two simulations in order to
improve the comparability (e.g. Torregrosa et al. (2020)). Ultimately,
it also allows to ensure that the difference in the types of structures
forced into the system by the inflow BCs are not affecting in any way
the small scales motion.

The energy dissipation rate 𝜖 = 2⟨𝜈⟩⟨𝑠𝑖𝑗𝑠𝑖𝑗⟩ (see Torregrosa et al.
(2020)), being 𝑠𝑖𝑗 = (𝜕𝑖𝑢𝑗 + 𝜕𝑗𝑢𝑖)∕2, is showed in Fig. 4. The numerical
value of 𝜖 has been made dimensionless by multiplying it by 𝑟1∕2∕𝑈3

𝑐 ,
while the value of 𝜖 for the SBC case is almost 1.18 times the one
computed for the MBC case. The most relevant reason for that is the
difference in the ⟨𝐶⟩ profile in Fig. 3, panel (d), which is used to
compute the average viscosity field. Aside from this consideration, the
two profile are indeed showing a similar behavior and consistent with
what have been presented previously.

Fig. 5 shows the radial profiles for 𝑅𝑒𝜆, panel (a), and 𝜂, panel (b).
Here, 𝜂 (computed as in Eq. (C.1)) is presented with its numerical value
in order to improve the clarity of the comparison and to provide a
numerical reference useful for comparing similar simulations in future
studies. Once again, the inverse proportionality 𝑅𝑒𝜆 ∝ 1∕⟨𝜈⟩ leads
to the generation of a stronger turbulence field, hence higher values
for the MBC case. On the other hand, no significant differences are
observed for minimum values of 𝜂 in panel (b). As it can be noted,
a flat region for 𝑟 < 1.5𝑟1∕2 is found, where the value of 𝜂 fluctuates
between 0.5 ÷ 0.75. Coherently, this region corresponds to the highest
values of 𝑅𝑒𝜆 observed for both simulations. Finally, we would like to
remark that the current simulations do not fully resolve all scales of
motion within the mixing layer, being 3 < 𝑑𝑥∕𝜂 < 4.5 in this region.
On the other hand, this does not affect the validity of the study, as the
spectra will show no effects of this under-resolution (see Section 3.3).

The extreme similarity in the value of 𝜂 deserves to be addressed. As
discussed in literature, 𝜂 is independent of the large scale energy and, in
general, from their anisotropic or isotropic behavior (Pope, 2001). On
the other hand, the analysis performed until this point are revealing
significant differences in the overall spray behavior between the two
simulations. Above all, the main difference is in the atomization behav-
ior, that is clearly demonstrated by the volume fraction in Fig. 3(d). As
𝑅𝑒𝜆 is indicative of scale separation in the flow, similarities in 𝜂 suggest
variations at large scales. Further evidences will be provided in the next
section.

3.3. Spectral analysis of turbulence

The spectra of axial velocity fluctuations can be used as a tool to
highlight the differences between the two cases. At a given axial and
6

radial position, the comparison of the MBC and SBC spectra is able
to reveal how the energy is distributed among scales, hence allowing
quantitative comparison between the two cases.

The spectra of each physical radial position is compared for the two
cases in Fig. 6. Each radial position is represented with a different color
(continuous line for the MBC case and discontinuous for SBC) and its
local properties are reported in the legend. It is immediately clear that
in fully developed turbulent regions (𝑅𝑒𝜆 > 100) the collapse of MBC
and SBC curves in the inertial and dissipative ranges is remarkably ac-
curate. In these regions, the inertial range have a quite neat agreement
with the −5∕3 law, demonstrating that the energy transmission between
scales is correctly resolved.

The most important differences in the spectrum lie in the small
wavelength energy range. Here, a clear tendency is observed: the
energy content of the MBC case is constantly higher than the SBC.
This is a major difference between the two cases. The spectra of the
two simulations present a perfect agreement at small scales and a
significant difference in the energy containing range. This is the main
explanation for our observations until this point. In fact, as addressed in
literature by Salvador et al. (2018), Jarrahbashi and Sirignano (2014)
and Zandian et al. (2018) the surface instabilities are closely connected
with the nozzle turbulence, which generates radial deformations of
the liquid phase that ultimately increase the shear forces and promote
the breakup. The shear stress generates a number of hairpin turbu-
lent structures that promote the formation and detachment of liquid
structures (Jarrahbashi et al., 2016). Furthermore, larger eddies are
responsible for the differences in such a process as they are the ones
with a sufficient energy level to disrupt or perturb the liquid surface of
large and continuous regions of liquid. Therefore, results suggest that
the anisotropic structures of the MBC case favor the liquid breakup and
the formation of more energetic eddies. It is likely that the relation
between eddy size and liquid breakup could be inferred in future
studies.

3.3.1. General remarks on spray spectra
From a multiphase flow prospective, it is important to contextualize

the spectra displayed in Fig. 6. In cases with solid particles analyzed
as Lagrangian particles (𝑑𝑣 > 𝜂) or point particle (𝑑𝑣 < 𝜂) a de-
viation at higher wavenumbers is observed due to the absorption of
part of the kinetic energy by the particle motions (Sundaram and
Collins, 1999; Burton and Eaton, 2005). Related works from Lucci
et al. (2010) analyze two way coupling in particle laden flows with
decaying turbulence, observing spectra deviation due to the disruption
of larger-eddies from particles. In Homogeneous Isotropic Turbulence
(HIT), works by Dodd and Ferrante (2016) and Duret et al. (2012)
have highlighted how surface tension forces are likely to generate
energy increments at higher frequencies. Spectra deviations were also
experimentally found for bubbly flows (Prakash et al., 2016). On the
other hand, in atomizing flows (e.g. Ling et al. (2019), Torregrosa et al.
(2020) and Pitsch and Desjardins (2010)) no deviations of spectrum
from the −5∕3 is observed, nor energy injection at any scales. As this
behavior is partially in contradiction with the results obtained on other
multiphase flows, it requires to be carefully addressed. In a first place,
let us depict a qualitative picture of the droplets movement in the
flow. Intuitively, liquid structures generated by the intact core breakup
have two main advection directions. On one hand they can be advected
axially by drag generated from the high axial momentum. Alternatively,
droplets can be transported radially towards less turbulent regions. As
the spectra displayed in Fig. 6, are taken in the subdomain 𝛺 (which
is at a fixed axial position) the axial droplets transport mechanism is
less observable. Therefore, as a droplet progress radially, it encoun-
ters a progressively less dens media, where coalescence is therefore
reduced. Furthermore, also breakup is likely reduced, given the de-
creasing turbulence intensity. The reduction of these two mechanisms,
compared to works such as (Dodd and Ferrante, 2016), generates a
significantly different scenario, which may explain the lack of spectra

deviations. Another interesting comparison can be performed against
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Fig. 5. Time averaged radial profiles for 𝑅𝑒𝜆, panel (a), and Kolmogorov scale, panel (b). All quantities are computed at 𝑥∕𝐷 = 25.
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Fig. 6. Spectra of the axial velocity autocorrelation, performed over the azimuthal
oordinate. In the legend, each series presents information on the radial position as a
unction of the 𝑟1∕2, as well as the local value of 𝑅𝑒𝜆 and 𝜂 for reference with previous
igures. All the energy spectra are computed at 𝑥∕𝐷 = 25.

ata from Rosti et al. (2020), where the spectra modifications are
ess and less prominent as the initial size of the droplets increases.
ere, the ‘‘larger droplet’’ size, should be considered as the nozzle
iameter, hence located at very low frequencies in the spectra. By
ontextualizing the findings in Rosti et al. (2020) to the present study, it
an be observed that this is actually in agreement with the idea that in
trongly anisotropic flows, as the characteristic size of the larger liquid
tructure increases, the spectra modifications occur at progressively
igher frequencies and in less prominent ways. These discussion opens
he way to two considerations: the first one, although trivial, is that
here is no concrete and definitive tool and interpretation on how to
nalyze turbulence in multiphase flows. The second one is that more
nformation on sprays can be achieved by an accurate analysis of the
roplet topological behavior, which will be addressed later in the paper
Sections 3.4, 3.5 and 3.8).

.4. Droplet size and properties distribution

A deeper understanding of the simulation results can be provided
y analyzing how the droplets are distributed. A droplet description
an be reduced to its position 𝐱𝐝, its velocity 𝐮𝐝 and its diameter
𝑑𝑣. This determines, in the most applicable scenario, a 7-dimensional
space for the droplet description. In literature of point-process systems,
such a representation is classified as a Klimontovich description of
7

the system (see Subramaniam (2000) for its application to sprays).
While for many fluids some of this dimensions can easily be lumped
or neglected (e.g. 𝐱𝐝 in particle laden isotropic turbulence boxes (Park
t al., 2017)) sprays displays, at least, 2 main direction of development,
he axial and the radial. Furthermore, a description of the atomization
atterns can be provided by understanding which is the typical droplet
ize distribution and how much of the kinetic energy of the liquid core
s retained by atomized droplets. In the following sections, a droplet is
efined as a continuous region of liquid, regardless of its shape or size.
urther details on their detection algorithm and related observations
an be found in Appendix B.

Fig. 7 shows the probability of droplet size distribution expressed as
𝑑𝑣 = 𝑁∕𝑁𝑡𝑜𝑡 where 𝑁𝑡𝑜𝑡 is the total number of droplets. In a first place,

it must be noted that the MBC case displays more atomization than
the SBC case, given that 𝑁𝑡𝑜𝑡,𝑀𝐵𝐶∕𝑁𝑡𝑜𝑡,𝑆𝐵𝐶 = 1.2. This should not be
iscredited as marginal, as such an increment in atomization means a
ignificantly higher mass loss in the spray core. In this case, it is evident
hat the turbulent isotropic structures induced by the SBC case are less
rone to trigger atomization than the anisotropic structures produced
n MBC.

Aside from the total droplet count, Fig. 7 highlights an interesting
spect of the atomization phenomena. In fact, the probability function
𝑑𝑣 is remarkably similar for the two cases suggesting that, despite

otal number of droplet differs significantly, the way in which the
igaments form and the spray breakup occurs follows a similar pattern.
his similarity helps to assess the quality of the droplet analysis (as
ll the mass lost has to convert into droplets). As already addressed in
ection 3.3 the only significant difference in the one-dimension kinetic
nergy spectrum can be located at the largest scales. In this context, this
ould reinforce the conclusion that the larger turbulent structures are
esponsible for the detachment of large liquid structures from the liquid
ore. Once the larger liquid structures are detached from the liquid
pray core, smaller eddies act as surface perturbations that prompt
tomization and further breakup. This hypothesis, although difficult to
efinitively prove with this simulations datasets, would be in agreement
ith the Kolmogorov hypothesis of log-normal distributions resulting

rom fragmentations and its consequent fractal behavior, observed in
iquid sprays by Marmottant (2001) and Chehroudi and Talley (2004)
nd elegantly summarized in Gorokhovski and Herrmann (2008). On
he other hand, its proof would rely on droplet tracking and breakup
etection, which is very computational demanding and difficult to
erform, especially in conjunction with the extraction of the turbulence
tatistics reported above. Furthermore, it is likely that some type of
wo-way coupling between surface instabilities and turbulence could
e identified in future studies, dedicated to analyzing coalescence and
reakup in sprays.

As a droplet detach from the liquid core, two scenarios are pos-
ible from a kinematic standpoint, already briefly introduced when
nterpreting the spectral results. Either the droplet is advected by the
ain flow or is deviated towards the spray periphery. Being this study

arried over in the NF region, where high average density can still be
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found on the spray axis, the first scenario is quite likely to occur for
droplets that have just detached from the liquid core and that have
not yet reached a significant radial penetration. Furthermore, as the
radial velocity component is still significantly smaller than the axial and
considering a rapid decaying Gaussian axial velocity profile, a droplet
will rapidly lose velocity the further it gets from the spray axis. These
considerations suggest that the droplet kinetic energy 𝐸𝑘 is a good
indicator to have an understanding of the behavior of droplets in the 3
dimensions 𝐮𝑑 by lumping them via a physical parameter.

Fig. 8 shows the probability function for the droplet kinetic energy.
n this Figure, the kinetic energy of each droplet is made dimensionless
y dividing it for the injection kinetic energy 𝐸𝑖𝑛𝑗 = 1∕2⟨𝑈⟩

2, giving
∗
𝑘 = 𝐸𝑘∕𝐸𝑖𝑛𝑗 . The expectancy of 𝐸𝑘

at low kinetic energy values is
ignificantly higher than other values, suggesting that many droplets
ave reached a quasi-rest state, hence a significant distance from the
pray axis. Discussions available in literature (Shinjo and Umemura,
011; Salvador et al., 2018) suggest that these droplets are generated
y the bending of the spray front into the typical mushroom-like shape.
he peripheral liquid sheet is then teared by aerodynamic shear given
y the large toroid-eddy generated on the front. This eddy usually
isplays |𝐮| ≈ 1.5⟨𝑈⟩ tangential to the toroid and in the opposite
irection of the main flow (Shinjo and Umemura, 2011; Salvador
t al., 2018). Once this transient phenomenon is passed, the velocity
f the droplets generated by the spray front rapidly decay due to the
erodynamic drag provided by the spray core. These droplets are likely
he ones that display a very small 𝐸𝑘 in Fig. 8.

To have a better insight on how the kinetic energy is distributed
mong droplets, Fig. 9 shows the joint PDF for the dimensionless kinetic
nergy 𝐸∗

𝑘 and the droplet diameter 𝑑𝑣. In order to improve the data
8

eadability, the contour coloring is logarithmic and the values are f
divided by the maximum value, hence no color scale is reported. Fig. 9
shows that, despite droplets of any diameter have the possibility of
having very low kinetic energy, most of them are among the ones with
the smaller diameter. Once again, the MBC case and the SBC case show
a consistency in the described patterns. Finally, the resulting PDF from
Figs. 7 and 8 is showed in Fig. 10 where a log-normal like distribution
is shown for the PDF of the droplet diameter PDF, panel (a), and an
xponential decay for the kinetic energy, panel (b).

The existence of droplets with kinetic energy higher than the in-
jection kinetic energy (in Fig. 8) also needs to be discussed. Although
this may seem physically unrealistic it should be noted that the mean
velocity 𝑈𝑏 at the spray inlet differs from the centerline velocity due to
the characteristic velocity profile of the wall-bounded flows. This result
in 𝑈𝑐∕𝑈𝑏 = 1.35. Obviously, these droplets are expected to be along the
enterline.

Aside from the singularities in the extreme regions of the flow
xplained above, Fig. 8 shows an exponential decay of the number of
roplets with increasing kinetic energy.

.5. Droplet radial position

The mere description of the radial position of each droplet (which
xamples can be found in Salvador et al. (2018)) may be interesting
or general spray characterization, but is insufficient for a statistical
escription of the spray. In fact, round sprays are conical in nature
t sufficiently high Reynolds numbers and their spray angle changes
ith the considered axial position, as described in Benajes et al. (2017).

n particular, the spray cone angle changes significantly depending on
hether the dense region or the dilute region are considered. In the
irst case, it is difficult to define a spray cone angle as in experimental
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Fig. 9. Joint PDF of droplet diameter 𝑑𝑣 and dimensionless kinetic energy 𝐸∗
𝑘 .
Fig. 10. Time averaged PDF of droplet diameter, panel (a), and normalized kinetic
energy, panel (b).

visualization. When the spray enters the dilute region, it is easier to
define a set of straight lines defining the spray cone projection over the
image plane. For this reason, the droplets radial distribution is showed
in conjunction with the corresponding axial position which gives a
complete understanding of the space occupied in the pseudo-cone
described by the spray.

Fig. 11 shows the joint PDF for the radial position (divided by its
axial position) and the axial position (divided over the total x-length
𝑙𝑥). As done before, the contour is logarithmic and normalized by its
larger value. This figure shows that for 0 < 𝑥∕𝑙𝑥 < 0.5 in both cases no
angle is yet formed. This region shows a number of droplets which are
pushed quite far from the spray axis. The analysis of the time sequence
of the snapshots reveals that these droplets are not generated in the
9

spray when the statistical stationary state is reached. In fact, these
droplets are generated by the spray tip during its transient penetrations
and, for reasons explained previously, they rapidly lose kinetic energy
until they reach a negligible velocity in comparison with the spray
injection velocity. As a matter of fact, similar values for the tip radius
during the transients are found in Shinjo and Umemura (2011). For
𝑥∕𝑙𝑥 > 0.5 a pattern is observed, as droplet clusterize in 𝑟∕𝑥 < 0.15.
Here, droplets probability  reaches an asymptotic behavior, which
indicates the formation of a cone angle. This behavior is expected to
be maintained in the dispersed region.

In general, Fig. 11 shows a distinct pattern for both cases and
it reinforces, once again, the idea that no significant differences in
the atomization patterns can be observed from the droplet topological
analysis. It is also interesting to notice that the larger turbulent scales
have no significant effect on the general droplet spread behavior, while
they affect the total number of droplets generated.

3.6. Spray axial development

Fig. 11 already gave a first grasp of how the droplet are distributed
axially, but still the total number of droplets at each radial position
should be addressed.

Fig. 12 shows the probability (𝑥) of finding droplets at a given
axial position (normalized by the nozzle diameter 𝐷𝑛); below the curve,
two time-averaged contour of the volume fraction in the simulation are
showed respectively from the MBC and the SBC cases. After a non-
atomized region (for 𝑥∕𝐷𝑛 < 2) both cases start atomizing and, after
a steep region at 2 < 𝑥∕𝐷𝑛 < 5, the probability (𝑥) for the two
cases collapse again, into an extremely similar behavior. Despite this
similarity, the axial time-average of the volume fraction decays signif-
icantly faster in the MBC case. This behavior is in agreement with the
higher number of droplets generated from the MBC case. In the steeper
region of (𝑥), for 2 < 𝑥∕𝐷𝑛 < 5, a certain correspondence can be
found between the start of such a region and the axial shrinking of the
liquid region, although the liquid region does not end when the steeper
region stops. This is in contrast with what deduced in experimental
analysis (e.g. Benajes et al. (2017)), where the conclusions drawn from
the external optical characterization of the spray suggested the end of
the intact core length to coincide with the end of the steeper region of
(𝑥).

The comparison of the volume fraction also supports the idea previ-
ously stated, that the low frequency turbulent structures are responsible
for the large liquid structures detachment. Furthermore, it is interesting
to understand how the droplet size is distributed at each axial distance.
In fact, this would help understand what are the drivers which generate
atomization at each axial position.
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Fig. 11. Joint PDF for the droplet radial position 𝑟 (normalized by its axial position 𝑥) and axial position 𝑥 (normalized by its axial total length 𝑙𝑥).
Fig. 12. Probability (𝑥) of droplet presence as a function of axial position (top).
Below, simulation time-averaged contours of the volume fraction as a function of the
radial position as well as the axial distance, both normalized by the nozzle diameter
𝐷𝑛. The 𝑥-axes of the figures are aligned.

Fig. 13 shows the probability function (𝑑𝑣) at various axial position
from 𝑥∕𝐷𝑛 = 2.5 to 𝑥∕𝐷𝑛 = 25 at increasing gray-scales. The number
of bins for the droplet diameter has been reduced to increase the
curve resolution as less droplets were available at each axial position
(especially at lower values of 𝑥∕𝐷𝑛). As previously described, it is
interesting to notice that at early axial positions most of the droplets
generated are of small size where larger 𝑑𝑣 are almost nonexistent.
Again, this is because, as previously assessed, most of the droplets
in this region are just created by the spray tip, which is an isolated
phenomenon in the simulation transient. While increasing the axial
position, the curves converge over a more evenly distributed diameter
size and towards a distribution similar to what has been obtained in
Fig. 7. Again both curves converge towards the same distributions
although, for low penetrations, the MBC case is more biased towards
the generation of smaller droplets.

3.7. Generation of droplets over time

Time characterization of droplets generation can be used to deter-
mine differences between the two cases and information on the spray
behavior. While many approaches could be used for this purpose, we
10
chose to be consistent with the methodology used in Sections 3.4 and
3.6 and show, in a first place, the temporal generation of droplets
grouped by size.

Fig. 14 shows the generation of droplet within a size range (reported
in the legend) in terms of total mass per diameter range 𝑀𝑑 . The sets of
curves have been divided over two figures to improve readability and
only ranges with significant mass are showed. The spray tip reaches
the end of the domain at 𝑡𝑒𝑛𝑑 ≈ 27 μs while the statistics showed in
Sections 3.4 and 3.6 are taken for 40 μs < 𝑡 < 300 μs. Until 𝑡𝑒𝑛𝑑 , all
droplets sets display a linear increment of mass, which is extremely neat
for those sets where a high droplet number is available for statistics
(e.g. 𝑑𝑣 < 10 μm). The correspondent time-averaged slope, expressed as
𝑑𝑀∕𝑑𝑡 (for 𝑡 < 30 μs) is showed in Fig. 15(a). As obvious for this part
of the simulation, all the derivatives are positive, and a clear trend can
be observed.

It is immediately evident that droplet sets that are of high relevance
in droplet diameter distributions statistics, such as 𝑑𝑣 < 5.5 μm are less
relevant from a total mass standpoint. In fact, it can be observed how
significant importance is gained by droplets for which 5.5 μm < 𝑑𝑣 <
12.5 μm. As there are no evidences that a sufficient mesh size has ever
been achieved for fully turbulent atomizing sprays, this trend suggests
that non-fully-resolved DNS simulations (at least from an atomization
standpoint) may still be useful tools for providing data for sub-grid
models and for improving the understanding of the spray behavior.

After the total spray penetration has been reached, still a quite clear
trend can be observed as the simulation reaches a statistical stationary
state. In order to do so, similarly to what was previously discussed
for the transient, Fig. 15(b) shows mass generation over time for the
different droplet size. As widely discussed before, we hypothesized that
the smallest droplets are generated by the spray tip, therefore it is likely
to see that their generation rate decrease as shown for 𝑑𝑣 < 10 μm.
Globally the total number of small droplets decrease in the statistically
stationary state. In fact, it is likely that aside from a reduction in their
production, overall a significant amount of coalescence is occurring,
justifying a negative value of the derivative. On the other hand, there
is still a slight production of droplets for 𝑑𝑣 > 10 μm but significantly
smaller than what achieved during the initial transient. A zero-mean
value for 𝑑𝑀𝑑∕𝑑𝑡 is likely not possible to be reached. As droplets detach
from the spray core in the statistical-stationary phase of the injection,
they can either be transported outside the domain (i.e. by the main
flow) or they can be pushed towards the periphery of the spray and
lose all their momentum. In this second scenario, droplets will not be
able to exit the computational domain, as their position is too far from
gas regions with high-momentum and their advection is not possible.
Therefore they can either accumulate (i.e. contributing to increase
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the value of 𝑑𝑀𝑑∕𝑑𝑡 for the specific droplets size-range) or possibly
merge with other droplets that are transported in the nearby regions.
Therefore, the statistical stationary state for droplets generation is
described by a convergent value of 𝑑𝑀𝑑∕𝑑𝑡.

It is clear that most droplets are generated in the transient phase of
he spray before a complete penetration occurs. To show this behavior,
ig. 16 the ratio between the total mass of droplets 𝑀𝑑 and the total

injected mass 𝑀𝑖𝑛𝑗 over time. Before 𝑡𝑒𝑛𝑑 the total amount of injected
mass grows faster than the total mass injected. Overall, the MBC
accounts for more atomized mass, although the ratio is less prominent
than what discussed previously for the SBC case, showing that most of
the droplets generating the discrepancy are of small size (hence less
appreciable in mass terms). At 𝑡 > 𝑡𝑒𝑛𝑑 , 𝑀𝑑 increases way slower than
he total amount of mass injected 𝑀𝑖𝑛𝑗 (which keeps growing linearly
ith time), hence the curves collapse towards a hyperbole.

Indeed, this consideration highlights the fact that most of the
roplets are generated by the transient phase. The aerodynamic shear,
hich is the main driver generating the turbulence necessary for

riggering atomization is responsible just for a small amount of the
roplet generated hence it is likely that the effects generated by the
nisotropic structures of the MBC are far more important in the initial
ransient, although no easy explanation can be provided with the data
vailable in this study.
11
.8. Radial distribution function analysis

One of the advantages of treating a spray as a point-process is that
he droplet statistical location can be resumed by very few parameters
n the disperse region. One of them, and maybe the most important, is
he relative distance between droplets, namely the RDF.

As already mentioned in Section 3.4, the droplet discretization used
ere has the inherited possibility of treating the spray by means of
Klimontovich approach (Subramaniam, 2000). In this case, if the

emporal evolution of the spray is neglected, the fine-grained statistical
iscrete function that describes the spray depends only on velocity 𝐮,

location 𝐱 and diameter 𝑑𝑣. All three variables have been statistically
characterized above, but no information has been provided on distance
between droplets. In statistical mechanics, as well as in point-process,
this information can be summarized into the RDF. Intuitively, this
function characterizes the probability of finding a droplet at a specific
distance from another one, given that all droplet positions are known
and that each distance between a droplet pair is computed at their mass
center. This probability can then be compared to the case in which all
the given droplets are equally distributed along the domain. A simple
mathematical description of this function can be given by:

𝑅𝐷𝐹 (𝑟𝑖) =
𝑁𝑝,𝑖 𝑉 . (6)

𝑁𝑝 𝛿𝑉𝑖
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Fig. 15. Averaged droplets generation rate as a function of the droplet diameter for
he transient phase, panel (a), and the statistically stationary phase, panel (b).

where 𝑁𝑝,𝑖 is the total number of droplets pair at a distance contained
in a sphere shell of radius 𝑟𝑖 and volume 𝛿𝑉𝑖 divided by the uniform
droplet pair distribution 𝑁𝑝∕𝑉 where 𝑁𝑝 is the total number of droplet
pair and 𝑉 is the total domain volume.

It is worth notice that the definition in Eq. (6) is useful in exper-
iments and in particle laden simulation, where the droplet uniform
distribution has an actual sense, given the geometry of the physical
problem. It is the authors opinion that for sprays this definition should
be revisited in future studies. The geometry of sprays, as already widely
discussed, can be well characterized by a cone where the angle can be
defined by the radial mass concentration (see Benajes et al. (2017)).
In a domain as the one used here, there will be a significant portion
of the domain that will not be populated by droplets and that will
offset the RDF function. On the other hand, the values obtained here
are comparable with data found in literature (Sahu et al., 2016; Park
et al., 2017), hence likely capturing the clustering of smaller droplets.
As the discussion of this topic could be complex in the dense region,
this problem is destined to future works.

Fig. 17 shows the RDF for the MBC (left) and the SBC (right) cases.
As the number of smaller droplets (𝑑𝑣 < 15 μm) is significantly high,
smoother statistics are obtained, while for larger droplets a noisier sig-
nal is found. Very small droplets have the tendency to cluster together.
As the droplet size increases their clustering decrease and a minimum is
found for 𝑑𝑣 ≈ 10μm. Finally, as the diameter increase further, droplets
again tend to form clusters. These trends are likely due to different
phenomena. Smaller droplets are easier to advect due to their low mass,
therefore tends to follow the small-particle behavior, hence forming
clusters in low turbulence regions. Larger droplets are mostly formed
in the spray core and have a significant inertia, as well as total mass.
While these factors would lead to the conclusion that these droplets
12
should disperse, the fact that most of the velocity in the spray core is
still predominantly axial, cause these droplets to still penetrate axially,
therefore their dispersion is relatively low.

4. Conclusions

In the present work, the analysis of two different cases, namely SBC
and MBC, allowed to understand and quantify the influence of turbulent
structures shapes, in principle described by the same integral quantities
𝐿 and 𝐼 , on the spray breakup and atomization. The effects of these
structures is quantified both from analyzing the resulting turbulent
field generated in the NF and by analyzing in depth droplet statistics.
The discussion performed in Sections 3.2 and 3.3 is particularly re-
vealing. Here, data show that an a-priori determination of 𝜂 for this
kind of multiphase flows is likely to be fairly inaccurate. This simple
correlations in fact neglect the complexity of the flow in the mixing
area of the dense region. The spectra demonstrates that the unresolved
energy is a negligible percentage of the total one, hence the information
loss does not prevent to obtain significant results. On the other hand
the smallest scale for atomization DNS is still to be reached and, as
discussed in literature (Pitsch and Desjardins, 2010), will likely require
the development of more suitable numerical techniques able to resolve
up to the phase-interface thickness.

Despite these limitations in modern multiphase DNS simulations,
some interesting contribution about the flow spectra have been
achieved. In a first place, the pseudo-fluid method for obtaining spectra
was used to achieve smooth spectrum and to understand how the
energy distributes among scales at different radial positions of the
spray. The same tool was used to quantify the differences in the Fourier
coefficients at large scales, providing an explanation on the different
breakup dynamics occurring in the two cases. The differences in the
one-point statistics allow to assess that the current domain is still far
from reaching the full axial self-similarity described in literature for jets
and sprays in the disperse region. Despite that, this work contributes in
the understanding of the transition from near-field to far-field and how
the velocity profiles behave when affected by different nozzles (here
represented by the differences in the turbulent structure shapes). We
believe that, in order to confirm the self-similar properties of sprays
in the dispersed region, future simulations will have to aim at larger
domains.

The droplet analysis allows to improve the understanding on how
turbulence affects breakup. In fact, the small differences in probability
(and probability density) functions highlights how 𝑅𝑒 and 𝑊 𝑒, here
constant for both the MBC and the SBC cases, are still the main pa-
rameters that need to be investigated in these flows in order to capture
differences in the atomization behavior. While anisotropic structures
trigger a significantly stronger atomization, the overall probabilities
are not significantly different, showing that nozzle turbulence could be
used to accelerate the spray breakup but not to control the atomization
behavior if the same turbulence parameters are maintained.

A study of the spray topology reveals consistent patterns. For both
cases, the probabilities for droplet axial and radial positions have been
analyzed, revealing how, despite the significant differences in the total
number of droplets generated, the patterns of atomization for the two
cases are quite similar. Similar conclusions are also drawn from the
droplet time generation and their generation rates.

Overall, some interesting considerations can be drawn. In a first
place, it is important to observe that the different total number of
droplets generated and the differences in the one and two point statis-
tics (analyzed in dimensional space) seem to point towards the conclu-
sion that for engineering purposes, the inlet boundary conditions are of
fundamental importance in determining the atomization behavior of a
spray, especially in light of its applications in combustion studies.

On the other hand, all the analysis performed reveal similar pat-
terns, showing how the overall atomization physics is dictated mainly
by 𝑅𝑒 and 𝑊 𝑒 of the studied cases. While this conclusion seems
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Fig. 16. Total mass of atomized droplets over the total mass injected as a function of time.
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rivial, it may actually have profound implications. As turbulence and
tomization are usually topics addressed as chaotic processes, the us-
ge of different initial and boundary conditions could dictate severe
ifferences in their development. Such differences are not observed
ere. In other terms, this opens for future research on the fundamental
ynamics generating this phenomena in a possibly deterministic way.
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ature of the flow.
Appendix A. LES methodology and validation

The LES simulation was performed using the open-source code
OpenFOAM. The geometry used is a cylinder with diameter equal
to 𝐷𝑛, reported in Table 1. The cylinder length have been defined
ccording to literature data, as the ratio 𝑙𝑛∕𝐷𝑛 (with 𝑙𝑛 being the
ozzle length) have significant effects on the correct development of
urbulent structures (Eggels et al., 2006). El Khoury et al. (2013) used a
𝑛∕𝐷𝑛 = 12.5 for a 𝑅𝑒𝑏 of 5300, quite similar to the one simulated here
see Table 1), concluding that the findings on (Wu and Moin, 2008)
𝑛∕𝐷𝑛 = 7.5 had a sufficient length for the axial structures to propagate.
onsequently, we set 𝑙𝑛∕𝐷𝑛 = 8 based on these considerations. In
rder to successfully initialize turbulent structures in the LES domain,
e imposed an isotropic turbulence field thanks to the spectral methods
roposed by Rogallo (1981).

The solver pisoFOAM is used, based on the PISO algorithm (Issa,
986), to solve the following governing equations:

𝜕𝑢𝑖
𝜕𝑡

+
𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= − 1
𝜌𝑙

𝜕𝑝
𝜕𝑥𝑖

+ 𝜈 𝜕
𝜕𝑥𝑗

(

𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)

(A.1a)

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 (A.1b)

where 𝑢𝑖 is the filtered velocity field, 𝜌𝑙 is the liquid density (constant,
s reported in Table 1) and 𝑝 is the filtered pressure field. The subgrid
cale model chosen is the Wall-Adaptive Local Eddy-viscosity where the
erm 𝑢𝑖𝑢𝑗 in (A.1a) is rewritten as:

𝑢𝑖𝑢𝑗 = 𝜏𝑖𝑗 + 𝑢𝑖𝑢𝑗 . (A.2)

Here, 𝜏𝑖𝑗 is the residual (or subgrid) stress tensor, which is modeled
according to Nicoud and Ducros (1999).

Finally, the simulation is performed at a fixed time-step of 20 ns for

a time equal to 𝑁𝑤 = 60 in order to allow for reliable statistics.
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Fig. A.18. Validation of the LES simulation against literature DNS data provided
y Eggels et al. (2006). Panel (a) shows the wall-law, plotted using the dimensionless

mean velocity while the root mean squared velocity is shown in panel (b).

A.1. Validation and analysis

In order to validate the simulation outcome, the results have been
compared to literature data from Eggels et al. (2006) for both, the
average velocity and the root mean squared components in Fig. A.18.
Both plots are showed as a function of the dimensionless wall distance
𝑦+ = 𝑦𝑢𝜏∕𝜈, where 𝑦 is the distance from the wall and 𝑢𝜏 is the
shear velocity. Fig. A.18(a) shows the LES simulation validation for the
dimensionless mean velocity ⟨𝑈+

⟩ = ⟨�̃�⟩∕𝑢𝜏 . In this figure, a good agree-
ment between the LES data and the DNS data (from Eggels et al. (2006))
is demonstrated. Panel (b) of the same figure shows the dimensionless
root mean squared velocity 𝑢+𝑟𝑚𝑠 = 𝑢𝑟𝑚𝑠∕𝑢𝜏 where, although the general
behavior is well captured, the results are clearly showing a displace-
ment in the direction of higher 𝑦+. This error in Fig. A.18 leads to the
discussion about the mesh size difference between the LES and the DNS
simulation and why, this error, is overall negligible. The necessity to
resolve the wall-induced shear, implies a mesh refinement in the wall
region of the LES simulation, while the DNS, using a Cartesian grid,
has a constant mesh size (see Table 2). While an interpolation will be
mandatory in order to adapt the solution to the coarser DNS mesh, this
will also imply that some frequencies will be filtered out. Furthermore,
a case can be made that surface tension inherently dumps the effect
of smaller eddies (Milgram, 1998), largely developed in the near-wall
region. While it remains to be proven that small wall structures are
not a major influence on the atomization process (especially in the
generation of smaller droplets), the needs for an interpolation simplifies
the comparison between MBC and SBC. In fact, this filtering procedure
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will force the smallest eddies to be removed by the LES solution, hence
enhancing the comparability between the MBC and the SBC cases. More
specifically, the SBC case uses a synthetic turbulence algorithm which
will generate turbulent structures as large as the turbulent integral
lengthscale 𝐿 and as small as the mesh size 𝑑𝑥. This method is based
on two main steps (which are better explained in Salvador et al. (2018)
and Klein et al. (2003)): at first, the hypothesis of homogeneous turbu-
lence (and the consequent autocorrelation function proposed by Davies
and Batchelor (2007)) is used to filter a matrix of random numbers
in order to generate a randomly coherent smooth field. Afterwards,
the resulting field is adapted to the specific case by using the profiles
showed in Fig. A.18, the turbulence intensity 𝐼 and the turbulent
length-scale 𝐿. The derivation of the latest two parameters from an LES
simulation will be discussed later on in this section.

While for smaller scales the hypothesis of homogeneous turbulence
may be acceptable (as an extension of the local isotropy hypothesis
formulated by Kolmogorov), it is most likely not the case for larger
scales of motion, close to the integral length scale. Fig. A.19 dis-
plays the turbulent structures detected using the Q-criterion algorithm
by Jeong et al. (1995) colored by the local vorticity. This snapshot
(performed after 30 washouts) shows a major axial orientation of the
turbulent structures, which are advected by the main flow, suggesting
an anisotropic action of the velocity components. While an in-depth
discussion of anisotropy in wall-bounded flows across the scales is
outside from the scope of this paper, a full discussion on the topic can
be found in the work of Biferale and Procaccia (2005).

A.1.1. Velocity interpolation from LES to DNS simulation
Once the LES results have been validated, the data can be interpo-

lated into a Cartesian mesh for usage in ParisSimulator. As previously
observed, the larger structures can be faithfully reproduced thanks to
the 𝑙∕𝐷𝑛. On the other hand, accurately reproducing the behavior of
smaller structures close to the wall is particularly challenging. The
main reason is that the wall spacing in the LES simulation is 𝑑𝑥𝐿𝐸𝑆 ≈
𝑑𝑥𝐷𝑁𝑆∕30 (and increase exponentially), thus significantly smaller than
the DNS mesh. This mesh size corresponds to a 𝑦+ = 0.3, more than
sufficient for an accurate solution of the wall. For this discrepancy in
mesh size, it is important to notice that the wall behavior, as well as the
smallest turbulent structures of the LES, will not be accounted for in the
DNS. In order to reproduce the mean flow (see Fig. A.18(a)) it is not
significant, as a linear region can easily be reproduced with only two
points. On the other hand, the velocity fluctuations, especially at their
peak (panel (b)) will be attenuated to only 4 grid points (see Fig. A.20).

As previously mentioned, while this simplification may represent an
incomplete representation of the LES results, it improves once again the
comparability between the MBC and SBC simulations, where the effect
of the most turbulent region is under-resolved. Furthermore, a case
can be made (Milgram, 1998) that surface tension inherently dumps
the effect of smaller eddies, largely developed in the near-wall region.
Furthermore, a Cartesian mesh resolved up to 𝛿𝐿𝐸𝑆 is unfeasible even
for state of art DNS simulations (Ling et al., 2019; Hasslberger et al.,
2019).

Finally, this effect, while worth mentioning, is considered to be
irrelevant for the present study.

Appendix B. Droplet detection algorithm

Droplet detection (sometime referred to as tagging) has been widely
used in multiphase flows in general for bubbles and droplets. The
application of this methodology to Lagrangian Point-Particle (LPP) is
a clear example (Ling et al., 2015) and excellent methodologies have
been developed and employed (i.e. Herrmann (2010)) for achieving
this goal. On the other hand, due to the implicit necessity of having a
spherical droplets for the drag model added as a source term in Eq. (1b),
usually only liquid structures that are approximately spherical are de-
tected. Furthermore, this methodology is often used as a debris removal
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Fig. A.19. Turbulent structures captured by the Q criterion as described in Jeong et al. (1995).
Fig. A.20. Inlet boundary condition for the MBC case. On the left the interpolated result to be fed into ParisSimulator and the mesh, on the right the LES corresponding result
and the mesh points in red. All the axis are expressed in μm.
algorithm to improve the code stability (Shinjo and Umemura, 2010).
In this work the whole domain is analyzed for any liquid structure of
any shape and velocity. Afterwards, the liquid structures are reduced
into a spheres of equivalent volume, center of mass and mean velocity
to the original liquid structure. This method, while neglecting many
features of the fluid structures is inherently simpler to handle. In fact,
it offers a practical and easy way to compare directly the results from
DNS simulations to Discrete Droplet Method (DDM) (Dukowicz, 1980).
The main steps for the droplet analysis are, in sequence:

• 1- Remove the spray intact core: in this step all the cells that are
continuously attached to the nozzle outlet are removed from the
computational domain. The removal procedure starts from each
cell in the injection section and checks if at each successive cell
in the �̂� direction has 𝐶 ≥ 𝐶𝑡ℎ (any cell verifying this condition is
hereafter considered as full, otherwise empty). If so, the cell index
is added to the collection of indexes composing the spray core and
the cell color function and velocity are saved as well aside the
index. The cell is then emptied, hence 𝐶 = 0. Finally, a recursive
algorithm is used to check if each cell is attached to other full
cells and so on recursively until only empty cells remains in the
nearby. This last iteration helps detect all the ligaments attached
to the spray core and remove them as well.

• 2- Detect the droplets: each cell of the domain is checked for
𝐶 ≥ 𝐶𝑡ℎ. If true, the recursive scanning of the cells nearby is once
again called. If the code runs into a boundary or into a limit of
recursive depth the liquid structure is marked for merging (which
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will be done at the end). Per each cell composing the droplet, only
the index and the values for 𝐶 and 𝐮 are stored and are uniquely
attributed to that droplet.

• 3- Droplet properties calculation: The droplet volumetric diam-
eter is computed as 𝑑𝑣 = 3

√

6𝑉𝑑∕𝜋 where the droplet volume 𝑉𝑑
is computed using the cell color function and the cell volume.
The velocity and the center of mass are computed as a weighted
average of the velocity components and the coordinates.

The results of the procedure described above is showed in Fig. B.21,
where both the equivalent droplet and the shadowed isocontour of the
VOF is showed at 𝑡 = 𝑇𝑡∕4.

The data displayed in the following section show the transient as
well as the statistically stationary behavior. For the transient, each
snapshot is analyzed every 0.5 μs until 𝑇𝑡 and is represented against
time. For the statistically stationary behavior, a snapshot is analyzed
every 10 μs from 𝑇𝑡 until 𝑇𝑡 + 𝑇𝑠𝑠 (this last sum marks the end of the
simulation) and all the snapshots resulting datasets are averaged. The
reason for the difference in the time sampling lays within the different
goals set for each analysis. The transient analysis, in fact, relies on high
frequency snapshot to try capturing the general dynamics that dictate
the spray formation and the droplet generation. On the other hand, as
it will be shown more clearly in the following sections (and already
observed in (Shinjo and Umemura, 2011; Salvador et al., 2018)) most of
the smallest droplets that are located at the spray cone periphery have
already lost significant kinetic energy due to the air drag. Furthermore,
most of the larger droplets (hereafter, every liquid structure will be



International Journal of Multiphase Flow 150 (2022) 103891M. Crialesi-Esposito et al.
Fig. B.21. Results of the droplet detection procedure at 𝑡 = 𝑇𝑡∕4 with 𝐶𝑡ℎ = 0.4.
The equivalent droplets are colored by velocity, while the shadowed isocontour is the VOF field. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
Fig. B.22. Parameterization of the 𝐶𝑡ℎ parameter during the statistically stationary part of the simulation (from 𝑇𝑡 until 𝑇𝑡 + 𝑇𝑠𝑠).
called droplet regardless of its radius or eccentricity) are generated by
the spray breakup and are advected by the main flow. In order to allow
a significant time for some of these droplets to leave the domain (if such
an event will occur), a significant time interval between each snapshot
is required and a longer time for statistics as well. These statements
will be supported by the analysis in this work.

As explained above, the only parameter that can be picked in the
algorithm is 𝐶𝑡ℎ. Its value may have significant repercussions on the
results and on their physical interpretation, hence it requires further
analysis.

Fig. B.22 shows the effect of the value 𝐶𝑡ℎ during the droplet size
distribution analysis in the statistically stationary part of the simula-
tion. A first significant trend can be noted in the smallest range of
droplets (e.g. between 𝑑𝑣 ∈ [2.34, 3.80[). This range represents droplet of
the diameter close to the simulation mesh size, 𝑑𝑥. While these droplets
are clearly meaningless physically and indicate, at best, an under-
resolution of the mesh size for this type of simulation, they underline
a specific behavior of the post-processing algorithm. In fact, the lower
𝐶𝑡ℎ is, the lower the number of droplets detected 𝑁𝑑𝑟𝑜𝑝, which shows
that indeed in the simulation many liquid structures are hold together
by very thin liquid filaments (i.e. 𝐶 < 𝐶𝑡ℎ), which are represented by
low 𝐶 in single cells connecting the droplets. Therefore, the higher 𝐶𝑡ℎ,
the more these liquid structures will be divided into two (or more)
droplets. This leads to an obvious underestimation of larger droplets
for high values of 𝐶 . In other words, low values of 𝐶 accounts for
16

𝑡ℎ 𝑡ℎ
ligaments on the verge of atomizing (where the low value of 𝐶 compose
the ligaments) as being part of larger structures, hence increasing the
number of larger droplets. On the other hand, this ligaments are likely
to be breaking up after few simulation timesteps, hence accounting for
them as a small droplet is not strongly misleading when analyzing the
results.

More importantly, Fig. B.22 highlights how there is a certain num-
ber of ranges, where 𝑑𝑣 ∈ [6.71, 22.72[, for which 𝑁𝑑𝑟𝑜𝑝 is quite close,
regardless of the value picked for 𝐶𝑡ℎ. In the authors opinion, this is
actually the region where the analysis should be focused and where
the most reliable data are provided. It is in fact quite clear that these
droplets are in a disperse enough region of the spray so that they have
more than one cell distance from any other liquid structure. Therefore,
the chances of these droplets of coalescing or breaking up within short
time intervals is quite reduced.

Another important effect for analyzing 𝐶𝑡ℎ carefully in DNS simula-
tions of atomization is also that it may significantly affect the resulting
distribution from a statistical standpoint. It is in fact well known that
behind different probability distributions lie very different physical
explanations (Villermaux, 2007). Still, this aspect is usually partially
neglected when discussing numerical results and may lead to significant
errors in the estimation of the statistical model used to interpret (and
understand) atomization. While smaller droplets (𝑑𝑣 < 4𝑑𝑥) are to
be considered debris, larger droplets are indeed an important part of
determining the droplet size distribution. The lower likelihood of their
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formation represents indeed a challenge in estimating which physical
model is mostly suited to describe the process (Marmottant and Viller-
maux, 2004; Villermaux et al., 2004; Ling et al., 2017). As these are
usually considered reliable droplets, because of the high number of
grid points that defines these liquid structures, Fig. B.22 highlights how
the criteria chosen for their detection has indeed a significant impact
both on the accuracy of the statistical model chosen to describe these
behaviors and the total droplet count. On the other hand, detection of
droplets in a dispersed region (e.g. as done in Ling et al. (2017, 2019))
may limit the description of the atomization behavior, while increasing
the reliability of the data analyzed. These aspects will indeed need more
in-depth studies in the future.

Appendix C. Methodology for turbulence analysis in DNS

In a first place, the two most important scales in the study of
turbulence are Kolmogorov space (𝜂) and time ( 𝜏𝜂) scale:

=
(

𝜈3

𝜖

)1∕4
(C.1a)

𝜂 =
( 𝜈
𝜖

)1∕2
(C.1b)

Where 𝜖 is the energy dissipation rate. Furthermore, in the present
work, the local turbulence level has been quantified using the Taylor–
Reynolds number, defined as:

𝑅𝑒𝜆 =

√

⟨

𝑢′2
⟩

𝜆

𝜈
(C.2)

here
⟨

𝑢′2
⟩

is referring to the average of the summed square of
ach velocity component and 𝜆 is defined as the Taylor microscale
rom Wilson and Hulme (1983):

=

√

15𝜈
⟨

𝑢′2
⟩

𝜖
(C.3)

As by definition, 𝜂 and 𝜏𝜂 are the smallest scales occurring in a
urbulent flow (at least, from a kinematic standpoint), it seems natural
o take them as the resolution to use in the analysis of the flow (obvi-
usly, the former spatial and the latest temporal). Many correlations
ave been used to estimate a-priori these scales (e.g. Pope (2001)),
ostly relying on a correct estimation of the energy dissipation rate.

t is therefore intuitive that the scales to be considered for the analysis
re the cell size 𝛥 and the time-step 𝑡𝑠 used in the simulation. In other
ords, the sampling of the simulation results should be output each cell
alue, at each time-step, in lack of more accurate information.

In order to limit the amount of data required, it is important to
elect which information to extract. Unfortunately, no real convergent
tatistical study has been yet conducted on atomizing sprays. This
ack of knowledge on sprays (both numerical and experimental), may
e compensated by using data from single-phase jets, which are ex-
ensively documented since some of the very first analysis of energy
pectra (Corrsin, 1943) and have been continuously analyzed and
mproved over the years (Antonia et al., 1986; Hussein et al., 1994;
adeghi and Pollard, 2014; Craske et al., 2015).

The analogy between multiphase flow sprays and jets is quite
traight forward. Both have a Gaussian velocity decay along the radial
oordinate after the Near-Field is surpassed (therefore approximately
hen 𝑥 > 25𝐷𝑛), which is generated by shear with the calm quiescent
ir in the domain and is a function of the axial position; such a decay
etermines the velocity angle, widely characterized both experimen-
ally and numerically in jets and sprays. An obvious consequence of the
atest similarity is that, as the total momentum need to be conserved
hile the axial velocity decays, more momentum is transmitted in the

adial direction, until the velocity eventually matches the one of the
17
calm air (hence 𝑢 ≈ 0). As the velocity decreases radially, it may be
assumed that the turbulence intensity decreases accordingly after the
mixing layer. These considerations lead to the assumption that at a
fixed axial distance, on each iso-radius curve (for each point located
at the same radial distance from the jet centerline), the flow statistics
need to be statically stationary. In other words, if we use the cylindrical
coordinates (𝑥, 𝑟, 𝜃), fixing the first two coordinates at 𝑥 = 𝑥𝑝 and 𝑟 = 𝑟𝑝,
⟨𝑢𝑖(𝜃, 𝑡)⟩ and

⟨

𝑢′2𝑖 (𝜃, 𝑡)
⟩

are constant for each value of 𝜃. The function
𝑢′(𝜃) at each time-step will obviously be a periodic function of period
2𝜋 and can be adequately defined with 𝜃 ∈ (−𝜋, 𝜋].

By being 𝑢′(𝜃) representative of a specific turbulence level, this
epresents a set of data easy to compare to Hot-Wire Anemometry
HWA) studies of jets. In fact, the usual way to operate in this tech-
ique (Sadeghi and Pollard, 2014) is to collect first a set of time-variant
ata using a hot-wire sensor, then convert it to space-variant using the
aylor hypothesis:
𝜕𝑢
𝜕𝑥

= 1
𝑢
𝜕𝑢
𝜕𝑡

(C.4)

which is commonly known as the Taylor frozen-turbulence hypothe-
sis (Taylor, 1938). While this hypothesis has not been definitively
proven to be valid in free-shear flows (Tong and Warhaft, 1995), it
has the inherited advantage of referring to just one point, hence only
one level of turbulence (if, as in jets, such value is space dependent),
consistent through the whole period of the statistic averaging. In fact,
the way in which a one-dimensional spectra of the energy is usually
computed in sprays is by directly applying a Fast Fourier Transform to
the axial velocity measured along the spray centerline.

Following up on these considerations, the usage of 𝑢′(𝜃) is safely
allowing to evaluate all turbulent structures along the azimuthal di-
rection while providing a complete description even for sprays/jets in
which no full penetration is reached.

All the considerations done lead to the conclusion that a sub-domain
reaching the whole radial extension of the spray should be used. In
other words, if 𝑥 is the spray penetrating direction, the whole extension
over 𝑦, 𝑧 should be extracted at each time-step, while on the 𝑥 direction
only 3 points can be extracted, which are required to calculate a first
order central difference for the 𝜕𝑥𝑢𝑖 strain tensor component and should
be sufficient if the mesh size is small enough.

On the other hand, the axial position for the area 𝛺 to extract,
still remains to be assessed. In order to fix that, some the knowledge
from previous works of Salvador et al. (2018) and Torregrosa et al.
(2020) can be used. Here it is showed clearly that once a turbulent
inlet boundary condition is used, a spray axial breakup is reached and
the spray intact core length is no more visible after 𝑥∕𝐷𝑛 > 10. The
analogy between single-phase and multiphase jets requires the presence
of smooth fields for all the fluid properties for the correct determination
of Eq. (C.1). For this reason, it is important to position 𝛺 where no
sharp interface can be detected stably during the whole simulation.
Furthermore, a more diluted region seems more indicated for such
an analysis as it is statistically impossible to have any point with a
probability of 1 of having liquid during the whole averaging period.
Droplet that lose momentum may stagnate in the domain, but these
points are intrinsically characterized by a static velocity field, therefore
out of interest for the present analysis. These considerations position 𝛺
at 𝑥∕𝐷𝑑 ≈ 25.

Once 𝛺 has been positioned, the first step is the calculation of
statistics for the average fields. As a more in depth analysis of the flow
average field will be done in Section 3.1, some considerations need
to be done here. As we said, the goal is to define a continuous field
for both density and viscosity, hence, for example, Eq. (2) could be
used as a template. Let now define the field 𝑃 (𝑥, 𝑦, 𝑧) which could be
defined as the probability of finding liquid at any given moment in a
specific location of the simulation. It could be observed that, for VOF
simulations, the field 𝑃 could be seen as a time average of the color-
function 𝐶, but in order to maintain a general approach it is useful to
onsider it in terms of probability. This pseudo-fluid method has been
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already used by the authors to study the turbulent behavior of sprays
in Torregrosa et al. (2020), where more details on the methodology can
be found.

C.1. Methodology for the spectral analysis

There are several ways of obtaining a one-dimensional spectra for
a specific fluctuating velocity component. In the present work, the
method by Taylor (1938) is used to calculate the autocorrelation first,
and then the flow energy spectra.

The autocorrelation function is generally written as:

𝑅𝑖𝑗 (𝛿𝑥, 𝑡) =
⟨

𝑢′𝑖(𝑥 + 𝛿𝑥, 𝑡)𝑢′𝑗 (𝑥, 𝑡)
⟩

(C.5)

Where 𝛿𝑥 represents the lag parameter used as distances between the
two correlated points in space. In the studied case, the autocorrelation
could be computed over the whole range of the azimuthal coordinate
𝜃, which is the direction over which a statistical stationary behavior
can be observed. Still, as 𝑢(𝜃) is a periodic function, the autocorrelation
should not tend to 0 asymptotically, instead should reach a peak again
at 𝜃 = 2𝜋, as the signal returns close to its original value. For this
reason, Eq. (C.5) can be rewritten in its discretized form (for a single
time step):

𝑅𝑖𝑗 (𝜉) =
𝑁𝜃−1
∑

𝑛=0
𝑢′𝑖(𝑑 + 𝛥𝜃)𝑢′𝑗 (𝛥𝜃) (C.6)

where 𝑁𝜃 is the number of element of the 𝜃 vector and 𝜉 is the discrete
distance vector (that goes linearly from 0 to 𝛥𝜃(𝑁𝜃 − 1). By being the
signal periodic, any point has 𝑁𝜃 − 1 points on which 𝑅𝑖𝑗 (𝜉) can be
computed, per each value of 𝑑. Therefore, a useful way to visualize the
process is concatenate twice the signal 𝑢′𝑖(𝜃), but only compute 𝑅𝑖𝑗 (𝛽)
until the point 𝑁𝜃 − 1. Finally, any spurious frequency can be filtered
by calculating the average 𝑅𝑖𝑗 (𝛽) over the total number of time-steps.

The non-dimensionless autocorrelation function can be used to cal-
culate the one-dimensional spectra:

𝐸𝑖𝑗 (𝜅1) =
1
𝜋 ∫

∞

0
𝑅𝑖𝑗 (𝜉)𝑒−𝑖𝜅1𝜉𝑑𝜉 (C.7)
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