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Resumen 
Los modelos de lenguaje no han obtenido su popularidad solo por sus capacidades de 

generación de textos sino también por la capacidad de aprendizaje que tienen. En este trabajo se 

realiza una exploración de las capacidades resolutivas de los modelos de lenguaje sobre el ajedrez. 

Este caso de uso nos permite mediante notaciones especificas procesar un problema visual como 

el ajedrez en uno relativo a texto, pudiendo asi realizar diversos experimentos con diversos 

enfoques de 'prompts'. Conceptos de 'in-context learning' y 'fine-tuning' relativo a 'prompts' serán 

introducidos y estudiados. 

Palabras clave: IA, ML, DL, Generative AI, GPT, Chess. 

 

Resum 
Els models de llenguatge no han obtingut la seua popularitat només per les seues capacitats de 

generació de textos sino també per la capacitat d'aprenentatge que tenen. En aquest treball es 

realitza una exploració de les capacitats resolutives dels models de llenguatge sobre els escacs. 

Aquest cas d'ús ens permet mitjançant notacions especifiques processar un problema visual com 

els escacs en un relatiu a text, podent asi realitzar diversos experiments amb diversos enfocaments 

de 'prompt'. Conceptes de ‘in-context learning’ i ‘fine-tuning’ relatiu a ‘prompts’ seran introduïts 

i estudiats . 

 

Paraules clau: IA, ML, DL, Generative AI, GPT, Chess. 

 

Abstract 
 

These Language Models have not acquired their popularity based only on their text-generation 

capabilities, but also for the ability of learning they do have. An exploration of these capabilities 

over chess is carried out. With chess, it allows to process the game as a Natural Language text 

problem. Using specific chess notations, a visual problem is transformed into a base generated 

text problem. Analysing its capabilities of reasoning and solving puzzles with different prompt 

approaches will be the aim of this thesis. ‘In-context learning’ and ‘fine-tuning’ concepts will be 

introduced and studied. 

 

 

Keywords: IA, ML, DL, Generative AI, GPT, Chess.  

 



 

V 

Content table 

 
List of Figures ................................................................................................................ VII 

List of Tables................................................................................................................... IX 

1. Introduction ............................................................................................................... 1 

1.1 Objectives ........................................................................................................... 1 

1.2 Structure ............................................................................................................ 2 

2. Artificial Intelligence ................................................................................................. 3 

2.1 Machine Learning (ML) ................................................................................... 4 

2.1.1 Training ......................................................................................................... 4 

2.1.1.1 Supervised Learning ......................................................................................5 

2.1.1.2 Unsupervised Learning ..................................................................................5 

2.1.1.2.1 Reinforcement Learning ........................................................................... 6 

2.1.1.2.2 Reinforcement Learning from Human Feedback .................................... 6 

2.1.2 Deep Learning ............................................................................................... 6 

2.1.2.1 Artificial Neural Networks ............................................................................. 7 

2.1.2.1.1 Transformers ............................................................................................. 8 

3. Generative Artificial Intelligence ............................................................................. 11 

3.1 Language Models (LM) .................................................................................... 11 

3.1.1 Large Language Models (LLM) ................................................................... 12 

3.1.2 Instruction Tuned LLM ............................................................................... 12 

3.2 Training ............................................................................................................ 13 

3.2.1 Natural Language Processing (NLP) ........................................................... 13 

3.2.1.1 Stopwords ..................................................................................................... 14 

3.2.1.2 Stemming ...................................................................................................... 14 

3.2.1.3 Lemmatization ............................................................................................. 14 

3.2.1.4 Tokenization ................................................................................................. 15 

3.2.1.5 Word Embeddings ....................................................................................... 15 

3.2.1.6 Temperature ................................................................................................. 17 

3.3 Inference ........................................................................................................... 18 

3.3.1 Prompts ........................................................................................................ 19 

3.3.2 Iterative Prompt Development .................................................................... 19 

3.4 GPT Language Models ..................................................................................... 19 

3.4.1 Models .......................................................................................................... 20 



 

VI 

3.4.1.1 ‘GPT-3.5-turbo’ Language Model ............................................................... 20 

3.4.1.2 ‘GPT-4’ Language Model............................................................................. 24 

3.4.2 In-context Learning .................................................................................... 25 

3.4.2.1 Zero, One and Few-Shot Learning ............................................................. 26 

3.4.3 ChatML ......................................................................................................... 27 

3.4.3.1 Roles .............................................................................................................. 27 

3.4.3.1.1 System ...................................................................................................... 28 

3.4.3.1.2 User .......................................................................................................... 28 

3.4.3.1.3 Assistant ................................................................................................... 28 

3.4.4 Moderation .................................................................................................. 29 

3.5 Fine-tuning ...................................................................................................... 29 

3.6 Language Model Applications. ....................................................................... 30 

4. Artificial Intelligence for Chess ................................................................................ 31 

4.1 Chess Engines .................................................................................................. 31 

5. Experiments ............................................................................................................ 33 

5.1 Chess to Natural Language Problem.............................................................. 33 

5.1.1 Forsyth-Edwards Notation (FEN) .............................................................. 33 

5.1.2 Universal Chess Interface (UCI) ................................................................. 34 

5.2 ‘python-chess’ Library ................................................................................ 34 

5.3 Evaluation ....................................................................................................... 35 

5.4 Data retrieval and processing ......................................................................... 36 

5.4.1 Retrieval ....................................................................................................... 36 

5.4.2 Processing .................................................................................................... 36 

5.5 Experiment set-up ........................................................................................... 37 

5.6 Prompt design ................................................................................................. 39 

5.6.1 In-context learning ...................................................................................... 42 

6. Results ..................................................................................................................... 43 

6.1 Experiments outputs format .......................................................................... 43 

6.2 Accuracies ........................................................................................................ 43 

6.3 Sub-experiments results ................................................................................. 44 

6.3.1 GPT-3.5-turbo results ................................................................................. 46 

6.3.2 Ft-GPT-3.5-turbo results ............................................................................ 46 

6.3.3 GPT-4 results ................................................................................................47 

6.3.4 Further observations ....................................................................................47 

7. Conclusions ............................................................................................................. 49 

8. References ................................................................................................................ 51 



  

 

 

List of figures 
 

 

Figure 1. Artificial Intelligence vs Machine Learning vs Deep Learning (Anon n.d.-b) .. 4 

Figure 2. Graphical representation of a training process in an ANN (Ringa Tech 2021). 5 

Figure 3. Comparative table between supervised and unsupervised learning (Kumar 

2021) ................................................................................................................................. 6 

Figure 4. Simple Artificial Neural Network Diagram, Perceptron (Rowe n.d.) ................ 7 

Figure 5. Complex Artificial Multi-Layer Neural Network Diagram (Team 2023) ......... 8 

Figure 6. Recurrent vs Feed-Forward Neural Network (Donges 2023) .......................... 9 

Figure 7. Self-attention mechanism output diagram visualisation (Anon 2023f) ........... 9 

Figure 8. Self-attention mechanism output diagram visualization (Anon n.d.-e) .......... 10 

Figure 9. Output example from an input to a base LLM (Anon n.d.-c) .......................... 12 

Figure 10. Output example on a base LLM, with no capabilities to answer questions 

(Anon n.d.-c). .................................................................................................................. 12 

Figure 11. Output example from an instruction tuned LLM answering questions (Anon 

n.d.-c)............................................................................................................................... 13 

Figure 12. Stemming example in python with nltk corpus python library. .................... 14 

Figure 13. Tokenize sentence example in python with nltk corpus python library. ....... 15 

Figure 14. Load pretrained Word2Vec model for purposed showcases. ......................... 16 

Figure 15. Word embeddings of the ‘king’ word. ............................................................. 16 

Figure 16. Output of the words that are most like the ‘king’ word. ................................. 16 

Figure 17. 3D Visualization of the king and most similar words to it. ............................ 17 

Figure 18. Graphical explanation of the temperature attribute (Anon n.d.-c)................ 18 

Figure 19. Iterative Prompt Development graphical explanation (Anon n.d.-c). ........... 19 

Figure 20. Graphical representation of how OpenAI RLHF works (Gokultechninza 

2023b) ............................................................................................................................. 21 

Figure 21. Comparative of hallucinations with and without RLHF (OpenAI 2023b). .... 21 

Figure 22. GPT-3 training dataset composition (Anon 2023d). .................................... 22 

Figure 23. Brief descriptions of each model of GPT-3.5 series (OpenAI 2023b). .......... 22 

Figure 24.Evolution from GPT-3 series into GPT-3.5 series (Fu, Peng, and Khot 2022).

 ........................................................................................................................................ 22 

Figure 25. Brief explanation of both GPT-3.5-Turbo models (OpenAI 2023b). ............ 23 

Figure 26. GPT-4 parameters comparation with other LLM (Kerner 2023) ................. 24 

Figure 27. GPT-4 token pricing (OpenAI 2023b). ......................................................... 25 

Figure 28. GPT-3.5-turbo token pricing (OpenAI 2023b). ............................................ 25 



 

VIII 

Figure 29. Zero, One, Few-shot vs Fine-tuning (Brown et al. 2020) ............................. 26 

Figure 30. Showcase of roles in GPT-3.5-turbo with ChatML roles ............................... 27 

Figure 31. Diagram of roles in GPT-3.5-turbo with ChatML roles (Anon n.d.-c). ......... 28 

Figure 32. Showcase of ChatGPT response to harmful content. .................................... 29 

Figure 33. FEN notation example (Feng et al. 2023a). .................................................. 33 

Figure 34. UCI moves notation example (Feng et al. 2023a). ....................................... 34 

Figure 35. python-chess library showcases example (Fiekas 2023). ............................. 35 

Figure 36. python-chess library showcase example (Fiekas 2023)................................ 35 

Figure 37. Initial prompt iteration ................................................................................. 39 

Figure 38. Second iteration of prompt. .......................................................................... 40 

Figure 39. Third and final iteration of prompt................................................................ 41 

Figure 40. GPT error log during execution. .................................................................... 41 

 

  



 

IX 

List of tables 
 

 

Table 1. GPT LLM experiment setup ............................................................................... 37 

Table 2. ICL sub-experiment with GPT-3.5-turbo and temp 0 ...................................... 38 

Table 3. ICL sub-experiment with GPT-3.5-turbo and temp 1 ...................................... 38 

Table 4. ICL sub-experiment with fine-tuned GPT-3.5-turbo and temp 0 .................... 38 

Table 5. ICL sub-experiment with fine-tuned GPT-3.5-turbo and temp 1 ..................... 38 

Table 6. ICL sub-experiment with GPT-4 and temp 0 ................................................... 38 

Table 7. ICL sub-experiment with GPT-4 and temp 1 .................................................... 38 

Table 8. Output format of each sub-experiment ............................................................ 43 

Table 9. ICL sub-experiment results with GPT-3.5-turbo and temp 0. ......................... 44 

Table 10. ICL sub-experiment results with GPT-3.5-turbo and temp 1. ........................ 45 

Table 11. ICL sub-experiment results with fine-tuned GPT-3.5-turbo and temp 0. ...... 45 

Table 12. ICL sub-experiment results with fine-tuned GPT-3.5-turbo and temp 1. ...... 45 

Table 13. ICL sub-experiment results with GPT-4 and temp 0. ..................................... 45 

Table 14. ICL sub-experiment results with GPT-4 and temp 1. ..................................... 45 

Table 15. Number of matching moves per sub-experiment. .......................................... 48 

  



  

 

1 
 

1. Introduction 
 

Nowadays Artificial Intelligence (AI) has achieved a prominent role in various domains 

of our society, transforming the way we interact with technology and opening new 

opportunities for development and innovation of newer products and services. One of 

the most fascinating aspects of AI is its generative capability, known as ‘Generative 

Artificial Intelligence’. 

‘Artificial Intelligence is the theory and development of computer systems able 

to perform tasks normally requiring human intelligence (Qwiklabs n.d.-a). 

Generative Artificial Intelligence refers to the ability of AI systems to produce new 

content, whether in the form of text, images, or music from some input. These inputs are 

also referenced by the term ‘prompt’. A prompt is a short piece of text that is given to the 

system and can be used to control the given output from the system without modifying 

its natural behaviour (Qwiklabs n.d.-a). 

There are several systems of Generative Artificial Intelligence (GenAI), such as 

generative models of images from text (text-to-image); generative models of videos from 

images (image-to-video); generative models of text from text (text-to-text) known as 

Language Models. 

Language Models (LM) are statistical tools that anticipate the next word(s) in a sequence 

by computing the probability distribution of a given sequence. Language models are 

typically trained on a large dataset with data from various sources such as books, news 

articles, web pages and so on (Qwiklabs n.d.-b). 

Among Generative Language Models, Generative Pretrained Transformer (GPT) 

Language Models, developed by OpenAI, has shown an exceptional performance and 

results. The model uses Neural Networks and large datasets to learn linguistic patterns 

and generate coherent and relevant text in response to a given prompt. 

GPT LLM’s have gained worldwide recognition this year, showcasing diverse 

applications through prompts and significantly influencing daily life. In this thesis, an 

experiment over these models is carried exploring its own capabilities over an abstract 

concept like chess. Chess puzzles will be supplied targeting a potential next move leading 

to a checkmate. Their in-context learning will be tested with different conversational 

input prompts. A fine-tuning process over one of these LLM’s will be done as well.  A 

comparison with the effectiveness of both approaches with different GPTs’ will be 

studied. 

1.1 Objectives 

 

An introduction Generative Artificial Intelligence (GenAI) field, over the text-generative 

field with Language Models (LM) and Large Language Models (LLM) is carried. 

Furthermore, this thesis aims to study of capacity and limitations of these models over 

an abstract concept like chess. 
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Experiments will be conducted over these LLMs in a non-Natural Language use case, like 

chess puzzles. Different prompt techniques will be supplied to the model, including 

concepts of fine-tuning and in-context learning. In-context learning refers to the ability 

of the model to learn given a conversational dataset into him; without affecting to the 

natural behaviour of the models. In contrast of fine-tuning, that does affect this natural 

behaviour. 

Fine-tuning OpenAI’s LLMs is available from September 2023. An experiment setup 

using both GPT-3.5-turbo and GPT-4 base models and GPT-3.5-turbo fine-tuned version 

is done, analysing learning, and solving capabilities over chess puzzles. 

1.2 Structure 

 

For the consecution of the proposed objectives above, a brief explanation in Chapter 2 

introducing key concepts on AI such as AI itself, Machine Learning (ML) and Deep 

Learning (DL); the latter is particularly described when it is related with Artificial Neural 

Networks (ANN). 

Additionally, in Chapter 3, a brief explanation of Generative Artificial Intelligence 

(GenAI) will be introduced among its key concepts like Language Models (LM). An 

explanation of what are LM, and its training procedure will be briefly explained in 

Section 3.1. In Section 3.2, different Natural Language Processing techniques required 

for a model to understand human natural language will be explained including 

Tokenization, Lemmatization, and Embeddings. 

In Section 3.3, an explanation of the inferring concept and how to infer into LMs via 

prompts will be carried out. In Section 3.4, the evolution of OpenAI language models will 

be briefly covered, with a focus on the GPT dialog chat LLMs.  

Over Chapter 4, a brief introduction of chess on the AI field is introduced. Chess engines 

will be briefly defined and explained. Some history of this engines will be exposed. 

Chapter 5 includes all the experiments design. Since the definition of each of experiments 

and sub-experiment to the chess notation used. These notations transform a chess game 

in a text generation problem. Prompt design process is also detailed, with different 

iterations done. 

These experiments consist of a series of chess puzzles, finding the move that produces a 

checkmate situation over it. 

Results section will be Chapter 6, where results are shown and explained. An analysis of 

the results given per each model is done, with an addition of some further observations 

that could be made over these results. 

Chapter 7 concludes the work, summarizing results given and briefly explained why of 

these results, including a future work related to it. 
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2. Artificial Intelligence 
 

The advancement of technologies in terms of computational capacity, progress and 

development of new algorithms are bringing the concept of AI to a greater use in our 

daily lives. There are many examples using AI such as the development of autonomous 

vehicles, data analysis; for predictions, or the generation of smart chatbots. 

One of the fields that have gained more popularity during this year over other AI topics 

has been the branch of Generative Artificial Intelligence: through the release of language 

models such as Generative Pretrained Transformer (GPT) Large Language Models 

(LLM).   

Building machines with the ability to reason, learn, and behave in ways that would need 

human intelligence, or involving data beyond what people can examine is the focus of the 

study of AI. AI is a broad field that includes many different topics; computer science, 

data analysis and statistics, and software engineering (Anon 2023h). 

But AI is not the only main concept involved in this scenario; other concepts are involved 

in this field. However, there has been a certain lack of knowledge about the different 

concepts and their relationships among them. The three key concepts are Deep Learning 

(DL), ML, and AI itself (Oracle 2018a). 

When discussing AI and its purpose, various learning algorithm techniques are applied. 

These techniques include a learning process; empowering the system to produce outputs 

like human responses when given specific inputs (Qwiklabs n.d.-a). 

These learning techniques belong to the subfield of ML, which is one of the key concepts 

mentioned earlier; they also fall under the umbrella of the AI concept. There are various 

learning techniques. One of these techniques, which has gained popularity, efficiency, 

and power, is DL (Oracle 2018a). 

DL is an ML technique. It's based on Artificial Neural Networks (ANN); which will be 

explained later. Its main goal is to replicate human learning. These techniques require 

prior training with specific datasets; this trains the AI system using the provided 

algorithms. There are various types of learning techniques; further on explained (Anon 

n.d.-f; Oracle 2018a). 

In summary, AI pertains to algorithms grounded in ML, facilitating self-directed and 

automated learning, employed for diverse purposes (Alonso 2023). This leads to AI being 

the overarching notion encompassing ML. Moreover, the notion of DL, being a segment 

of ML; also encompassed within the AI framework. 

To sum up: 

𝐴𝐼  ⊃  𝑀𝐿  ⊃  𝐷𝐿  
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Figure 1. Artificial Intelligence vs Machine Learning vs Deep Learning (Anon n.d.-b) 

Collectively, these pivotal ideas are interconnected and mutually enhance each other, 

propelling progress in crafting intelligent systems able to execute tasks autonomously 

with minimal human intervention (Oracle 2018a). 

2.1 Machine Learning (ML) 

 

Machine Learning (ML) is a subset of AI; it can autonomously learn (hence the term 

"Machine Learning"). The goal is to create a model where human intervention is 

minimized, if not eliminated altogether; producing accurate answers/outputs closely 

aligned with a given context. In essence, these models can "learn" from data patterns 

without explicit human guidance (Anon 2023c; Oracle 2018b). 

Rather than being explicitly programmed to perform a specific task, it learns 

automatically through exposure to data and identification of patterns and relationships 

in it (Anon 2023g). 

Machine learning encompasses different training approaches, such as Supervised 

Learning, Unsupervised Learning, Reinforcement Learning (RL) or Reinforcement 

Learning from Human Feedback (RLHF) and so on. The aim of each training approach 

depends on the kind of model we are trying to achieve and the purpose of it (Copeland 

2016). 

2.1.1 Training 

 

Training is necessary for a model to learn from data and perform specific tasks. It enables 

the model to acquire knowledge finding patterns and relationships from a set of training 

data; allowing to make predictions or decisions on new data given (GraphEverywhere 

2019). 

Notably, training stands as a pivotal ML phase; it significantly shapes the model's 

performance and its capacity to extrapolate from fresh data. Effective training hinges on 

a comprehensive and enriched dataset, suitable algorithmic and methodological 
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selections, and adept tuning of the model's hyperparameters (parameters preset prior to 

training, like learning rate, batch size, or epoch count) (Delua 2021).  

Training is over and finished when the learning curve of the model remains constant. An 

example of how the learning curve of a sample model looks like can be seen in Figure 2. 

 

Figure 2. Graphical representation of a training process in an ANN (Ringa Tech 2021). 

The image depicted above illustrates the training process of a simple ANN (aimed at 

learning the conversion of Fahrenheit to Celsius degrees, utilizing a labelled dataset). At 

Epoch 40 (a full iteration over the model's training data), the learning curve plateaus. 

This signifies the model's training process concludes at this point, rendering additional 

epochs unnecessary (Delua 2021). 

2.1.1.1 Supervised Learning 

 

Supervised Learning entails an algorithm furnished with a dataset composed of labelled 

instances presented as pairs of {data, label}. These labels signify the desired output the 

model should generate when given an input, thus supervising the necessary output 

corresponding to the given input (Delua 2021) 

The concept behind this learning technique involves deriving insights from past 

examples to predict future values; examining relationships within this labelled data and 

enable the system to make decisions autonomously (Delua 2021). 

An instance of a model utilizing a Supervised Learning approach could involve 

categorizing images, like animal pictures, by labelling them as dog, cat, and more. The 

model would return us an output (tag) derived from the probabilities associated with all 

feasible tags presented to the model during the training stage. 

2.1.1.2 Unsupervised Learning 

 

In Unsupervised Learning, the algorithm receives a dataset of non-labelled examples. 

The essence of this learning technique lies in examining raw data, analysing it (spotting 

patterns), and observing if it naturally organizes into clusters (Delua 2021). The 
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algorithms autonomously unveil hidden patterns and data groupings, independent of 

human involvement. 

The primary distinction between Unsupervised and Supervised Learning, lies in the 

absence of a labelled dataset. The algorithm independently provides an output based on 

what the model has received during its training phase. 

A comparative image between both the Supervised Learning and Unsupervised Learning 

based on the input data, accuracy, and complexity can be seen in Figure 3. 

 

Figure 3. Comparative table between supervised and unsupervised learning (Kumar 2021) 

2.1.1.2.1 Reinforcement Learning 

 

Reinforcement Learning (RL) forms a subset of ML; it revolves around an agent 

mastering interactions with an environment to maximize cumulative rewards. The agent 

learns by taking actions within the environment and receiving feedback in the form of 

rewards or punishments. Consequently, the agent fine-tunes itself, guided by these 

rewards or punishments, to produce the anticipated output, aligning with the objectives 

set by AI system developers (Bajaj 2018) 

2.1.1.2.2 Reinforcement Learning from Human Feedback 

 

Reinforcement Learning from Human Feedback (RLHF) constitutes a ML strategy that 

merges RL techniques—rewards and comparisons—with human direction to educate an 

AI agent. The goal of RLHF is to elevate the effectiveness and aptitude of machine 

learning algorithms by integrating human expertise and knowledge (Bajaj 2018; 

Mandour 2023) 

This approach strives to address the limitations of Supervised Learning and 

Unsupervised Learning, in which machine learning algorithms exclusively learn from 

labelled or unlabelled data (Mandour 2023) 

2.1.2 Deep Learning 

 

Deep Learning (DL) constitutes a subset of ML. It relies on utilizing Artificial Neural 

Networks (ANN), which will be explained in the upcoming section, to simulate the 

cognitive processes of the human brain. This enables DL to tackle more intricate patterns 

beyond the capabilities of traditional ML algorithms (Delua 2021) 
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DL algorithms emerged with the intention of increasing the effectiveness of traditional 

ML techniques. Under traditional machine learning methods, significant human effort is 

required to train the software. 

2.1.2.1 Artificial Neural Networks 

 

Artificial Neural Networks (ANN) are made up of collection of layers of nodes (neurons). 

There are three types of layers, the input layer, the hidden/s layer, and the output layer. 

An ANN consists of at least three layers, including the input/output layer and at least one 

hidden layer (Anon 2023i). An example of a simple representation, also called 

perceptron, can be found in Figure 4. 

 

Figure 4. Simple Artificial Neural Network Diagram, Perceptron (Rowe n.d.) 

Input layer stands for the information from the outside that is given as input to the ANN. 

Output layer is the result of all the data processed by the ANN. Hidden layer/s are layers 

that takes the input from the input layer or from previous hidden layer (Anon 2023i). 

Each layer is composed or built up with several artificial neurons. The design of artificial 

neurons was inspired by real biological neurons. Our neurons processes environment 

data or stimulations and sends electrical pulses to other neurons, producing an output 

being a human reaction. Artificial neurons tend to do the same behaviour as human 

neurons (Rowe n.d.). 

Each artificial neuron is built up with its inputs, outputs and two private variables, an 

activation function; that produces the output of the artificial neuron, and a threshold. If 

the result of the activation function is greater than the threshold, then the neuron gets 

activated and sends its result to the next hidden layer (Team 2023). 

A diagram of how layers are interconnected, and a graphical representation of a complex 

multi-layer network can be seen in Figure 5. As the layers progress, each neuron in each 

layer can make decisions at a more intricate and abstract level, compared to the neurons 

in preceding layers. This is because it considers the output of the previous neurons as its 

input (Team 2023). 
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Figure 5. Complex Artificial Multi-Layer Neural Network Diagram (Team 2023) 

Each arrow that connects two nodes (artificial neurons) represents a connection. These 

connections hold associated numerical values, referred to as weights. A weight signifies 

the strength of the connection between the neurons. Both weights and thresholds are 

computed by the neural network during the training phase, assigning values that best 

align with the network's operations (Rowe n.d.; Team 2023). 

The input of each neuron in its respective hidden layer consists of the addition of every 

input node from the previous layer times the respective weight value of the connection. 

The following formula represents the calculation. 

𝑍 = ∑ 𝑋𝑖 𝑥 𝑊𝑖

𝑖

 

Among all activation functions that can be used, one to mention and has been widely 

used in artificial neural networks is ReLU. ReLU stands for “Rectified Linear Unit”.  

Since using this activation formula, a certain number of neurons are activated, the 

function is computationally more efficient than other functions (BerenLuthien 2016; 

DaemonMaker 2014; RockTheStar 2019). 

2.1.2.1.1 Transformers 

 

Normal or Feed-Forward Neural Networks (which progress unidirectionally from the 

input layer through hidden layers to the output layer) lack any recollection of previous 

inputs as they solely focus on the current input. This makes such networks inadequate 

for forecasting forthcoming elements based solely on the current input; a necessity to 

retain contextual information arises (Donges 2023). 

In the history of AI, various methods have emerged to "retain" or maintain data context. 

One noteworthy approach is Recurrent Neural Networks (RNNs), which operate with an 

information "loop." Neurons in an RNN consider both the current input and the 

knowledge accumulated from preceding inputs when making decisions (Donges 2023). 

A diagram illustrating the distinction between feed-forward and recurrent architectures 

can be observed in Figure 6. 



 

9 

 

Figure 6. Recurrent vs Feed-Forward Neural Network (Donges 2023) 

While this network type addresses context preservation, it carries a drawback: a limited 

short-term memory capability (Donges 2023). In the realm of RRN and NLP field, the 

model retains context between words. However, the initial output might not correlate 

with the conclusion, as these networks fail to monitor the ongoing context of the entire 

conversation. This underscores the need to sustain context consistently throughout the 

process. 

Regarding Generative Artificial Intelligence, which will be elaborated upon, there arises 

a necessity to maintain conversational context, necessitating a long-term memory to 

generate a coherent output root-ed in that context. 

To address the short-term memory issue, a 2017 paper titled "Attention Is All You Need" 

presented a solution through an encoder-decoder architecture named Transformer, 

incorporating attention layers. This design aimed to overcome the constraints of RNNs 

in handling sequential data, notably  upgrading the processing of natural language text 

(Vaswani et al. 2017) 

Self-attention models facilitate the association of each specific word in the input prompt 

with other words within the same prompt. This establishes connections between 

individual words and the entirety of the prompt. This mechanism empowers the model 

to concentrate on the most pertinent sections of the input sequence for each prediction, 

in contrast to processing the entire sequence simultaneously (Vaswani et al. 2017). The 

visual representation of these relationships is depicted in Figure 7. 

 

Figure 7. Self-attention mechanism output diagram visualization (Anon 2023f) 

The architecture comprises an encoder and a decoder, both consisting of multiple layers 

of self-attention and feed forward ANNs. The encoder handles the input sequence, 

yielding a series of hidden states. These states are subsequently employed by the decoder 

to craft the output sequence. Additionally, the decoder employs self-attention to gauge 
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the significance of the input sequence while producing each output token (Anon 2023f). 

Figure 8 is a depiction of such model's architecture. 

One of the key advantages of the architecture is that it allows for parallel processing of 

the input sequence, which makes it much faster to train compared to other Neural 

Networks, such as the recurrent ones. This is because the self-attention mechanism 

allows each token in the sequence to be processed independently of the others, rather 

than sequentially (Vaswani et al. 2017) 

 

Figure 8. Self-attention mechanism output diagram visualization (Anon n.d.-e) 

Generative Artificial Intelligence, as per Language Models (LM) and Large Language 

Models (LLM) such as GPT LLM are based on the Transformer’s architecture explained 

above. 
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3. Generative Artificial Intelligence 
 

AI capable of producing novel content spanning text, images, music, and video is referred 

to as "Generative Artificial Intelligence," often abbreviated as "GenAI." A recent 

inclusion in this AI domain comprises the introduction of tools like ChatGPT and Google 

Bard. These are AI chatbots enabling users to interact by posing queries, prompts, or 

questions to a language model and subsequently obtaining a distinctive output generated 

by the model (Qwiklabs n.d.-a). 

GenAI generates fresh content by drawing upon the entirety of existing data that the 

system has been trained on. It crafts new and distinct outputs using the inputs provided, 

commonly referred to as prompts (Qwiklabs n.d.-a). 

It diverges from conventional AI, which focuses on discerning patterns and formulating 

predictions from preexisting data. GenAI models initiate with a prompt, which might be 

presented as text, an image, a video, or any other processable input within the AI system's 

scope. GenAI employs a statistical model to anticipate a plausible response, thereby 

generating novel output (Qwiklabs n.d.-a). 

The main distinction between GenAI  and traditional AI is the nature of the model's 

output. If the output is a numeric value, a probability score, or a predefined class, it 

signifies a traditional AI model. Conversely, if the output takes the form of a natural 

language response, a video, an audio clip, or similar content, the model falls under the 

category of GenAI (Qwiklabs n.d.-a).  

The significance of the GenAI domain extends beyond its individual applications. It 

brings us closer to a point where communication with computers occurs in natural 

language, bridging the gap between human communication and programming 

languages. 

3.1 Language Models (LM) 

 

As previously detailed, GenAI has the capability to process a wide array of input types 

(prompts) and subsequently produce novel responses. Language Models (LM) are a 

prominent subset within the GenAI domain that typically generate text-based outputs. 

Notable examples of such models include OpenAI's LLMs like GPT-3.5-turbo and GPT-

4. 

“Language models are models that use machine learning (ML) to conduct a 

probability distribution over words to predict the most likely next word in a 

sentence based on the previous entry (Kapronczay 2023)”.  

They are simply statistical tools that anticipate the next word(s) in a sequence by 

computing the probability distribution of a sequence of words (Kapronczay 2023). They 

learn about patterns in language trough training data. 
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Beyond LM, there exist other categories of GenAI models, like image models. These 

models, when given a textual prompt, generate images in accordance with the input 

description. An illustration of this kind is the DALL·E 2 model by OpenAI. 

3.1.1 Large Language Models (LLM) 

 

Also, LM, but they've undergone a training process using extensive datasets, earning 

them the label "Large Language Models (LLM)". These models possess the ability to 

generate superior-quality output compared to standard LM. This elevated quality can be 

attributed to the considerably larger and higher-quality data that these models have been 

exposed to during their training, as opposed to the datasets provided to basic LM (Peng 

et al. 2023a; Qwiklabs n.d.-b) 

 

Figure 9. Output example from an input to a base LLM (Anon n.d.-c) 

In the depicted image, an instance of input (highlighted in red) and its corresponding 

output (displayed in black) is illustrated. Given that LLMs predict the subsequent word 

relying on training data, the generated output maintains a correlation with the input 

supplied (Qwiklabs n.d.-b) 

When provided with questions as input, the model could generate new questions linked 

to the input. However, it's important to note that the model lacks the capability to 

comprehend intentions deeply, such as providing answers to questions. 

 

Figure 10. Output example on a base LLM, with no capabilities to answer questions (Anon n.d.-c). 

When a question is posed, the expectation is to receive an answer rather than just 

additional related questions. This is where Instruction-Tuned LLMs come into play. 

These models can be tailored to a particular context, enabling the model to adhere to 

provided instructions and offer responses aligned with the given scenario. Peng et al. 

2023; Qwiklabs n.d.-b). 

3.1.2 Instruction Tuned LLM 

 

Tuning refers to the process of adjusting a model to suit a new domain or a customized 

set of cases, achieved by training the model on fresh data. Instruction tuning, on the other 

hand, is a technique employed to align LLMs with human intentions. This is 

accomplished by training these models on data designed for following specific 

instructions. Through instruction tuning, developers can furnish precise directives to the 
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LLM, guiding its behaviour and tailoring it for specific tasks (Peng et al. 2023a). 

Essentially, these models are trained to predict responses based on the instructions 

they've learned and the input they receive. 

Instructional tuning encompasses various methods. One approach involves employing 

Supervised Learning, where a collection of labelled examples is utilized to train the 

foundational model. Another technique involves the use of RLHF, which merges RL 

principles with human guidance to instructively fine-tune the model. This approach 

combines reinforcement learning techniques with human direction to educate an AI 

system (Peng et al. 2023a) 

 

Figure 11. Output example from an instruction tuned LLM answering questions (Anon n.d.-c). 

In the output presented in the above image, the provided response directly addresses the 

question posed in the input. Notably, it refrains from generating additional questions 

linked to the original query. This outcome is achieved through the instruction tuning 

process. 

OpenAI's GPT LLMs, including both GPT-3.5-turbo and GPT-4, undergo instruction 

tuning to adopt a chatbot-like conversational way. In contrast to earlier OpenAI models 

that operated primarily as base LM, predicting subsequent words based on provided 

input, these newer iterations are refined to engage in interactive conversations as 

chatbots (OpenAI 2022, 2023b) 

3.2 Training 

 

Language models are usually trained on extensive text datasets encompassing sources 

like books, news articles, and web pages. Unsupervised Learning serves as the 

foundational learning technique. Via this approach, the model acquires vocabulary and 

establishes connections among word concepts. The essence of Unsupervised Learning is 

to directly examine raw data, analyse it to uncover patterns, and determine if it naturally 

clusters into groups or relationships among words (Delua 2021; Qwiklabs n.d.-a) 

While computers fundamentally use binary code (comprised of 0s and 1s), LM can 

interpret human-written plain text through Natural Language Processing (NLP) 

algorithms(Kerner 2023). These algorithms facilitate the transformation of words into 

numerical sequences, enabling machines to process data. This conversion process, 

termed encodings, is an essential concept for developers working on language models. 

3.2.1 Natural Language Processing (NLP) 

 

An area of computer science and AI called Natural Language Processing (NLP) uses 

computational linguistics and rule-based models of human language to help computers 

comprehend text (Anon 2023k; Wolff 2020).  
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NLP empowers computers to identify letters, words, and sentences, subsequently 

attributing meaning, and comprehension to the information. This capability allows 

machines to understand natural language in a manner akin to human cognition (Wolff 

2020) 

NLP encompasses a range of techniques designed to enable machines to process and 

comprehend natural language text. Fundamental methods include tokenization, 

lemmatization, stemming, stopwords removal, and word embeddings. 

3.2.1.1 Stopwords 

 

Stopwords refer to frequently used words in a language that are often excluded from text, 

enhancing the accuracy and efficiency of text analysis. Such words encompass articles, 

prepositions, conjunctions, and other terms that lack substantial individual meaning 

(GeeksforGeeks 2017). 

Frequent occurrences of stopwords in text can escalate the computational intricacy of 

NLP algorithms, resulting in sluggish processing speeds. These words do not contribute 

significantly to a text's meaning and might even introduce noise or ambiguity into the 

analysis (GeeksforGeeks 2017). 

3.2.1.2 Stemming 

 

Stemming is a pre-processing technique employed NLP to truncate a word to its core or 

root form, referred to as the stem. Stemming algorithms strive to ascertain shared root 

bases by eliminating word endings or beginnings (Pykes 2023). 

  

Figure 12. Stemming example in python with nltk corpus python library. 

In the depicted image, three distinct words share the same lemma, as these words are 

derived from a common stem. 

3.2.1.3 Lemmatization 

 

Lemmatization serves as a text pre-processing technique within NLP that condenses a 

word to its core or dictionary form, recognized as the lemma. This approach aims to unify 

various inflected variations of the same word, identifying similarities and enhancing the 

precision of NLP models (Pykes 2023). 

In contrast to Stemming, Lemmatization hinges on precisely discerning the intended 

part-of-speech and meaning of a word within its context. It factors in the neighbouring 

words of the target word in the sentence. For instance, while stemming could potentially 
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reduce "programmers" to "program",  which could be either a verb or a noun, introducing 

ambiguity; Lemmatization would consider the context to ascertain whether 

"programmers" works as a noun or a verb on its context (Pykes 2023). 

Stemming algorithms frequently adopt a simplistic approach, rendering them swift and 

efficient, but not always accurate. In contrast, lemmatization algorithms prioritize 

correctness over speed and efficiency, yielding meaningful base roots by sacrificing 

computational speed (Pykes 2023). 

3.2.1.4 Tokenization 

 

Tokenization is a fundamental process in NLP that involves breaking down a text or 

sequence into smaller units called tokens. By breaking down the text into tokens, we can 

analyse and process the data using computational techniques (Gupta 2019; Menzli 

2022). 

Those tokens involve a range of possibilities, including words, phrases, sentences, or 

even individual characters, contingent upon the task and demands. In Figure 13, the nltk 

python library splits the sentence provided into an array of tokens. 

 

Figure 13. Tokenize sentence example in python with nltk corpus python library. 

3.2.1.5 Word Embeddings 

 

Given that computers comprehend numerical entities like scalars, vectors, and matrices 

rather than words, word embeddings offer a technique to transform natural language 

words into numerical vectors. This transformation enables the application of 

mathematical and ML algorithms to the data (Anon 2023l) 

Word embeddings represent a significant advancement in NLP, enhancing computers' 

capacity to comprehend text-based content more effectively. These embeddings 

encapsulate the semantic essence of words, enabling the establishment of relationships 

between words sharing similar meanings (Anon 2023l; shristikotaiah 2020). 

Various ANN models exist to extract word embeddings for specific words, such as 

"Word2Vec". Word2Vec is a ANN model that produces embeddings for the entire 

vocabulary it encounters during the training phase (Anon 2023l; shristikotaiah 2020). 

An illustration of ANN, trained on a text corpus, has been presented as a use case. This 

model, along with its associated training process, is accessible on Kaggle 1. 

 
1 ‘Google’s Trained Word2Vec Model in Python | Kaggle’, accessed 8 July 2023, 
https://www.kaggle.com/datasets/umbertogriffo/googles-trained-word2vec-model-in-python. 
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Figure 14. Load pretrained Word2Vec model for purposed showcases. 

The image depicted above illustrates the procedure for loading this pre-trained model 

from the Kaggle website. 

 

Figure 15. Word embeddings of the ‘king’ word. 

Figure 15 showcases the embeddings for the word 'king.' Each value within the array 

corresponds to a distinct feature or dimension within the embedding space. In simpler 

terms, these values encapsulate specific characteristics or attributes of the word. 

Embeddings facilitate the utilization of mathematical algorithms for various objectives. 

One such application involves determining the words most closely associated with a 

target word. This is achieved by employing cosine similarity between the embedding 

vector of the target word and the embedding vectors of the entire vocabulary 

encompassed by the trained model (Barla 2022; shristikotaiah 2020) 

Within this model, a function named 'most_similar()' implements the algorithm 

explained above. This function furnishes the top ten words that are most akin to the 

provided word, determined by a probability list spanning from 0 to 1 (Barla 2022). 

 

Figure 16. Output of the words that are most like the ‘king’ word. 
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It's feasible to create a visual representation of the present embedding space for the word 

"king" and its closely related words. Furthermore, it's possible to encounter a 

comprehensive Word2Vec model on the internet 2, that has undergone extensive training 

with a substantial dataset. This model can be employed to infer embeddings for specific 

words and visualize their corresponding embedding spaces. 

Figure 17 depicts the embeddings of the word "king" in a three-dimensional graph 

visualization, accompanied by the words most closely associated with it. Words 

positioned closer to the target word hold stronger relationships or similarities to it. 

 

Figure 17. 3D Visualization of the king and most similar words to it. 

3.2.1.6 Temperature 

 

Within NLP, temperature (θ) serves as a parameter employed to regulate the extent of 

randomness and innovation within the output of a language model (Salamone 2021).  

This value ranges between 0 and 1. A temperature of 0 outputs the highest probability 

response computed. Conversely, a temperature of 1 enhances the model's creativity, 

enabling it to choose words with lower probabilities (Salamone 2021). 

Temperature modulation introduces an extra variable θ that impacts the softmax 

distribution. Softmax distribution will calculate the probabilities of each target class over 

all possible target classes. Main advantage of using Softmax is the range of output 

probabilities. The range will be from 0 to 1, and the sum of all probabilities will be equal 

to one (Salamone 2021; Vicente n.d.).  

 
2 Daniel Smilkov Picture Nikhil Thorat, Charles Nicholson, Big, ‘Embedding Projector - Visualization of 
High-Dimensional Data’, accessed 10 July 2023, http://projector.tensorflow.org. 
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A higher temperature essentially "boosts" outputs that had lower probabilities 

previously, whereas a lower temperature diminishes the relatively smaller outputs 

compared to the largest ones (Salamone 2021). 

Figure 18 provides a visual description of the temperature attribute within a LM. As the 

model endeavours to predict the next word in a sequence, it internally generates a 

probabilistic distribution among the words it has acquired familiarity with during 

training. When the temperature attribute is set to zero, the model consistently selects the 

word with the highest calculated probability. Conversely, when the temperature is set to 

one, the model may choose a word that doesn't necessarily possess the highest 

probability among the computed words. 

 

Figure 18. Graphical explanation of the temperature attribute (Anon n.d.-c) 

3.3 Inference 

 

In AI, inference refers to the process of logical reasoning and decision-making based on 

available information or data within a model. This procedure involves deriving new 

insights or conclusions from existing knowledge or data. Inference is of paramount 

importance in AI; it enables machines to engage in rational deduction and decision-

making, guided by the information at hand (Gupta 2023; Ltd n.d.). 

During the inference phase, a machine leverages the knowledge acquired and stored 

throughout the training phase to comprehend new data. This stage empowers the 

machine to recognize fresh data even if it has not encountered it previously (Gupta 2023) 

Each system possesses a distinct method of conducting inference, contingent upon its 

training and intended purpose. In the context of LM particularly LLM, inference is 

achieved through the utilization of "prompts". 
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3.3.1 Prompts 

 

In the realm of LLM, a "prompt" constitutes a fragment of text employed to steer the 

model toward a particular task or desired output. Prompts exhibit diverse forms, 

encompassing descriptions of sought-after outcomes, commands, questions, or succinct 

sets of instructions (Varshney and Suria 2023). 

Prompts serve as instruments for interacting with and inferring from LLMs to fulfil 

specific tasks. They hold the potential to enhance the performance of LLMs in addressing 

the in-tended task. While prompts are effective for refining the model's outputs, they 

don't modify the model itself. To refine the model itself, a new training process must be 

undertaken (Tianyu 2021).  

Prompt engineering entails the deliberate curation and optimization of prompts to 

effectively utilize LLMs, aiming to extract the optimal outcomes from the model (Tianyu 

2021) 

3.3.2 Iterative Prompt Development 

 

Iterative Prompt Development encapsulates the process of identifying an ideal prompt 

tailored for a particular task. Analogous to coding, it involves experimenting with 

prompts, refining them, and iteratively retrying until the output aligns with the task the 

model aims to achieve (Kuyper 2023). Figure 19 offers a visual depiction of this concept. 

 

Figure 19. Iterative Prompt Development graphical explanation (Anon n.d.-c). 

This process is labour-intensive and demands a significant investment of time. The 

intricacy of prompts hinges on the kind of desired outcome, necessitating a cycle of 

generating, refining, and assessing prompts for optimal results (Kuyper 2023) 

3.4 GPT Language Models 

 

Generative Pre-trained Transformer (GPT), an innovation from OpenAI, denotes LM 

employing DL algorithms to produce text akin to human language (OpenAI 2023c). It 

operates on an ANN rooted in the Transformers architecture, pre-trained using an 
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extensive corpus of textual data, and can be fine-tuned to tackle distinct NLP 

undertakings (Anon 2023j). 

GPT models are designed to generate text that is coherent, grammatically correct, and 

contextually appropriate. They can be used for a variety of NLP tasks such as text 

completion, summarization, question answering, and language translation (Mandour 

2023)  

The evolution of DL techniques has facilitated the creation of GPT LLMs. These models 

involve training ANN with extensive datasets, enabling them to grasp intricate patterns 

and produce realistic human-like text. 

In essence, GPT LLMs signify a remarkable breakthrough in the realm of NLP. They 

empower machines to comprehend and generate language with an unprecedented level 

of fluency and precision. 

3.4.1 Models 

 

OpenAI has recently unveiled two enhanced LLMs, namely GPT-3.5-turbo and GPT-4, 

which have garnered substantial traction in the domain of GenAI. These state-of-the-art 

models belong to the latest generation of LLMs, and they have gained substantial usage, 

especially with the launch of the ChatGPT application. It's worth noting that GPT-3.5-

turbo and GPT-4 are not the only LLMs available. OpenAI has progressed through 

various iterations, culminating in the current GPT-4 release for now (OpenAI 2022, 

2023b). 

Well-known ChatGPT application leverages both the GPT-3.5-turbo and GPT-4 LLMs. 

GPT-3.5-turbo is a refined iteration derived from the GPT-3.5 series (text-davinci-003), 

which interacts in a conversational way. On the other hand, GPT-4 shares a similar 

nature with GPT-3.5-turbo but emerges from GPT-3.5 series, signifying a progression 

from the GPT-3 iteration (Anon 2023a; OpenAI 2023b). 

3.4.1.1 ‘GPT-3.5-turbo’ Language Model 

 

OpenAI introduced GPT-3.5-turbo in November 2022, as a refined iteration of the GPT-

3 LLMs series. This version is meticulously fine-tuned to engage in conversational 

interactions, resulting in outputs that possess a natural conversational tone. GPT-3.5-

turbo has gathered significant importance for its efficacy in constructing user-friendly 

chatbots (Mandour 2023; OpenAI 2022; Ouyang et al. 2022). 

This model is a product of a series of advancements built upon previous LLMs and has 

undergone meticulous human-guided fine-tuning. This refinement process uses RLHF 

techniques. OpenAI's RLHF approach involves employing base LLM, GPT-3 in this 

instance, alongside a dataset fine-tuned by OpenAI experts. The combination of these 

elements gives rise to a LLM that inherits the capabilities of the base model while 

adopting a conversational tone in its output. The training process and model 

development were executed utilizing the substantial computational power of an Azure AI 

supercomputing infrastructure (Anon 2023a; OpenAI 2022; Ouyang et al. 2022; 

Gokultechninza 2023a). 
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Figure 20. Graphical representation of how OpenAI RLHF works (Gokultechninza 2023b) 

The fine-tuned dataset used to enhance the performance of the base model was curated 

by OpenAI employees who actively engaged in generating conversations. These 

conversations were simulated by assuming dual roles: user who inputs prompts, and 

assistant who generates the model's responses. Combining the resulting fine-tuned 

dataset with the foundational dataset of the base LLM culminated in the creation of the 

GPT-3.5-turbo model (Gokultechninza 2023a; OpenAI 2023a). 

It's important to acknowledge that these models, while capable of impressive outputs, 

can also generate content that is potentially harmful, toxic, or even inaccurate. Some of 

these outputs might be characterized as hallucinations, where the AI provides a response 

with unwarranted confidence, not justified by its training data. The implementation 

RLHF has shown promise in mitigating such undesirable outputs, although it does not 

guarantee complete elimination of these issues. 

 

Figure 21. Comparative of hallucinations with and without RLHF (OpenAI 2023b). 

During the training phase of GPT-3, a diverse range of data sources was utilized to create 

a comprehensive dataset. These sources included Common Crawl, which gathers data 

from web crawling and offers it publicly, as well as webpages, books, and content from 

Wikipedia. The training data was drawn from these various sources to provide a broad 

foundation of knowledge for the model (Anon 2023e). Figure 22 represents the 

mentioned dataset.  
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.  

Figure 22. GPT-3 training dataset composition (Anon 2023d). 

A concise description of each model in the GPT-3.5 series is presented on the official 

website as follows: 

 

Figure 23. Brief descriptions of each model of GPT-3.5 series (OpenAI 2023b). 

The evolutionary journey from the foundational GPT-3 language model to its subsequent 

iterations, culminating in the latest GPT-3.5-turbo LLM, is visually depicted in Figure 

24. 

 

Figure 24. Evolution from GPT-3 series into GPT-3.5 series (Fu, Peng, and Khot 2022). 
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Within the context of the GPT-3.5 Series, a subset of models is covered in this series. All 

these models undergo instruction fine-tuning. The initial model, 'text-davinci-002', 

employs a supervised instruction-tuning approach. In contrast, both 'text-davinci-003' 

and 'GPT-3.5-turbo (ChatGPT)' undergo fine-tuning through RLHF. Notably, this 

process includes the previous instruction fine-tuning step of 'text-davinci-002', given 

that both later models stem from this foundational version (Fu et al. 2022; OpenAI 2022, 

2023b).  

A significant advancement in the GPT-3.5-turbo LLM is its multi-turn capability, 

allowing it to process an array of messages as input. This feature stands in contrast to the 

GPT-3 model, which only offered single-turn text prompts. The addition of multi-turn 

functionality represents an enhancement that permits users to incorporate context into 

the generated response. This is achieved through the utilization of predefined scenarios 

and previous responses, thereby enriching the interactive experience (Fu et al. 2022; 

OpenAI 2023b) 

The incorporation of multi-turn functionality introduces a new dimension to the concept 

of in-context learning. This principle revolves around the training that the model 

undergoes based on the provided prompts. OpenAI has facilitated this process through 

the development of a mini-markup language known as ChatML. This language enables 

the programming of model output behaviours without requiring a complete model 

retraining. It's worth noting that if substantial changes to the model's behaviour are 

required, a fine-tuning process becomes essential. However, the multi-turn concept is 

primarily associated with "hot-fine-tuning" for output formats, preserving the model's 

inherent natural behaviour (Fu et al. 2022)  

Concerning the concept of in-context learning, it's important to highlight three distinct 

types of this approach, each of which will be detailed in subsequent sections. These three 

types are known as zero-shot learning, one-shot learning, and few-shot learning (Brown 

et al. 2020)- 

Indeed, all OpenAI models come with a constraint on the maximum number of tokens 

they can process in a single input. Initially, earlier iterations of GPT-3.5-turbo were 

limited to handling up to 4096 tokens. However, a significant update has been 

introduced in the latest version of GPT-3.5-turbo. This update has substantially 

increased the maximum token capacity to 16,384 tokens, which is four times greater than 

its previous capacity. This enhancement has opened significant possibilities for 

implementing more advanced in-context learning techniques (OpenAI 2023b). 

 

Figure 25. Brief explanation of both GPT-3.5-Turbo models (OpenAI 2023b). 



 

24 

Both GPT-3.5-turbo and GPT-4 models have a knowledge cutoff up to September 2021. 

This implies that any questions or prompts related to events, developments, or 

information beyond that date would lead the models to produce responses based on their 

training data up to September 2021, potentially resulting in hallucinations (OpenAI 

2023b). 

3.4.1.2 ‘GPT-4’ Language Model 

 

GPT-4, the latest iteration in OpenAI's GPT series, is said to be ten times more advanced 

than its forerunner, GPT-3.5-turbo. GPT-4 boasts a maximal token limit of 32,000 (with 

a recent update), which is a significant increase from GPT-3.5's 4,000 tokens (16,000 

with another recent update). This upgrade empowers the model to grasp context more 

effectively and discern nuances, ultimately leading to responses that are more precise, 

coherent, and con-textually relevant (Prakash 2023; Terrasi 2023) 

GPT-4 introduces a remarkable enhancement in its capability to manage multimodal in-

puts, encompassing both text and images, a feature unavailable in GPT-3.5 series. 

Furthermore, GPT-4 exhibits a heightened level of creativity compared to its 

predecessor, yielding responses that are notably more imaginative when prompted 

(Prakash 2023; Terrasi 2023). 

This iteration possesses an enhanced capacity to comprehend and generate diverse 

dialects and appropriately respond to emotions conveyed in the text. Additionally, GPT-

4 showcases an 82% reduction in the likelihood of generating disallowed content in 

response to requests and a 40% increase in providing factual responses, as observed in 

internal evaluations when compared to GPT-3.5 (Kerner 2023). 

 

Figure 26. GPT-4 parameters comparation with other LLM (Kerner 2023) 

In Figure 26, a comparison illustrating the number of parameters for each individual 

ANN is presented. An ANN equipped with a greater number of parameters holds the 

potential to encompass more intricate and complex patterns within the data. This 

heightened parameter count confers and increased flexibility in representing a diverse 

array of functions. Notably, GPT-4 boasts nearly six times the number of parameters 

compared to its predecessor, GPT-3 (Kerner 2023). Note that GPT-3.5-turbo, being 
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derived from GPT-3 with modifications in RLHF and a safety layer via the moderation 

API, retains the same parameter count as its base model. 

When considering the principal distinctions between these two LLMs, the foundational 

architecture and training approach remain consistent with their predecessors. However, 

a significant difference emerges in the scale of training data exposure. GPT-4 is subjected 

to a larger corpus of training data compared to GPT-3, although the specific magnitudes 

are undisclosed by OpenAI (Kerner 2023). 

To recap, GPT-4 represents a substantial advancement over GPT-3.5 LLMs series, 

marked by enhanced accuracy, improved reasoning abilities, and the capacity to process 

multimodal inputs. It boasts heightened creativity, a superior aptitude for 

comprehending and generating diverse dialects, while also demonstrating a reduced 

likelihood to respond to requests for prohibited content (OpenAI 2023b; Prakash 2023; 

Terrasi 2023). 

Additionally, the choice between employing GPT-4 or GPT-3.5-turbo could hinge on use-

case contexts, budgetary constraints, and available computational resources. Each model 

carries distinct costs per token and might be more suitable for specific scenarios. Figures 

27 and 28 depict the cost breakdowns for GPT-4 and GPT-3.5-turbo models, respectively. 

 

 

Figure 27. GPT-4 token pricing (OpenAI 2023b). 

 

Figure 28. GPT-3.5-turbo token pricing (OpenAI 2023b). 

3.4.2 In-context Learning 

 

In-context learning (ICL) is a prompt engineering methodology where a dataset is sliced 

into tiny chunks and fed into the system to prompt it. A new task is learned by in-context 

learning (ICL) from a small group of examples that are supplied within the context (the 

prompt) while inferring LLMs (Raventós et al. 2023).  

Despite just being trained with the goal of next token prediction, LLMs trained on 

enough data display ICL.  The prompting with examples features LLMs, which enables 

applications to novel tasks without the requirement for LLM fine-tuning, is largely 

responsible for their popularity (Brown et al. 2020; Raventós et al. 2023). 

Three different concepts are available in this in-context learning study. These are zero-

shot learning, one-shot learning, and few-shot learning. 
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3.4.2.1 Zero, One and Few-Shot Learning 

 

By employing limited labelled data, a ML model can anticipate new classes using 

methods such as zero-shot learning, few-shot learning, and one-shot learning (Peng et 

al. 2023b; Rouse 2023).  

These methods differ in the quantity of labelled data. Zero-shot learning doesn't use 

labelled data within the conversation context. One-shot learning includes a unique set of 

labelled data instance, while few-shot learning encompasses multiple labelled data 

instances (Brown et al. 2020; Dai et al. 2023a). 

This concept avoids the need for new training, for a fine-tuning process, shown in Figure 

31 as "gradient update," which updates pre-trained model weights via a training dataset 

done with Supervised Learning or RLHF (Dai et al. 2023b; Peng et al. 2023b; Rouse 

2023). 

 

Figure 29. Zero, One, Few-shot vs Fine-tuning (Brown et al. 2020) 

OpenAI allows to apply these concepts into their LLMs via ChatML, which is a markup 

language for building a context into the model with given examples prior to the inferring 

time process. 
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3.4.3 ChatML 

 

ChatML, which stands for Chat Markup Language, is a markup language utilized for 

organizing and arranging conversational input intended for models like GPT-3.5-turbo 

and GPT-4. This language permits the delineation of different roles within a 

conversation, such as user, assistant, and system. It enables the definition of the 

behaviour and corresponding responses for each designated role (Greyling 2023; Maatta 

2023; Varma 2023). 

The conversational input format along with the incorporation of ChatML, facilitates the 

development of interactive and dynamic conversations with the model. By organizing the 

input, users can offer instructions and context to the model, enhancing its capacity to 

generate responses that are more coherent (Greyling 2023) 

3.4.3.1 Roles 

 

Roles established within ChatML play a crucial role in structuring and formatting the 

conversational input for OpenAI LLMs. They provide a means of exerting greater control 

over the flow of the conversation and directing the model's responses in a guided manner 

(Greyling 2023; OpenAI 2023b).  

Figure 30 illustrates a straightforward query structure directed towards the GPT-3.5-

turbo model. 

 

Figure 30. Showcase of roles in GPT-3.5-turbo with ChatML roles 

The function call depicted above primarily revolves around the "messages" argument. 

This argument is a collection of message objects, where each object is assigned a role 

("system," "user", or "assistant") and a content type. A conversation can consist of a 

single message or encompass multiple exchanges between various roles (Greyling 2023; 

OpenAI 2023b).  
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Figure 31. Diagram of roles in GPT-3.5-turbo with ChatML roles (Anon n.d.-c). 

3.4.3.1.1 System 

 

The system role exerts influence over the behavior of the model in the assistant role. It 

serves to deliver instructions to the model, defining and guiding the behavior of the 

assistant during the conversation (Greyling 2023; Maatta 2023; Varma 2023). 

In most cases, the system role provides the model with context or specific instructions. 

This could involve tasks like setting the knowledge cutoff or delivering a welcoming 

message. By structuring conversations with multiple roles, including the system role, it 

also serves as a safeguard against prompt injection attacks. 

3.4.3.1.2 User 

 

The end-user, which is us, interacts with the assistant (the model) through the user role. 

In this role, the user can provide input such as suggestions, inquiries, feedback, or any 

other messages to engage with the conversation or communicate with other users 

(Greyling 2023; Maatta 2023; Varma 2023). 

When we make inquiries through the ChatGPT web application interface to any of the 

available models, the default role assigned to us is 'user', as we interact with the model 

by providing prompts. 

3.4.3.1.3 Assistant 

 

The 'assistant' role embodies the model's replies to the user's input. It mirrors how the 

chatbot, as the assistant, answers the user's previous message. The aim is to adjust the 

model's output for similar prompts, as seen during the hot-tuning procedure (Greyling 

2023; Maatta 2023; Varma 2023). 
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3.4.4 Moderation 

 

In GPT LLMs, the term "moderation" pertains to the act of inspecting and overseeing 

user-generated content to ensure alignment with established standards and norms. This 

involves scanning content for offensive or harmful elements, such as hate speech, 

inaccurate information, or unlawful material. Subsequently, appropriate responses are 

crafted to address these issues (OpenAI 2023b). 

OpenAI has developed a moderation API to enhance GPT LLMs’ content moderation 

capabilities. This API allows developers to identify and remove content that violates 

OpenAI's usage policies and guidelines by comparing it to user-generated content. This 

contributes to maintaining compliance with established standards (OpenAI 2023b). 

Every prompt made to OpenAI LLM’s comes with a validation with this moderation API. 

If the API does not approve the given response generate by the model, then the output is 

not given to us, and a warning is shown. 

Figure 32 illustrates a sample output showcasing the integration of the moderation API 

into ChatGPT's output workflow. 

 

Figure 32. Showcase of ChatGPT response to harmful content. 

Crucially, it must be noted that content control in OpenAI's GPT LLMs is not infallible 

and may have constraints. There remains a possibility of errors or omissions in 

identifying hazardous content by the AI model. To attain optimal content quality and 

safety, coupling AI moderation with human oversight and assessment is essential 

(OpenAI 2023b). 

3.5 Fine-tuning 

 

From September 2023, OpenAI released fine-tuning over GPT-3.5-turbo. GPT-4 is not 

ready to be fine-tuned yet. Fine-tuning, in contrast of in-context learning, requires a re-

training of the model to change the natural behavior of it. With this approach, models’ 

parameters and weights gets updated during its new training phase.  
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Fine-tuning in LMs’ refers to the process of re-training pre-trained models on specific 

datasets to adapt them to a particular task or domain. Fine-tuning allows the model to 

learn style, form, and update the model with new knowledge to improve results. The 

objective of fine-tuning is to improve the performance of the pre-trained model on a 

specific task or domain by adjusting its parameters to the new data (Dhaduk 2023).  

Fine-tuning can be done by training the model on a small amount of task-specific data, 

which is used to update the pre-trained model's parameters. 

OpenAI and its python library allows fine-tuning process. For this process at least a 

training dataset is required with a ChatML format. Messages containing a role ‘user’ with 

the question and an ‘assistant’ role as the answer are needed. A test dataset can be 

supplied making the ANN validation itself required for self-testing updated weights.  

3.6 Language Model Applications. 

 

LLMs can be use in a wide variety of use cases. Since summarizing text, to reading a PDF 

and making questions about it. Apart from typical NLP use cases, these models could be 

used over non-NLP use cases. 

These models can be used as programming tools for generation code of simple tasks. 

Also, capabilities of testing such case tests definitions and generation over a piece of code, 

or even finding a bug for given piece of code. They could also work as code debuggers.  

They can also work as a sentiment analysis tool over text given, without requiring an 

specific script to do it. 

All these mentioned tasks are useful cases for these models. Some of them such the 

sentiment analysis tool could require some fine-tuning or in-context learning 

approaches over prompts given but making it them useful for specific scenario use cases.   
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4. Artificial Intelligence for Chess 
 

Chess is a two-player strategy board game played on a checkerboard with 64 squares, 

arranged in an 8×8 grid. Chess has gained tremendous popularity, and it’s only growing 

as more people started playing during the global pandemic. The history of chess and AI 

has been correlated together (Gebhardt n.d.; Team (CHESScom) 2019). 

The first chess-playing program was created in the 1950s, which marks the beginning of 

AI in chess. By the 1960s, a program that could play real, automated chess without the 

need for a secret human opponent, was developed. Garry Kasparov, the reigning chess 

world champion, was defeated by IBM's Deep Blue computer in their 1997 rematch; 

proving that computers can outperform people in challenging zero-sum games (Anon 

n.d.-a; Gebhardt n.d.; Team (CHESScom) 2019).  

Since then, chess engines have only improved, and the current generation of chess 

engines can defeat even the most skilled human players under normal circumstances. 

4.1 Chess Engines 

 

Chess engines are computer programs that use AI algorithms to play chess. They analyze 

chess positions, calculate possible moves and their consequences, and choose the best 

move based on a set of evaluation criteria. Chess engines use various algorithms and 

techniques, including ML, to evaluate positions and carry out the next move. They do 

this by analyzing vast amounts of data to come up with very solid and accurate position 

choices, allowing them to play much faster than a human could  (Amnon 2023; Jain 

2022). 

These engines have two main functions: a search function and an evaluate function. The 

search function looks at all possible moves and evaluates them to find the best move. The 

evaluate function analyzes the positions of all the pieces on the chessboard and creates a 

list of moves that could be considered the strongest (Amnon 2023; Jain 2022). 

Chess engines have transformed over the past two decades, and they have allowed human 

players to accelerate their progress by adding a different level of understanding and 

knowledge to the game. 

They use different types of ML training approaches. RL is the most used approach for 

training chess engines. In RL, the chess engine learns to make decisions based on the 

state of the board and the reward it receives for each move. The reward can be defined 

as winning or losing the game at the end of the match. The chess engine tries to maximize 

the reward by learning from its interactions with the environment (Anon 2023b). 

Today, one of the main purposes of chess engines is to act as training tools. They allow 

players at any level to generate ideas and analyze specific chess positions. Some of the 

most popular chess engines include Stockfish, Leelenstein, and Komodo. These engines 

boast remarkable calculating power and can be used to help players analyze their games 

(Mahendra 2022; Yothment 2023). 
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Chess engines are not just applicable to chess, but to all of AI. Chess engines are a great 

example of how AI can be used to solve complex problems and make decisions based on 

data analysis. 
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5. Experiments 
 

GPT LLMs have been widely used since there were released with exceptional result in 

common NLP use cases. An aim on testing capabilities of this LLMs on a non-NLP use 

case, is carried out.  The scenario chosen is the traditional well know classic board game, 

chess.  

A series of chess puzzles with different game situations are used; similar to a photo of the 

current situation of the game is presented to the LLMs. In each puzzle the objective is to 

analyse the board and pick a valid move thus producing a checkmate. 

GPT’s capabilities on answering to these kinds of topics where a visual analysis must be 

made is tested. A challenge comes in an understanding the status of the chess game 

within the scope of a text-based prompt, generating a valid output format and response. 

All prompts will be based on same system prompt but an addition of set of resolved 

examples would be given to the model. With this, an study over the in-context learning 

capabilities of the model is made. Furthermore, a fine-tuning process is carried away 

compering performance over these non-NLP field between base LLMs and fine-tuned 

LLMs. 

5.1 Chess to Natural Language Problem 

 

Since illustrating chess to GPT is not equal as telling the model to summarize some sort 

of text or paraphrase it; a need arises of making the model comprehend the chess game 

and data provided to it. Within a chess game, an understating of the visual field over the 

board is required. 

There are different notations adapting mentioned visual understanding necessity in 

Natural Language knowledge. For representing the chess board with each piece on its 

corresponding square, the FEN notation can be used. For representing the moves applied 

to the board the UCI notation is available.  

Both notations will be used to transform all needed information related to a particular 

chess game to the LLM.  

5.1.1 Forsyth-Edwards Notation (FEN) 

 

Forsyth-Edwards Notation (FEN) will be used to record the chess games as a series of 

notations. FEN is a notation that describes a particular board state in one line of text with 

only ASCII characters. (Feng et al. 2023a; Zola 2023). 

FEN represents the positions of pieces on the chessboard, active colour, castling rights, 

peasant targets, and the half-move and full-move counters (Feng et al. 2023b). 

 

Figure 33. FEN notation example (Feng et al. 2023a). 
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Each letter in the FEN notation corresponds to a piece on the board. Capital letters 

standing in for white pieces and lowercase letters for black pieces. Board rows are 

denoted by forward slashes ("/"), and the number following each row denotes the 

number of empty squares there are. The letters "w" for white or "b" for black stand in for 

whose turn is it. The letters "K" (for white kingside), "Q" (for white queenside), "k" (for 

black kingside), and "q" (for black queenside) stand for the casting rights. Both the 

number of half-moves since the last pawn move or capture, and current move number, 

are shown by the half-move and full-move counters, respectively. (Anon 2023d; Feng et 

al. 2023b). 

5.1.2 Universal Chess Interface (UCI) 

 

The Universal Chess Interface (UCI) is an open communication protocol that enables 

chess engines to communicate with user interfaces. The UCI format describes the 

movements of the pieces by encoding the start and end coordinates of the piece (Feng et 

al. 2023a; Zola 2023).  

Moves are therefore noted with 4 characters (letter, digit, letter, digit), such as "e3e5" to 

indicate moving the pawn from e3 to e5. 

 

Figure 34. UCI moves notation example (Feng et al. 2023a). 

A collection of chess moves in UCI format can be seen in Figure 34. With this interface, 

representing the moves over the board simplifies it to the LLMs understanding. 

5.1.3 ‘python-chess’ Library 

 

There are several Python libraries that can be used for playing chess and checking if a 

given move is valid. “python-chess” is one of them. It is a pure Python chess library that 

supports legal move generation, move validation, and board visualization (Fiekas 2023). 

The general purpose of using this library is for testing the given outputs by the GPT 

LLMs. This library will check if given move is in valid format (UCI); if is also valid for the 

given board using FEN notation. Finally, if it is valid then push it into the board updating 

the corresponding FEN notation (Fiekas 2023) for the updated board. 

Additionally, this library tells with a given FEN notation, if the current board is in 

checkmate or not. Figure 35 shows a use of python-chess to check if a move is valid and 

push it into the board. 
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Figure 35. python-chess library showcases example (Fiekas 2023). 

Figure 36 shows ‘is_checkmate()’ functionality for checking if a given board is in 

checkmate status. 

 

Figure 36. python-chess library showcase example (Fiekas 2023). 

5.2 Evaluation 

 

Previous studies on LLMs over chess games have shown that the the model is not very 
remarkably good in solving complex chess puzzles (Feng et al. 2023b; Reznikov 2022; 
Srivastava et al. 2023). However, an study of the solving capabilites of these models over 
chess puzzles will be made. 

Checkmate in one. The goal of this experiment is to test LLMs’ capacity to recognize a 
move in a particular FEN board situation that would lead to a checkmate. It assesses the 
model's ability to comprehend and apply the chess rules in this way. In essence, the 
model must identify a move that not only exposes the opponent's king to assault but also 
guarantees that the king cannot elude capture in next moves. 

For the prompt given to the model, an iterative prompt development is done. A refine 
process is carried out for increasing LLMs performance in chess field. A report of the 
accuracy per each model used will be done. Each model will be divided in three sub-
experiments due to in-context learning (zero-shot, one-shot and few-shot learning) 
capabilities testing. Fine-tuned model will also be experimented with this in-context 
learning capability. 

Both base models GPT-3.5-turbo and GPT-4 will be used. In addition to both, a 
generated fine-tuned GPT-3.5-turbo LLM in a supervised chess dataset is used too. This 
dataset is generated from the open-source dataset called Lichess 3.  

A study of the LLMs capabilities of reaching a checkmate status over a chess game is 
presented. Nevertheless, a clear comprehension of the chess rules by the LLMs is needed; 
by providing valid moves depending in the board, that comprehension will be tested. 

 
3 Anon. n.d.-c. ‘Lichess.Org Open Database’. Retrieved 5 August 2023 , 
https://database.lichess.org/#puzzles 
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5.3 Data retrieval and processing 

 

A process of data retrieval and processing has been carried out to feed the model with 

prompts. Following sections explains the retrieval process of the data and the processing 

done to the raw data collected. 

5.3.1 Retrieval 

 

The dataset of chess puzzles used in this experiment was retrieved from the Lichess 

database, which contains over 1.5 billion chess games and puzzles (Anon n.d.-d). The 

Lichess database is a valuable resource for chess enthusiasts and researchers alike, being 

freely available for download. This dataset mentioned, is used as a large chess-related 

language corpus. 

Lichess dataset is divided by the following columns: 

• PuzzleId, a given id for a puzzle. 

• FEN, FEN notation of current chess puzzle board status. 

• Moves, a list of all moves done and pushed into the board in UCI format. 

• Rating, the difficulty rating of the puzzle. This is typically represented using Elo 
points, which indicate the puzzle's level of challenge. 

• RatingDeviation, the uncertainty or deviation associated with the puzzle's rating. 
Lower deviation values mean higher confidence in the puzzle's rating. 

• Popularity, a measure of the puzzle's popularity or how frequently it has been 
attempted by users. 

• NbPlays, represent the number of times a particular puzzle has been played or 
attempted by users on the Lichess platform. 

• Themes, a series of tags or keywords describing the thematic elements of the 
puzzle. 

• URL, an URL of Lichess webpage for playing the chess puzzle online. 

• OpeningTags, related to the opening variation or opening theme that the puzzle 
is associated with. 

Columns PuzzleId, FEN, Moves, and Themes will be used to carry out the experiment.  

5.3.2 Processing 

 

Since Lichess dataset is available in raw format (.csv), we do not perform any additional 

preprocessing. The only process done to the data is a selection process over the puzzles.  

As the objective of the experiments is to is to analyze the behaviour of the LLM over a 

possible checkmate situation finding the move that produces it, a selection is applied. 

That selection process consists of two phases: 

• A filter where all puzzles are filtered over a specific theme provided by this 

dataset. Each puzzle has different themes regarding of the situation of the puzzle 
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and the board status. In our case, a filter over the “MateIn1” theme is applied, 

as these puzzles only require 1 move to produce a checkmate. 

• A checking over these puzzles producing a checkmate in one move is done. Using 

python-chess library, each puzzle with the given moves is pushed into the board. 

When all moves have been pushed, with previous function explained above, we 

check if the final FEN board is expected to be in a checkmate status. This is done 

to double check if the theme in the given puzzle is correct for minimizing false 

positives results producing a checkmate situation when is not possible.  

5.4 Experiment set-up 

 

For the experimental setup situation, a total of six studies over the two most famous GPT 

Language Models (GPT-3.5-Turbo and GPT-4) with a variation of the temperature 

attribute (zero or one) will be done. For GPT-3.5-turbo, a fine-tuning process was 

executed for comparison purposes over in-context learning methods, referenced as “ft-

gpt3”. 

In Table 1 a representation of the setups can be seen. 

 

Table 1. GPT LLM experiment setup 

Same context length LLM version will be used. An option for GPT-4 using the 32k version 

one could be applied. Nevertheless, for testing head-2-head the performance between 

LLMs; same number of tokens is given to each one. For variability purposes, a default 

value of 3 inferences, to each of the scenarios above is required. With this, different 

computed answers by the model are considered. 

Moreover, to each one of the experiments, the concept of in-context learning will be 

tested. A total of three sub-experiments per each row, modifying the number of given 

resolved examples in the LLM context is requested. A total of eighteen sub-experiments 

are needed for in-context learning testing .  
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Table 2. ICL sub-experiment with GPT-3.5-turbo and temp 0 

 

Table 3. ICL sub-experiment with GPT-3.5-turbo and temp 1 

 

Table 4. ICL sub-experiment with fine-tuned GPT-3.5-turbo and temp 0 

 

Table 5. ICL sub-experiment with fine-tuned GPT-3.5-turbo and temp 1 

 

Table 6. ICL sub-experiment with GPT-4 and temp 0 

 

Table 7. ICL sub-experiment with GPT-4 and temp 1 

On zero-shot learning, the model will only use the system prompt message. One-shot 

learning LLMs will use system message and a supervised unique example of how the 

model should behave over an input. In contrast to few-shot learning where an increased 
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number of labelled examples is given. Due to financial and budgeting reasons; a unique 

set of two labelled examples is given. 

All experiments will be exposed to the same chess puzzles amount (50 chess-puzzles) 

due to pricing requirements on token-cost per request by OpenAI. All LLMs will face 

same chess puzzles, comparing their performances.  

For the fine-tuned model, original dataset was divided in two slices, for training and 

validation purposes.  

Finally, but not least, all sub-experiments will be executed 3 times, for variability 

purposes. To check if the LLM can compute other results over these number of 

inferences. 

5.5 Prompt design 

 

Prompt design is a crucial step for maximizing output performance and results of LLMs. 

To create the best prompt possible, an iterative process of performing-error-testing was 

used. This concept is referred as iterative prompt development. 

As a base context, every experiment was fed with the system role prompt. This prompt 

included an explanation of the model’s expected behaviour. With this message, the LLMs 

were given a puzzle with a FEN board notation and requested to respond with next valid 

move producing a checkmate.  

For testing and analysis purposes, that message includes an output format required from 

the LLM to accomplish. The output consists of a JSON (JavaScript Object Notation) 

object with a unique key called “move”, where given move in UCI format by the LLM, is 

stored. 

 

Figure 37. Initial prompt iteration 

Over this base prompt, GPT’s capabilities of understanding UCI format were not as 

expected. Given moves were not in a UCI format, causing to consider most of the 



 

40 

responses as not valid. Most of them were corrupted using special characters such as (¿, 

?, !, *, +).  

Explaining what UCI format was, and therefore explaining how to note a movement was 

needed. For this UCI concept an example with its respective explanation was added. A 

further iteration with the above explanation is needed.    

 

Figure 38. Second iteration of prompt. 

According to an initial assessment over this second iteration, the LLM result ended up 

concluding a predictable lack of knowledge over the chess field. The model's lacks 

appropriate valid moves prevented most puzzles from being solved. These given moves 

were in UCI format (solving first iteration problems); nevertheless, not valid to the 

current board.  

To sum up, a new iteration was required to prevent non-valid chess moves as responses, 

without losing UCI format output capabilities. Therefore, with this new iteration, some 

contextual chess game information was included into the message.  

A list of valid moves, and a history move list as were fed into the prompt. First list consists 

of all possible valid moves over the game by its FEN notation; second consists of a 

backlog of all moves pushed to the game. A brief explanation explaining both attributes 

was inserted. 

Hoping of an increase on GPT visual understanding over the game, the iteration above 

was done. With these, all given moves should be valid to a given FEN and therefore, UCI 

format capabilities of the model remained constant.  
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Figure 39. Third and final iteration of prompt 

Over this final iteration, the given results were all valid to the FEN and therefore also in 

a correct UCI format. With this prompt, experiments will be carried out, analysing the 

capabilities of LLMs over chess.  

For recording and handling errors, an implementation of error loggers was done, 

recording every single error there could be in each of the iterations. With those logs, and 

further analysis of them, iterations were done, increasing quality of outputs.  

An example of some error logs can be seen in Figure 40, where a malformed string was 

return therefore producing and exception of the current code execution. 

 

Figure 40. GPT error log during execution. 
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5.5.1 In-context learning 

 

Zero, one and few-shot approaches are considered in this experiment. As previously 

mentioned, for each approach, zero, one and two guided examples are provided to the 

model, respectively. 

Regarding the guided examples, from original dataset, a set of examples are taken, 

building the respective response model should give. These supervised responses are 

directly fed into the model using ChatML syntax format.  

These responses consist of a pair of user and assistant role messages. For user role, the 

input is the one described over the system message, consisting of FEN, a list of valid 

moves and a backlog of used moves.  For the assistant role, a JSON object with the unique 

key “move”, and the UCI format move producing a checkmate is returned.  

Whit these an aim on analyzing and experimenting learning capabilities without 

requiring fine-tuning are tested.  
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6. Results 
 

In this section, results will be obtained, with a concise explanation over them. Format 

used and different formulas will be introduced in measuring GPT’s capabilities over this 

chess field.  

6.1 Experiments outputs format 

 

Analyzing the results and giving conclusions to them are needed. For this analysis, a 

raw .csv file is generated over the results of each sub-experiments. 

Each sub-experiments output is divided by the following columns: 

• puzzleId, id of the Lichess puzzle dataset. 

• dataset-move, the answer of the puzzle. The move producing a checkmate over 

the puzzle. 

• gpt0-move, first inference answer given by the LLM. 

• gpt1-move, second inference answer given by the LLM. 

• gpt2-move, third inference answer given by the LLM. 

• gpt-valids, a string containing for the three inferences done if each move is valid 

or not. 

• gpt-results, a string containing for the three inferences done if the puzzle is in 

checkmate or not. 

 

Table 8. Output format of each sub-experiment 

6.2 Accuracies 

 

Accuracy of chess problem resolution is considered. The number of puzzles solved (total 

“true” in ‘gpt-results’ column) and number of unique puzzles solved (at least one true in 

the row in ‘gpt-results’ column) per row is used. With these two attributes following 

formulas for   𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑡𝑜𝑡𝑎𝑙 and 𝑎𝑐𝑐𝑢𝑟𝑎𝑦𝑢𝑛𝑖𝑞𝑢𝑒 will be explained. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑡𝑜𝑡𝑎𝑙 , calculates the accuracy of the LLM in terms of how many times has 

obtained a checkmate resolution over all puzzles, included the variability tries.  Following 

formula will be used: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑡𝑜𝑡𝑎𝑙 =  
∑𝑖=0

𝑛  "𝑡𝑟𝑢𝑒"𝑖

𝑉𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∗ 𝑛
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Where: 

• 𝑛 stands for the number of rows in the dataset. 

• 𝑉𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦  stands for the number of inferences to the LLM. By default, 3 

inferences are done, so 𝑉𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 3. 

• ∑𝑖=0
𝑛  "𝑡𝑟𝑢𝑒"𝑖 stands for summatory of all “true” values from gpt-results column 

from 0 to 𝑛 row.  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑢𝑛𝑖𝑞𝑢𝑒 , calculates the accuracy of the LLM in terms of how many times has 

obtained a checkmate resolution on unique puzzles. Even if the model has reached to a 

checkmate more than one time, only one “true” will be consider. With this, a calculation 

of accuracy of unique puzzles solved can be carried away. Following formula will be used: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑢𝑛𝑖𝑞𝑢𝑒 =  
∑𝑖=0

𝑛  𝑅𝑖

𝑛
 

Where: 

• 𝑛 stands for the number of rows in the dataset. 

• ∑𝑖=0
𝑛  𝑅𝑖, stands for summatory of 𝑅𝑖 from 0 to 𝑛 row. 𝑅𝑖 is an indicator variable 

that equals 1 if the i-th row contains at least one occurrence of the string "true" 

within any of its variability results. Otherwise, equals 0. 

 

6.3 Sub-experiments results 

 

Based on the accuracies’ calculations explained above. Following figures represents the 

results of each sub-experiment.  

Each result encompasses of 4 columns: 

• experimentId, id of the sub-experiment. 

• 𝒏𝒖𝒎𝒆𝒙𝒂𝒎𝒑𝒍𝒆𝒔, number of supervised examples provided to the LLM for 

incontext-learning capabilities. 

• 𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝒕𝒐𝒕𝒂𝒍, total accuracy of each model setup. 

• 𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚𝒖𝒏𝒊𝒒𝒖𝒆, unique accuracy of each model setup. 

 

Table 9. ICL sub-experiment results with GPT-3.5-turbo and temp 0. 
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Table 10. ICL sub-experiment results with GPT-3.5-turbo and temp 1. 

 

Table 11. ICL sub-experiment results with fine-tuned GPT-3.5-turbo and temp 0. 

 

Table 12. ICL sub-experiment results with fine-tuned GPT-3.5-turbo and temp 1. 

  

Table 13. ICL sub-experiment results with GPT-4 and temp 0. 

 

Table 14. ICL sub-experiment results with GPT-4 and temp 1. 

Tables 9, 11, and 13 represents scenarios of a temperature attribute set to 0. In contrast 

to Tables 10, 12, and 14 representing scenarios of a temperature set to 1. 

Analyzing these results, some clear assumptions can be made. Between base LLMs (GPT-

3.5-turbo & GPT-4) a clear superiority of this last one is shown. GPT-4 has both 

accuracies higher than its predecessor. Fine-tuning techniques over GPT-3.5-turbo 

produces a model with a higher chess capability than its “vanilla / base” version. Even 

though it's much better, it’s almost on par over the GPT-4 LLM.  

After a first-view analysis over the utilization of these models; an analysis over the in-

context learning addition and the temperature differentiation is made.  
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6.3.1 GPT-3.5-turbo results 

 

GPT-3.5-turbo, LLM capabilities on chess are very limited. Producing, as its best, a 20% 

solved chess puzzles over total 50.  Regarding both temperature and incontext-learning 

setup, a distinction can be made.  

With temperature 0, GPT-3.5-turbo outputs the most probability computed answer. 

Both accuracies columns of Table 9 have the same values. These same values tells that 

over 3 iterations, the model gave the exact same resolution over these puzzles, meaning 

a result of “true true true” or “false false false” for each of the puzzles.  

Over a temperature 1 setup, unique puzzles solved increased; producing at least one 

checkmate over them. Concluding that the LLM can resolve more different puzzles than 

temperature 0 setup. Nevertheless, its total accuracy decreases; meaning that based on 

his knowledge, generated confidence over computed answers are not always correct. 

Furthermore, computed answers may include the real answer needed, but generated 

confidence is not reached to output the needed answer.  

Regarding in-context learning approach an improvement can be seen. One-shot learning 

and few-shot learning ended up producing better results than zero-shot learning. 

Showing off that GPT-3.5-turbo is a shot-learner, even though results are not highly 

remarkable due to poor chess capabilities provided by the LLM.  

Thinking that with an increase in the number of supervised results produced better 

performance was partially correct. With temperature 0, the LLMs’ capabilities are 

increased, producing a direct relation by the number of supervised examples provided. 

In contrast to temperature 1, where the model’s peak performance is at one-shot 

learning, where temperature 0 relationship does not fit. Nevertheless, both approaches 

produced an increase in LLMs’ capabilities over zero-shot learning in chess puzzles 

resolution.  

6.3.2 Ft-GPT-3.5-turbo results 

 

Fine-tuning process has shown a prominent performance over its base model. Fine-

tuned version of GPT-3.5-turbo produces as it most a 34% checkmate rate. This fine-

tuned version has increased GPT-3.5-turbo capabilities over a 70% in its best case.  

Since this model emerges from the GPT-3.5-turbo, part of the behavior is shared. In 

temperature 0, both accuracies remain the same, highlighting the idea explained from 

its base model scenario.  

Regarding temperature 1, the accuracy of unique puzzles remains constant compared to 

temperature 0, but a decrease in the total accuracy is highlighted. Meaning that unique 

puzzles solved remained the same, but the total number of resolved puzzles decreased. 

This could be due to the fine-tuning process. Since re-training phase updated 

correspondingly weights of the ANN; first computed answer with higher probabilities is 

set to be the highest checkmate rate answer.  

With this assumption, models fine-tuning process worked correctly, outputting (in its 

capability limits) the correct answer with higher probabilities.  
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In-context learning over this fine-tuned model did not affect model performance at all. 

Since the same training data format was given and weights of the ANN were updated; in-

context learning concept did not make any upgrades over its capabilities. Since, this 

concept is a way of hot-fine-tune the model, without updating ANN weights, it makes 

sense that these concept does not produce an increase in models’ performance. 

6.3.3 GPT-4 results 

 

GPT-4 has obtained best performance over this non-NLP field justifying its number of 

parameters, and token pricing as well. Peak performance of this model has reached an 

amount of solving 50% unique puzzles from the 50 by default given.  

Both temperatures setup retrieved similar results, but temperature 0 case obtained the 

highest number of unique puzzles solved. Observing that computed answers with highest 

confidence are the correct answers.  

In terms of giving the model a set of examples did not make GPT-4 performance increase. 

Rather than increasing it, it affected negatively to it.   

Despite of in-context learning being applied and not working as expectedly, different 

considerations could be made. GPT-4 training dataset size is not the same as its 

predecessor. Could be that over that dataset GPT-4 learned about chess concepts that 

GPT-3.5-turbo did not. Therefore, the learning techniques applied did not make any 

significative evidence increasing its capabilities.   

6.3.4 Further observations 

 

As a further analysis made, without going through the experiment objectives of reaching 

a checkmate. Another relation has been discussed which is the number of matching 

moves retrieved and its evolution.  

“Matching moves” refers to moves provided by the LLMs’, but its first two characters are 

equal to the dataset stored move. With this observation, an study over the knowledge of 

the LLM in picking the correct piece of chess to produce a checkmate is studied. 

A total of 150 chess moves per sub-experiment the LLM has given us (50 puzzles * 3), 

being variability attribute 3 by default. Table 15 represents the information detailed 

above. 
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Table 15. Number of matching moves per sub-experiment. 

Results aside of probabilities of each experiment over total moves provided; what is 

interesting here is, in worst cases, almost 50% (despite 𝑔𝑝𝑡3𝑡𝑒𝑚𝑝0𝑧𝑒𝑟𝑜) have selected the 

correct chess piece to produce a checkmate.  

There could be two possibilities in which GPT fails. One of them is a bad understanding 

of the UCI format chess notation giving a non-intended notation for the movement 

computed by the LLM. Another is a lack of knowledge in some specific chess puzzles that 

is not capable of resolve.  

The dataset used has an “OpeningTags” and “Theme” columns where some “metadata” 

of the game is stored. These columns could contain information like type of defense 

applied. Training phase over these models may have taught them over some scenario’s 

chess scenarios but not all of them. 

Nevertheless, GPT LLMs presents a lack of knowledge over this field. Its main use case 

for these LLMs is not this type of approach but some related to NLP use cases such as 

text generation or summarization.  
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7. Conclusions 
 

Over this thesis work, some conclusions can be made. LLMs’ have come to the world with 

an enormous strength, helping us in our daily lives.  

These models can work as foundational models, meaning that AI can be applied to 

diversity concepts without a need of requiring AI, ML or DL knowledge about it. Since 

in-context learning, fine-tuning techniques (from September 2023) can be applied, 

every business or person can easily feed the model with custom-purposes datasets to suit 

the model over some scenarios. 

This process of suiting the model has been carried out over this thesis with both 

techniques. Chess was the scenario chosen due to its contribution to AI field with the 

development of chess engines; widely used by professional chess players in their daily 

routines. Chess has the advantage of having different notations to represent a visual 

understanding of the board, as a text generation problem.  

Both chess notations (FEN & UCI) increased visual understanding of the model, even 

though its capabilities were not such good. In-context learning approaches updated 

GPT-3.5-turbo capabilities but still further overreaching GPT-4. Nevertheless, fine-

tuned version of GPT-3.5-turbo almost reached GPT-4, producing a discussion of which 

model to use.  

Base GPT-3.5-turbo was the most affected by these strategies, increasing its capability in 

its best case over an 167%.  Furthermore, concluding that increasing guided examples, 

directly increased its capacity over chess puzzles. This LLM from the ones used over this 

thesis is the simplest, producing a higher capability over new concepts learned.  

Regarding GPT-4, since its training dataset information is not public yet, some clear 

foundation cannot be made. What is known about is that has almost seven times more 

parameters than its predecessor, and its training data size is bigger. With this training 

phase, GPT-4 could have a base knowledge of chess bigger than its predecessor, 

producing a non-effective approach of in-context learning.  

In-context learning techniques over GPT-4 decreased its resolving capacity by 12% in 

some cases. Other cases remain the same resolving capabilities. Therefore, guided 

examples could produce a miss-understating over the base chess knowledge the model 

has. Moreover, altering his base knowledge negatively affected its base capabilities. 

Fine-tuned model increased its capabilities over his base model over a 70% in its best 

case. Altering his natural base knowledge positively affected its resolution capabilities on 

chess. Updating its corresponding weights of the ANN positively affected the results, 

nevertheless in-context learning applied to it did not. Applying this prompt techniques 

did not upgrade models' performance but neither downgraded. Fine-tuned process 

successfully worked since guided examples did not upgrade its resolving capabilities as 

its natural capabilities were already upgraded. 

Taking into consideration token pricing of both models, fine-tuned versions of GPT-3.5-

turbo could be a desirable option since its price token is ten times less than GPT-4. Both 
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models were relatively closed to each other besides GPT-4 being the one with better 

performances. A mean increased performance difference of 15% of GPT-4 over fine-

tuned GPT-3.5-turbo is presented. A discussion over its capabilities could be made over 

budget saving per request. 

About puzzles not solved, there could be one thing that could happen. This dataset has 

some specific themes over each puzzle. While feeding guided examples to the model, only 

a tiny portion of different strategies to solve different puzzles could were given; 

producing that unknow themes for the LLMs could not be resolved. Nevertheless, and as 

mentioned before, these models had shown the capability of choosing the correct piece 

to move although the movement provided does not produce the checkmate.  

Related to a future work applied to it, and without considering budget limitations; 

further work of fine-tuning process and in-context learning approaches with an increase 

on the number of both guided examples provided can be done. With this, an assumption 

over Language Models being short learners could be applied. In this work, base GPT-3.5-

turbo was proven to be short-learner since its capabilities increased. Nevertheless, to 

GPT-4 that assumption could not be made due to the lack number of guided examples. 

Increasing its base examples could positively affect this model, therefore concluding that 

GPT-4 could be a short-learner as well. 

In summary, these technologies and architecture of Large Language Models have come 

to stay and therefore help us in daily routine tasks. The evolution of this models must be 

followed since its learning rate over future year could be enormously high. 
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