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Abstract12

Can the ensemble smoother with multiple data assimilation be used to predict discharge in an13

Alpine karst aquifer? The answer is yes, at least, for the Bossea aquifer studied. The ensemble14

smoother is used to fit a unit hydrograph simultaneously with other parameters in a hydrologic15

model, such as base flow, infiltration coefficient, or snow melting contribution. The fitting uses16

observed discharge flow rates, daily precipitations, and temperatures to define the model’s param-17

eters. The data assimilation approach gives excellent results for fitting individual events. After the18

analysis of 27 such events, two average models are defined to be used to predict flow discharge19

from precipitation and temperature, one model for prediction during spring (when snow melting20

has an impact) and another one during autumn, yielding acceptable results, particularly for the fall21

rainfall events. The lesser performance for the spring events may indicate that the snow melting22

approximation needs to be revised. The results also show that the parameterization of the infiltration23
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coefficient needs further exploration. Overall, the main conclusion is that the ensemble smoother24

could be used to define a characteristic “signature” of a karst aquifer to be used in forecast analyses.25

The reasons for using the ensemble smoother instead of other stochastic approaches are that it is26

easy to use and explain and provides an estimation of the uncertainty about the predictions.27

1 INTRODUCTION28

A quarter of the world population depends, partially or totally, on karst aquifers (Hartmann29

et al. 2015). Their importance is unquestionable, and many efforts have been made to understand30

their behavior and model them. One such effort is the vulnerability analysis done by (Banzato31

et al. 2017) using the VESPA method. But karst aquifers are very complex, and modeling their32

behavior is quite difficult (White 2003). One approach that has not been sufficiently explored in the33

study of karst aquifers is data assimilation algorithms. These algorithms have been successfully34

applied to solve environmental problems such as reverse flow routing identification (Todaro et al.35

2019), hydrological problems (Khaki et al. 2020; Sun et al. 2020; Shokri et al. 2018; Bauser et al.36

2018), contaminant source identification (Butera et al. 2021; Xu and Gómez-Hernández 2016;37

Chen et al. 2021; Gómez-Hernández and Xu 2022) or basin model building (Li et al. 2015). In38

this work, we studied the application of the ensemble smoother with multiple data assimilation39

(ES-MDA) to build a hydrological model for flow rate prediction in a karst aquifer using the well-40

known instantaneous unit hydrograph method (Sherman 1932) and the rational formula (Kuichling41

1889), with the necessary adaptions to the specifics of the case study. The aquifer studied is the42

Bossea-Artesinera karst aquifer, located in northwest Italy, in the Maritime Alps (Civita et al. 1990).43

To the best of the author’s knowledge, the ensemble smoother has not been applied before in44

the hydrological modeling of a karst aquifer. Some of the challenges that have been addressed in45

the present work include the modeling of infiltration as a time-varying infiltration coefficient, the46

classification of precipitation into snowfall and rainfall, and the transformation of snow into water47

equivalent infiltration (this problem is well known, and many studies pointed out the relevance of48

the phenomenon in alpine karst aquifers, such as those by Lucianetti et al. (2020) or Jódar et al.49

(2020), but still, it remains an open issue (Oaida et al. 2019; Barnett et al. 2005)). The snow water-50
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equivalent calculation follows an approach similar to the one in the Soil and Water Assessment Tool51

(Gassman et al. 2007; Uwamahoro et al. 2021), with a temperature-based identification of snowfall52

events and then an estimation of snow water equivalent infiltration during the melting period.53

It is important to point out that the main objective of the paper is the stochastic analysis of flow54

discharges in a karst aquifer using real data. Many of the above-referenced works have demonstrated55

data assimilation approaches in synthetic datasets with few applications to real cases. In light of56

the successful applications in other environmental problems, this paper pretends to demonstrate57

that the ensemble smoother with multiple data assimilation can be applied for karst aquifer analyses58

providing meaningful predictions with associated uncertainty. As a secondary objective, this paper59

also builds a hydrological model —as complex as the limited available data allows— to relate60

precipitation, temperature, and discharge.61

The ensemble smoother (ES) was introduced by Van Leeuwen and Evensen (1996) to solve62

inverse problems as an alternative to the ensemble Kalman filter (EnKF) with augmented state63

(Evensen 1994). Its main advantage is the assimilation of all observation data from all times at64

once, yielding more accurate estimates more efficiently than the EnKF, provided that the transfer65

function relating observation and model parameters is linear (Evensen 2003). For non-linear66

transfer functions, Emerick and Reynolds (2013) proposed the ensemble smoother with multiple67

data assimilation, which uses an iterative approach to assimilate the same data set multiple times,68

circumventing the problems related to non-linearities. A good description and comparison of69

several ensemble smoother methods can be found in Evensen (2018).70

The paper is organized as follows: after the introduction, the ensemble smoother and the hydro-71

logical model are described; next, the case study is presented, and finally, results and discussions72

close the paper.73

2 METHODS74

2.1 Ensemble smoother with multiple data assimilation75

The ensemble smoother with multiple data assimilation (ES-MDA) will be used in the context76

of inverse modeling to infer the parameters of a hydrological model from time observations of77
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the state variables and forcing terms. The hydrological model is referred to as the system state78

transition equation or forward model in the data assimilation literature. In the context of the current79

paper, the forward model is a hydrological one that predicts discharge flow in a karstic aquifer from80

precipitation and temperature. The model is based on Sherman’s instantaneous unit hydrograph81

(IUH) (Sherman 1932). The parameters describing the hydrological model are those defining the82

IUH plus the infiltration coefficient plus the parameters defining the snow water equivalent model83

needed to convert snow into infiltration. The forcing terms are precipitation and temperature, and84

the state variable is the time-varying flow discharge at the outlet. The state transition model is85

described in detail in the next section; for now and to describe the ES-MDA, it will be represented86

by the function g dependent on a vector of n model parameters x ∈ ℜn. If the model parameters87

are known, the system state can be calculated as88

y = g(x), (1)89

where y ∈ ℜm is a vector of predicted states uniquely determined by relation (1).90

The purpose of the ES-MDA is to get an estimate of the parameter vector x from a set of91

observations92

d = H · g(x) + ε, (2)93

where d ∈ ℜp is the subset of the system states that have been observed with some observation94

error ε (the error is assumed Gaussian distributed and with covariance R). The dimension of d95

does not have to coincide with that of y, that is, not all states need to be observed; matrix H is an96

observation matrix, generally composed of 0s and 1s, that extracts the subset of states that has been97

observed from the entire state vector y predicted by the forward model. In the hydrological model98

used in this manuscript, since the model predicts discharge at a single point —the outlet where it99

is observed— the dimensions of d and y are the same and equal to the number of time steps Nt at100

which flows are predicted/observed, (therefore, H is the identity matrix).101
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Estimating state parameters x proceeds in three steps: initialization, forecast, and update, of102

which the last two are iterated. This iteration is what gives the name of multiple data assimilation103

to the algorithm since each iteration amounts to re-assimilate all observations again to improve the104

last estimate of the parameters.105

In the initialization process, an ensemble (X0 = [x1, . . . , xNe]) of parameter vectors needs to106

be generated, its dimension being ℜn×Ne , with Ne being the number of ensemble members. All107

available prior information can and should be used in this procedure; the closer the initial values108

of the ensemble are to the real parameters, the better. Occasionally, there is little or no prior109

information, and the initial ensemble is generated from non-informative (uniform) distributions110

bounded between minimum and maximum values.111

In the forecast step, the forward model (1) is used with each member of the ensemble of112

parameters X to generate an ensemble of predicted states Y = [y1 = g(x1), . . . , yNe = g(xNe)],113

Y ∈ ℜm×Ne . The discrepancy between predictions and observations is used in the updating step.114

The updating step —also known as the assimilation step since it is the step in which observations115

are brought in to improve the parameter estimates— uses the auto-covariance of the states CYY and116

the cross-covariance between state and parameters CXY . These covariances are estimated from the117

ensembles of parameters and state predictions by118

CXY =
1

Ne − 1
(X − X)(Y − Y )T, (3)119

CYY =
1

Ne − 1
(Y − Y )(Y − Y )T, (4)120

where the overbar indicates ensemble mean. At the updating step, the number of multiple assim-121

ilations must have been already decided since they affect the updating equation as explained by122

Emerick and Reynolds (2013); let the number of assimilations be Nc. The update equation is123

x j,i+1 = x j,i + CXY (CYY + αi R)−1 · (d + √αiε j − y j), (5)124
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where j refers to the ensemble member and i refers to the assimilation step. After each assimilation,125

a new estimate of the parameters is obtained. The term CXY (CYY + αi R)−1 is known as the Kalman126

gain. Parameter αi is related to the number of assimilations and must satisfy the condition127

Nc∑
i=1

1
αi
= 1. (6)128

A simple, commonly used solution is adopting αi = Nc. Different authors have proposed other129

methods, such as Evensen (2018) and Emerick (2019). The approach suggested by Rafiee and130

Reynolds (2017) has been used in this work.131

The inbreeding problem. Inbreeding occurs when the filter collapses, that is, all ensemble132

members converge into a single realization with no variability among ensemble members. The133

topic is well known and has been discussed in the literature (Chen et al. 2021; Xu et al. 2013;134

Liang et al. 2012). The main reason behind inbreeding is a poor estimation of CYY and CXY by the135

experimental covariances given by (3) and (4).136

This work has used two main approaches to avoid the inbreeding problem. The first one is the137

use of a damping factor, a number β between 0 and 1 that multiplies the gain in the update step as138

follows139

x j,i+1 = x j,i + β · CXY (CYY + αi R)−1 · (d + √αiε j − y j). (7)140

The second one is to apply covariance inflation. Among the alternative covariance inflation141

methods discussed in the literature (Bauser et al. 2018; Anderson 2007; Wang and Bishop 2003),142

the one proposed by Anderson and Anderson (1999) has been chosen after some tests. The selected143

method uses a coefficient λ greater than one —to be chosen by trial and error— to spread the144

updated parameter values around their mean value, effectively increasing their variance. After each145

updating step (7), the parameter values are modified according to146

%X j = λ · (X j − X̄ j) + X̄ j (8)147
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where the overbar refers to the mean value and the dot to the modified update.148

2.2 Hydrological Model149

The hydrological model is based on the convolution of an instantaneous unit hydrograph with the150

inflow calculated using a modified rational formula (Kuichling 1889) to account for snow melting.151

In addition, an initial base flow Qb is also considered. Many authors highlighted the importance152

of the snowmelt contribution to aquifer recharge, such as Lucianetti et al. (2020) and Jódar et al.153

(2020), whose studies dealt with karst systems in alpine and pre-alpine areas. Bittner et al. (2021)154

also highlights the influence that the uncertainty associated with snowmelt models exerts on the155

modeled discharge. However, in this work, in the absence of distributed data measurements, snow156

melting is an unknown to be estimated by the model, driven by simple empirical relationships as157

described next. Trying to use a more sophisticated model does not make sense, and, besides, it is158

not the main focus of the paper.159

The equation for the rational method is160

I(t) = χ(t) · A · (i(t) + Sn(t)), (9)161

where I(t) [L3T−1] is the total infiltration into the aquifer χ(t) [−] is a time-varying infiltration162

coefficient, A [L2] is the recharge area, i(t) [LT−1] is the observed rainfall and Sn(t) [LT−1] is the163

snowmelt contribution.164

Computing the snowmelt contribution to infiltration faces two challenges. First, there is a need165

to know whether the precipitation registered at the gauge (a heated gauge) corresponds to snow or166

rain. Second, snow accumulates and slowly releases when the temperature is above freezing.167

After several trial-and-error runs, the following logical expression was derived to classify168

precipitation into snow or rain169

snow =(Tmm
min ≤ −1 ∨ Tavg ≤ 1 ∨ Tmm

avg ≤ 0 ∨ Tmax ≤ 4 ∨ Tmin ≤ 1.5)∧

∧ (Tmin ≤ 0 ∨ Tmm
min ≤ −1),

(10)170
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where all values are in Celsius degrees, Tmin is the minimum daily temperature, Tavg is the average171

daily temperature, Tmax is the maximum daily temperature, and Tmm
min and Tmm

avg are the minimum and172

average values of the temperature moving average over three days; when this expression is true, the173

precipitation fallen is snow.174

To calculate the snow water equivalent infiltration, a release function of time is constructed that175

takes into account the total precedent fallen snow according to the following expressions176

Sn′(t) = Σs

2
√

2πb2
1

· e
−
(t − a1)2

2b2
1 +

Σs

2
√

2πb2
2

· e
−
(t − a2)2

2b2
2 , (11)177

Sn(t) = Sn′(t)∑NT

t=1 Sn′(t)
· Vs, (12)178

where Σs [L] is the cumulative snow-equivalent precipitation measured at the gauge and a1, b1, a2, b2179

are parameters subject to identification during the inversion process; the intermediate values Sn′(t)180

[LT−1] are normalized so that the total snow melting (as snow-water equivalent) matches the181

observed value of fallen snow-equivalent precipitation Vs [L]. The total number of days simulated182

is NT . Notice that snow infiltration happens only when snow is on the ground, and the temperature183

is above 0 ◦C. Fig. 1 shows a typical result of snow water equivalent computed by this approach. In184

dark blue, both the daily snow precipitation and the cumulative precipitation during the first half of185

the year 2012 are shown, and, in light blue, the melted snow (both daily and accumulated) lagging186

in time with the fallen snow but accumulating to the same total by the end of May 2012.187

The infiltration is routed to the outlet using the following kinematic equation that provides the188

flow discharge189

Q(t) =
∫ t

0
I(t) · h(t − τ)dτ, (13)190

where Q(t) [LT−3] is the discharge flow and h(t) [−] is the instantaneous unit hydrograph (IUH) to191

be subject to identification during the inversion process. The shape of the IUH is parameterized192
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with the following expressions193

h′(t) = 1√
2πv2

1

· e
−
(t − m1)2

2v2
1 +

1
v2

· e
−

t
m2 , (14)194

195

h(t) = h′(t)∑NT

t=1 h′(t)
, (15)196

where v1,m1, v2,m2 are parameters to be identified during the inversion process. The intermediate197

values h′(t) are normalized to ensure that the area under the IUH equals 1.198

Replacing (9) into (13) and considering that there could be an antecedent base flow due to199

previous rainfall, the final equation that models the routing of the precipitation into discharge is200

Q(t) = Qb(t) +
∫ t

0
[χ(t) · A · (i(t) + Sn(t))] · h(t − τ)dτ, (16)201

where Qb [LT−3] is the base flow, which will be assumed to decay exponentially as202

Qb(t) = Qg(0) · e−q2·t, (17)203

where Qg(0) is the flow at the gauge at the beginning of the period analyzed and q2 [T−1] is a decay204

rate to be identified during the inversion process.205

The hydrological model is thus established. Its parameters are the four parameters defining206

the snow melting equation, the four parameters defining the unit hydrograph, the decay coefficient207

for the base flow, plus the daily infiltration coefficients. All these parameters will be subject to208

identification during the inversion process by ES-MDA. Since the updating equation (7) does not209

ensure that the updated values will be constrained within specified limits, the ES-MDA is applied210

to some transform of some of the variables: to ensure that the decay rate q2 is always positive, the211

ES-MDA works with its logarithm, and to ensure that the infiltration coefficients are between 0 and212

1, the following transformation is used213
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χ′(t) = 1 − χ(t)
χ(t) . (18)214

The input data will be temperatures and precipitations, and the output will be flow discharge.215

An example of the input data and the observed discharge for an event occurring in the spring of216

2012 is shown in Fig. 2.217

More complex hydrological models could have been considered, including explicitly processes218

such as evapotranspiration or interception and even distributing the parameters in space; however,219

there are no data that would justify the construction of such a model. For this reason, the infiltration220

model depends only on an infiltration coefficient that lumps together all the processes affecting221

rainfall until it becomes net inflow into the aquifer; and the routing model is based on the unit222

hydrograph. The snowmelt component had to be modeled aside; our preliminary tests showed223

that this process could not be lumped into the infiltration coefficient. The final model for the224

snow-equivalent infiltration was the simplest one possible (depending only on four parameters) and225

capable of reproducing the dynamics of snow melting at the site.226

3 CASE STUDY227

The system analyzed in this work is the Bossea-Artesinera karst aquifer. It is located in228

Northwest Italy, in the Maritime Alps district, and it is a rather complex karst system, well studied229

and described by Antonellini et al. (2019). In Fig. 3, the study area location is shown. Part of230

the system is accessible through the Bossea Cave. The infiltration basin covers around 6 km2, as231

indicated by Civita et al. (1990), which is the value used in the model. The entrance to the cave232

opens onto the middle Corsaglia valley, through which the stream of the same name flows. The233

primitive glacial morphology has almost disappeared due to the intense erosion by the watercourse.234

This strong erosion has two main causes: a change in the base level of the Tanaro river, of which the235

Corsaglia is a tributary, and a recent uplift of the entire Alpine sector where the aquifer is located.236

Towards the west of the basin, the karst absorption areas open up, consisting of valleys dug by the237

erosion of temporary waterways. An alternation of waterproof quartzites can be identified, replaced238
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by limestone where the water infiltrates to reach the aquifer. Karst soils are partially covered by239

insoluble residues on which vegetation grows. Towards Prato Nevoso, the landscape turns into240

gentler karst forms with a grassy cover, where there are some absorbent sinkholes.241

The climate is strongly influenced by the nearby Mediterranean Sea (about 40 km away) with242

abundant rainfall in autumn, generally in November, and in spring, typically in May, while the243

driest season is summer. The mountainous environment leads to frequent snow falling in the cold244

months, especially in the higher part of the basin, which rises to 2382 m.a.s.l. The winter is mainly245

characterized by freezing temperatures, especially at night, and snow precipitations. For these246

reasons, a second dry season occurs during the winter. Concerning snowfall, a maximum height247

of snow during the season can be found between 50 cm and 250 cm, usually recorded in the late248

winter period. There is often a remarkable difference in precipitation between the lower and the249

higher areas. The snow melting lasts for the entire springtime, starting in March and continuing250

until May. It affects first the sunny slopes, usually east and south, and then those in the shade, north251

and west, through the whole spring. The mean annual precipitation calculated during 2001-2018252

is equal to 1372 mm with a standard deviation of 381 mm, indicative of a large variability across253

the years.254

Data are gathered in two different locations: the Borello weather station, managed by ARPA255

Piemonte, where there are an air thermometer and a heated gauge able to measure rainfalls and256

snow falling as millimeters of water; and the Bossea Scientific Station inside the cave, managed257

by the Italian Alpine Club and Turin Polytechnic, where the outgoing flow rate is measured with258

a weir located on the stream crossing the Bossea Cave. The weir is placed after a pool of calm259

water more than 100 m long, allowing to take measurements with a precision of 1 Ls−1. The data260

analyzed cover from 2001 to 2018. In Fig. 3, the aquifer basin, the Borello weather station, and the261

cave entrance —where flow rates are measured— are shown.262

4 RESULTS263

Two exercises have been performed. The first one is fitting: given the information of an event264

such as that in Fig. 2, can the parameters of the hydrological model be identified by the ES-MDA?265
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With which degree of uncertainty? The second is a forecasting one: once several events have been266

fitted, can a unique set of parameters be extracted from the analysis of all fits that could be used to267

forecast flow rates given input precipitations and temperatures?268

At the end of either exercise, there is not a single prediction of the parameter values but an269

ensemble of values for each parameter. This ensemble allows retrieving one value as the best270

estimate —it could be the mean or the median, for example— and also a measure of uncertainty271

given by the spread of values and summarized by, for instance, the standard deviation or a confidence272

interval. Such uncertainty about the predictions should not be confused with the expected time273

variability of the discharge; instead, it measures the amount of information in the dataset and how274

reliable forecasts are.275

4.1 Fitting276

The ES-MDA was applied first to fit the event observed during the spring of 2012. The input277

data is shown in Fig. 2 and is discretized daily. The ES-MDA is run with 15 data assimilations,278

that is, Nc = 15, and with 1000 ensemble members, that is, Ne = 1000. The hydrologic model279

is run with daily frequency. The parameter vector that has to be identified by the ES-MDA is the280

following281

x = [m1, v1,m2, v2, a1, b1, a2, b2, χ
′
1, χ

′
2, . . . , χ

′
NT
, q′2], (19)282

where NT is the duration in days of the event being analyzed, the prime marks indicate that the283

ES-MDA is not applied to the parameters themselves but rather to a transformation of them, as284

explained earlier. Just as a recall, the first four parameters serve to define the parametric shape of285

the IUH, the next four parameters control the snow water equivalent model, the next NT parameters286

are the daily infiltration coefficient transforms, and the last parameter is the logarithm of the decay287

rate of the base flow.288

The initial ensemble of realizations is generated by drawing, independently, each value from289

the following uniform distributions, m1 and m2 from U[1, 5], v1 and v2 from U[5, 10], a1, b1,290
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a2, b2 from U[5, 10], ξi from U[0, 1] and q2 from U[0, 0.5]. The ranges of the parameters were291

chosen based on prior information or by trial and error as good starting points for the assimilation292

algorithms. Particularly, the IUH parameters were guided by previously performed tracer tests.293

In any case, the algorithm itself updates the parameter values at each assimilation step without294

any constraint on the interval over which the parameters may fall; that is, the range of the initial295

set of parameters has only a marginal influence on the final solution given by the ES-MDA. After296

the drawing, infiltration and decay coefficients are transformed as indicated in subsection 2.2. To297

prevent filter inbreeding, a damping factor of 0.38 and a covariance inflation of 1.12 were used298

(again, these two parameters were chosen by trial and error).299

Figure 4 shows the ensemble of initial daily infiltration rates and the ensemble of initial IUHs300

built with the values drawn for m1, v1,m2, v2 from their corresponding distributions. As noted, these301

initial values display a wide variability.302

The results of the inversion for the data in Fig. 2 are shown in Fig. 5 where the one thousand303

final IUHs and the one thousand final daily infiltration coefficients are shown. Also, the infiltration304

coefficient ensemble average is shown in red. There is little uncertainty about the final IUH, whereas305

the uncertainty about the infiltration coefficients is larger, particularly during the spans when there306

is little or no infiltration.307

Next, the performance of the inverted values is analyzed by predicting the discharge flow rates308

using these values. Recall that the ES-MDA does not provide a single answer but an ensemble of309

answers. When each of these answers is plugged into the hydrological model, and the model is run,310

the resulting flow rates compare pretty well with the observed ones, as seen in Fig. 6. This figure311

shows, with a dotted line, the observed flow rates, and with a yellow band, the results obtained312

with the ensemble of inverted parameters; the red line is the ensemble average. The reproduction is313

quite good except for a few spans, probably due to failure in predicting the snow water equivalent.314

The figure also shows, for reference, the base flow in green and the computed average snow water315

equivalent precipitation.316

Besides the visual comparison of predictions versus observations, several performance indi-317
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cators have been computed: the Nash-Sutcliffe efficiency coefficient (NSE) (Nash and Sutcliffe318

1970), the percentage of total volume error, the average bias in flow prediction, and the root mean319

square error. The expressions for these indicators are given below.320

Nash-Sutcliffe efficiency321

NSE =

∑NT

t=1(Qo(t) − Qm(t))2∑NT

t=1(Qo(t) − Q̄o)2
(20)322

where Qo(t) are the observed (daily) flow rates, Qm(t) are the median values of the ensemble of323

modeled daily flow rates and Q̄o is the mean of the measured flow rates. The summation extends324

over all the days modeled, NT .325

Percentage volume error326

VolRelErr(%) = Vo − Vm

Vo
· 100 (21)327

where Vo is the volume computed by integrating the discharge curve of observed flow rates and Vm328

is the volume calculated by integrating the median values of the ensemble of modeled flow rates.329

Average bias330

Bias =
1

NT

NT∑
t=1

(Qm(t) − Qo(t)) (22)331

Root mean square error332

RMSE =

√√√
1

NT

NT∑
t=1

(Qm(t) − Qo(t))2 (23)333

For this specific case, the resulting values of these indicators can be seen in Table 1.334

Regarding potential filter inbreeding, the evolution of the ratio between the root mean square335

error (RMSE) and the average ensemble spread (ES) has been computed for the observed and336

predicted values of the spring 2012 event. The RMSE is calculated, for each day, using Eq. (23),337

and the ES is given by338
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ES =
1

NT

NT∑
t=1
σt (24)339

with σi being the standard deviation of the flow model predictions at a given time t. Figure 7340

shows the evolution of both RMSE and RMSE/ES with the number of data assimilations. While341

the RMSE measures the prediction error, the ES measures the fluctuation of the predictions around342

the mean prediction. Desirably the ratio RMSE/ES should be around 1, indicating that there is no343

filter inbreeding. In the spring 2012 event, the RMSE gets as low as 14 L s−1 after 15 assimilation344

cycles, but still, it is 3.5 larger than the ES. While the ratio RMSE/ES is larger than 1, its value is345

not disproportionate. It cannot be considered an indication of filter inbreeding since much of the346

RMSE value is due to the estimation bias reported in Table 1.347

4.2 Forecasting348

The above fitting procedure was performed for all 27 identified events in the 2001-2018 year349

span. Their analysis shows some recurrent behavior that points towards a possible aquifer signature,350

which could be used for forecasting.351

The first thing that could be noticed is that the aquifer response is different in the first half of the352

year (spring) than in the second half (autumn). Therefore, if such a signature exists, it will differ353

depending on the season.354

Next, an average response is extracted from the analysis and then used to forecast a couple of355

events, one in each season.356

Figure 8 shows the average IUHs from the ensemble of realizations resulting after fitting all357

events happening in spring between 2001 and 2018. All IUHs show similar behavior, except for358

spring 2011, which shows a bump around day 20. Two alternatives are proposed for a representative359

IUH for spring events at the Bossea aquifer: (i) to use the IUH obtained with the average value of360

the parameters m1, v1,m2, v2, (solid red line in the figure), or (ii) consider the average of the IUHs361

in the figure, and then find the best fitting parameters for m1, v1,m2, v2 to this average IUH (dashed362

red line in the figure). After some tests trying to forecast individual events, it was found that the363
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second option is the one that works best and is retained.364

Similarly, Fig. 9 shows the average IUHs from the ensemble of realizations resulting after fitting365

all events happening in the summer/fall between 2001 and 2018. The similarity among the IUHs366

is larger than for the spring ones. The same two options to obtain a mean representative IUH were367

considered, although the difference between the solid red line (IUH with average parameters) and368

the dashed red line (IUH fitted to the average of the individual IUHs) is small.369

As already mentioned, the representative IUH differs depending on the season. The spring hy-370

drograph distributes the discharge over a more extended period. In contrast, the autumn hydrograph371

is more explosive, with most flow occurring a few days after precipitation falls.372

Regarding the infiltration coefficients, Fig. 10 shows a statistical summary of the daily infiltration373

coefficients over the calendar year obtained during the fitting exercise to all the events: in red, the374

mean value, and in blue, the interval given by the average plus-minus one standard deviation.375

Overall, the uncertainty about the infiltration coefficient is significant, but some clear trends are376

observed; the infiltration coefficient peaks at the beginning of spring and has the lowest values once377

fall has started, with a second lower peak in early December. The mean coefficients in the figure378

are the ones chosen to forecast.379

The analysis of the snow melting parameters a1, b1, a2, b2 does not show any noticeable trend.380

The only conclusion drawn is that a Gamma distribution could fit the resulting values. Their median381

values have been chosen for the forecast.382

Finally, the decay coefficient q2 used to describe the base flow does not show any pattern either,383

and its median value is chosen for the forecast.384

Having selected the representative parameters of a generic hydrological model for the Bossea385

aquifer, the forecast of some observed events is performed without any additional fitting or parameter386

adjustment. Figures 11 and 12 show the forecast for the spring 2013 event and for the fall 2016387

event, respectively. These figures display, as a dashed black line, the observed discharges and, as a388

solid red line, the forecast obtained using the representative parameters described above. Also, the389

two solid purple lines show the predictions using the infiltration coefficients from the upper and390
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lower curves in Fig. 10. For completeness, both figures also show the base flow in green and the391

rainfall and snow equivalent precipitations in dark blue and light blue, respectively.392

For it being a blind prediction, the results can be considered acceptable, especially for the fall393

event. The existence of a “signature" IUH was clearer for the fall events (see Fig. 9) than for the394

spring events (see Fig. 8). The NSE and the error in total flow calculation have been computed for395

the red and purples lines in Figs. 11 and 12 and are reported in Tables 2 and 3, respectively. The396

NSE, as expected, is much better (closer to 1) for the fall event than for the spring event, although397

the error in total volume prediction is the opposite.398

5 DISCUSSION AND CONCLUSIONS399

This paper explores the possibility of identifying the parameters describing a hydrological model400

for an Alpine karst system using the ensemble smoother with multiple data assimilation (ES-MDA).401

For this purpose, a model coupling the rational method with time-varying infiltration coefficients,402

the instantaneous unit hydrograph, and a snow water equivalent precipitation calculation has been403

built. The method has been tested using data from the Bossea aquifer in Italy. Despite having only404

one meteorological station, the simple black-box-type model can provide discharge predictions that405

match the observed values at the discharge flow gaging station.406

The model has demonstrated its ability to route precipitation onto flow discharge when the407

parameters describing it are fitted using the input precipitation and temperature, and the output408

discharge as known. These results demonstrate, again, the efficiency of the ensemble-based filters409

and smoothers for inverse modeling. Some of the advantages of the ES-MDA are that it considers410

all data for all times at once and that, being an ensemble-based method, it always provides an411

ensemble of final results from which best estimates for the parameters (such as the mean or the412

median) and uncertainty bounds (such as the standard deviation or the interquartile range) can be413

extracted; also, the ES-MDA is conceptually simple to explain and very fast in its implementation.414

Although only one such fit is shown in the paper, the fits corresponding to other events are415

equally good, with NSE values never below 0.9, in most cases, above 0.95. The conclusion416

that could be drawn from this fitting exercise is that, indeed, the ES-MDA can be used to fit a417
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hydrological model of the kind described in this paper.418

Then, the question remained of whether a single set of parameters could be deduced from the419

fitting of the different events that would be representative of the aquifer and could be used for420

forecasting purposes. The different events had to be split into two sets since it was clear that the421

response of the aquifer was not the same during spring (with substantial amounts of infiltration422

coming from snow melting) as during autumn when the observed response was more explosive and423

closer to a fast flood. After the splitting, average values were computed from the individual event424

fittings, and an average model was formulated for each season.425

Using these average models for predictions did not work as remarkably as the individually fitted426

models. There is a need to analyze further why this happened and ways to improve the results. The427

comparison of the spring and fall models results in a better assessment of the fall model, which428

may indicate a need to reevaluate the implementation of the snow equivalent calculation since this429

is the main difference between the two seasons.430

Another item that may need reevaluation is the time-varying infiltration coefficients. Initial431

investigations using a constant infiltration coefficient did not work, meaning that an accurate432

forecast can only be obtained with infiltration coefficients that vary in time. The average model433

presented in Fig. 10 shows a clear cyclic trend over the natural year but also displays too much434

short-scale variability. There is a need to explore alternative parameterizations for the infiltration435

coefficient, maybe accounting for antecedent precipitation.436

The analysis of Fig. 11 shows that the model forecasts too much flow in response to the March437

and April precipitations. The first observed peak discharge may be due to snowmelt and is not fully438

captured by the model. Then the final recession curve (starting in June 2013) corresponds to an439

aquifer with a larger storage volume than the one implied by the forecasting model.440

The analysis of Fig. 12 is more favorable, and the observed discharge is almost perfectly441

reproduced by the predicted one using the average model.442

It is necessary to highlight that the area of the infiltration basin is but a rough estimation and443

that a better definition of it could yield more reliable results.444
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It is difficult to conclude whether a signature response can be built for the Bossea aquifer. Still,445

it is clear that the ES-MDA is a powerful tool to fit individual events, which could be used to better446

understand the dynamics of the complex Bossea karst system. An interesting continuation of this447

work would be using the ES-MDA to fit a unique hydrological model to all data for all events448

simultaneously. Such an approach could identify that elusive unique response that was not fully449

characterized in this work.450
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Table 1. Performance indicators for the spring 2012 event

Bias (L s−1) −3.15
RMSE (L s−1) 13.86

Mean Absolute Error (L s−1) 7.92
NSE 0.97

Error in total discharge volume (%) −2
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Table 2. NSE and volume errors for the forecasted spring 2013 flood event.

Spring 2013 forecast χ − std χ χ + std

NSE 0.60 0.72 0.41
Volume error [%] −27.98 1.84 31.65
Difference between real volume
and estimated volume [m3·103] 998.750 −65.519 −1129.789
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Table 3. NSE and volume errors for the forecasted fall 2016 flood event.

Fall 2016 forecast χ − std χ χ + std

NSE 0.52 0.86 0.25
Volume error [%] −45.56 6.29 59.70
Difference between real volume
and estimated volume [m3·103] 741.647 −102.327 −971.771
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Figure 1. Fallen snow (dark blue) and estimated snow melting (light blue).
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Figure 2. Data collected for the flood event in spring 2012.
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Figure 3. Map of the study area. The aquifer basin, the Bossea cave entrance, and the Borello
weather station are shown. The flow rates are measured inside the Bossea cave close to the entrance,
and the weather data, at the Borello station.
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Figure 4. Initial ensembles of IUHs and infiltration coefficients.
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Figure 5. Final IUHs and infiltration coefficients. In light blue the ensemble of 1000 final IUHs,
with its mean in dark blue. In yellow the ensemble of infiltration coefficient curves, with its mean
in red.
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Figure 6. Predicted discharges. In yellow, the predictions with the 1000 members of the final
ensemble of parameters, and in red, the average of these predictions. Also shown, the base flow
computed with the median of the ensemble base flow parameters, and the snow water equivalent
computed with the median of the parameters of the water equivalent model.
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Figure 7. Evolution with the number of data assimilation cycles of the Root Mean Square Error
(RMSE) and the ratio RMSE to Ensemble Spread (ES).
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Figure 8. The mean of the IUHs obtained for all the spring events and the two alternative average
values: in solid red, the IUH computed with the average parameters, and in dashed red, the
parametric curve fitted to the average of the event IUHs.
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Figure 9. Mean of the IUHs obtained for all the summer/fall events and the two alternative
average values: in solid red, the IUH computed with the average parameters, and in dashed red, the
parametric curve fitted to the average of the event IUHs.
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Figure 10. Daily infiltration coefficients. In red, the average value of the coefficients computed
over all events, and in blue the uncertainty band of one-standard deviation width.
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Figure 11. Blind forecast of the spring 2013 event. The black dotted line is the observed discharge,
the solid red line is the prediction with the average model, and the two purple lines are the predictions
using the infiltration coefficients in the band’s limits shown in Fig. 10. For completeness, rain and
snow equivalent infiltration, and base flow are also shown.
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Figure 12. Blind forecast of the fall 2016 event. The black dotted line is the observed discharge, the
solid red line is the prediction with the average model, and the two purple lines are the predictions
using the infiltration coefficients in the band’s limits shown in Fig. 10. For completeness, rain and
snow equivalent infiltration, and base flow are also shown.
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