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Abstract 
A SLAM-based Augmented Reality (AR) app has been designed, developed, and validated to assess spatial short-
term memory. Our app can be used with visual and auditory stimuli and can run on mobile devices. It can be used 
in any indoor environment. The anchors and data of the app are persistently stored in the cloud. As an authoring 
tool, the type of stimulus, its number, and specific positions in the real environment can be customized for each 
session. A study involving 48 participants was carried out to analyze the performance outcomes comparing the 
location and remembering of stimuli in a real environment using visual versus auditory stimuli. The number of 
objects placed correctly was similar for the two different stimuli used. However, the group that used the auditory 
stimulus spent significantly more time completing the task and required significantly more attempts. The 
performance outcomes were independent of age and gender. For the auditory stimuli, correlations among all of the 
variables of the AR app and the variables of two other tasks (object-recall and map-pointing) were found. We also 
found that the greater the number of correctly placed auditory stimuli, the greater the perceived competence and 
the less mental effort required. The greater the number of errors, the less the perceived competence. Finally, the 
auditory stimuli are valid stimuli that may benefit the assessment of the memorization of spatial-auditory 
associations, but the memorization of spatial-visual associations is dominant, as our results suggest.  
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1 Introduction 
 
Spatial short-term memory can be defined as the limited ability that people have to store and remember 
representations of spatial stimuli for short periods of time [1]. These stimuli can be visual, auditory, or other types 
of stimuli [2]. Spatial memory is used to memorize relevant information, for instance, where we have left our 
belongings, or the route to find a place that was previously visited, among other examples [3]. Therefore, this type 
of memory allows spatial abilities and navigation and is involved in everyday tasks. This implies that if there is an 
impairment in spatial memory, the effects on daily life can be devastating. Tools that are related to spatial memory 
can be used for both assessment and training. For assessment, they can help in identifying difficulties for people’s 
independence [4]. For training, they can be used in patients with orientation difficulties that are usually due to 
diseases or impairments, such as Alzheimer’s disease [5], acquired brain injury [6], stroke [7], or healthy aging 
[8]. In real life, human spatial orientation is based on both visual and self-motion cues (vestibular and 
proprioceptive) [9]. Therefore, Virtual Reality (VR) and Augmented Reality (AR) are two technologies that can 
be exploited for the development of systems for the assessment of spatial memory. From our point of view, these 
two technologies are especially interesting when the user has to perform physical movement in the real 
environment. Physical displacement is important in spatial ability [10]. To navigate in the real world, people use 
information from different sources (mainly visual and body-based) as well as various complementary cognitive 
processes. Movement can be perceived through optic flow (visual) and vestibular information and proprioception 
(both of which are based on the body). People can use path integration (body-based) and the proximity of a 
landmark to determine where to travel within an environment. Therefore, with physical movement, tasks are 



  

 

 

similar to those of daily life and the environment can be explored in a natural and ecological way. The 
Simultaneous Localization and Mapping (SLAM) technique allows us to build or update a 3D map of an unknown 
environment and also keep track of the device used. SLAM has played a key role in the fields of autonomous 
mobile robots, driverless vehicles, and unmanned aerial vehicles. In recent years, special interest has been shown 
in SLAM for its use in augmented and virtual reality. For example, SLAM is the tracking technique behind ARCore 
(the platform we use) and ARKit. The use of SLAM in AR allows virtual objects to be placed on the scene without 
the need to physically add additional elements to it, such as image targets or specific 3D objects. In this work, we 
present an AR app based on SLAM that requires the physical movement of the user and can be used in any indoor 
environment (e.g., the patient's home, the therapist's office, or a hospital ward). Moreover, our app can use visual 
or auditory stimuli. Our study compares short-term spatial memory involving the visual and auditory senses. 
Memory for locations of visual and auditory stimuli depends on independent systems [11, 12]. Humans are visually 
oriented in their ability to recognize what they perceive. This fact determines the quality of the representations 
they make with each sensory modality. The mental representations of visual objects are processed in a detailed 
manner in the visual memory system whereas the auditory objects are processed in a conceptual manner in the 
auditory memory system [12]. This means that humans can store more items with more details when they are 
perceived in the visual modality than in the auditory modality [11, 12]. To our knowledge, this is the first work 
that uses AR for comparing visual and auditory stimuli for the assessment of short-term spatial memory.  

 

2 Related work 
 
Spatial memory is generally assessed using the sense of sight and paper and pencil tests [13, 14]. Computerized 
tools using VR or AR have been developed and provide some advantages over traditional testing. The use of VR 
or AR applications offers several advantages over paper and pencil tests. VR and AR applications enable acquiring 
and storing all of the data obtained during the task (e.g., successes and errors, number of errors, times, etc.). In 
applications of this type, the stimuli can be varied and can be controlled [15–17]. Another important advantage is 
the reduction in cost and time. For all of these reasons, the use of VR and AR has been extended for the study of 
human ability.  
Very few works have explored the use of other types of devices for the assessment of spatial memory [18]. The 
added value of the work of Loachamín et al. [18] was the use of ambient electronic devices in the shape of a rabbit 
(Karotz) and the use of auditory stimuli for the assessment of spatial memory. Five devices were distributed in a 
5 m2 room with 30º of separation between each other. The task included a total of 45 auditory stimuli, divided into 
five levels, in which the number of sounds to remember increased. The participants had to listen to sounds and 
remember the device that made the sound and then remember the location of the sound source. The interaction 
was through gestures. The participants stood in front of the devices and raised both arms. A Microsoft Kinect 
sensor was used for gesture recognition. They compared the performance of 48 adults and 100 children using their 
system with paper-and-pencil neuropsychological tests. The system performance correlated with the performance 
of the neuropsychological tests. The number of correct levels correlated with four neuropsychological tests 
(memory of places, verbal working memory, discrimination of sounds from the environment, and clinical 
evaluation of spatial memory in everyday life). These correlations demonstrated the similarity of their task and 
traditional methods. 
 

2.1 Virtual Reality 
 
VR has been used for the assessment of spatial memory in humans [19–22]. The first VR applications to assess 
spatial memory generally used a computer screen to visualize tasks and used a keyboard and mouse to navigate 
and change the user’s perspective in the virtual environment. Users were sitting in front of these screens, without 
moving, and exploring a virtual environment [16, 17, 23]. Today, this possibility is still a valid alternative [24]. 
The use of headsets has also been considered for creating more immersive VR experiences [25]. Moreover, the 
latest headsets allow users without stereopsis to have 3D experiences (e.g. Oculus) [26]. Other works have 
incorporated physical activity to move in the virtual environment [27–29]. 



   

Rodríguez-Andrés et al. [28] analyzed the influence of movement on a VR task. They compared the performance 
of physical activity versus no physical activity. For the physical activity, they used a Wii balance board and a Wii 
mote. For the case of non-physical activity, they used a gamepad. For the physical activity, movement in the virtual 
environment was achieved by walking on the Wii balance board and the turns of the avatar were controlled with a 
steering wheel which contains the Wii mote. They used a large screen (120 ") for visualization. They carried out a 
study with 160 children. The results did not show significant differences between the two types of interaction. 
However, it should be noted that physical activity was performed using the Wii balance board and the user may 
not have had the feeling of walking in the real world. 
Another VR task based on a maze also required physical activity [27]. A study (N=89) was carried out to compare 
physical activity versus non-physical activity. A real bicycle was used for the physical activity interaction and a 
gamepad for the non-physical activity interaction. A VR HMD (Oculus Rift) was used for visualization. Their 
results indicated that the outcomes on the task were better for the non-physical activity interaction. For the physical 
activity interaction, the participants had to pedal on a stationary bike, use the handlebar, and wear the HMD. All 
of this could have influenced the usability of the system and the level of presence induced, leading to a negative 
influence on the results. 
 

2.2 Augmented Reality 
 
To our knowledge, very few works have used AR to study the performance of spatial memory. In a first work, an 
AR app for visual stimuli using Vuforia SDK1 was developed using image targets distributed in the real 
environment [15, 30]. The user had to physically walk around a room to look for objects that were distributed 
throughout the room inside of carboard boxes and remember their locations. Then, the user had to remember the 
position in which the objects were found. In a second work, a SLAM-based AR app for visual stimuli using Tango 
SDK was developed [31, 32]. The user also had to physically walk around a room and look for objects distributed 
in the room; however, in this case, there were no additional elements. These aforementioned applications only 
consider visual stimuli while this work incorporates multimodal interaction (visual and auditory stimuli). We also 
present a study comparing the two types of stimuli. Another disadvantage of the work in [31, 32] is that the app 
can only run on smartphones that support Tango SDK. In contrast, the app presented in this paper can run on 
different mobile devices.  
Another work that is related to ours developed an AR system to memorize the location of objects and estimate 
distances [33]. Keil et al. [33] used HoloLens to display grids on the room floor. They carried out a study (N = 60) 
to check if the use of grids helped in these processes. The authors concluded that distance estimations were more 
accurate when a grid was shown, while location memory performance was worse when a grid was shown. 
Other research groups have used AR as a navigation aid. Peleg et al. [34] presented a route-planning task for public 
transportation. They carried out a study (N = 44) comparing the performance of older and younger participants 
using a mobile AR app and a non-AR app. The mobile AR app augmented a wall map with the times that busses 
go through each station. The participants using the AR app completed the task requiring less time, but with higher 
error rates. Chu et al. [35] presented a mobile navigation service with AR. Their study (N = 49) compared the 
performance of the participants using the AR system and the maps. They concluded that AR navigation was better 
than the two map navigation modes that were used to determine the time and accuracy rate in completing the task. 
Rehman and Cao [36] developed an AR app for indoor navigation. They carried out a study (N=39) comparing the 
navigation using Google Glass, a smartphone, and a paper map. The comparison of Google Glass and the 
smartphone did not offer statistical differences in terms of workload. The smartphone and Google Glass were 
better than the paper map in terms of less time required for execution and lower workload. The paper map showed 
better route retention. 
 

  

                                                            
1 https://developer.vuforia.com 



  

 

 

3 A SLAM-based augmented reality app for the assessment of spatial memory 

3.1 Design rationale 
 
This subsection describes our design decisions as well as the solutions and available technologies. Our aim was to 
design an AR app for the assessment of spatial memory that is functional and effective. Our first step was to 
analyze the main functional characteristics. The app must include multimodal interaction. The interaction must be 
as natural and intuitive as possible. The app must include 3D objects that are familiar to users and that can appear 
in familiar environments. It must not require adding additional elements to the real world, i.e., it must work in any 
environment. It must be possible to configure tasks. These tasks must be stored so that they can be used by any 
user later. The app must persistently store the user’s performance data when using the app. It must be possible to 
consult the user’s performance data even when the application is not running. 
We had to make several decisions regarding these characteristics. The first decision to make was to determine 
what kind of stimuli to include. We decided to include two different stimuli. The first stimulus selected was sight 
because it is the dominant sense in humans [37, 38]. For the other stimulus, two alternatives were studied: audio 
and touch. Touch was ruled out due to the difficulty of integrating the stimuli successfully in an AR app. The next 
decision was to program the app to appear in portrait mode to prevent the camera from being covered by the user’s 
hand and to facilitate the manipulation of the device. A translucent button bar is added with buttons that show the 
objects to select. The translucence allows the user to see them, but the real world can also be seen in the 
background. The button bar can be placed on any of the four sides of the screen. It was suggested to place the bar 
at the bottom. This area is where menus usually appear and it is easy for both right-handed and left-handed people 
to manipulate. When placing an object on the scene, the user can use a manipulator to change the object's position, 
rotate it, or raise it through gestures on the screen. For simplicity and to be similar to the gestures already used in 
applications of this type, we use standard gestures. To select an object, the user only has to touch the area of the 
screen in which it appears. To rotate a selected object, two fingers are rotated (generally, the thumb and index 
fingers) with a separation between them of about 3 centimeters. Raising an object from its current position requires 
a two-finger swipe from the bottom of the screen to the top. This type of interaction is included natively in ARCore. 
We decided to select everyday objects that may be familiar to users and that can be included naturally in everyday 
environments. Moreover, the selected objects must have a 3D model and a specific sound that can be associated 
with it to prevent confusion with another 3D object. The objects to be considered are: mobile phones, mugs, 
cameras, musical instruments, and decorative objects (e.g., cars, animals, etc.). These 3D objects can be obtained 
from already available models, by accessing free or paid 3D models on the internet or modeling them from scratch 
(when required). We studied possible 3D design software to model or modify 3D objects: 3D Studio Max and 
Blender. Blender was selected because it is free and the group had already worked with it. For the development of 
AR apps, we had to decide between SDKs that require the inclusion of additional elements (Vuforia) or those that 
do not require the inclusion of such elements and are SLAM-based (Vuforia, Tango, ARCore, ARKit). To meet 
the requirements, we had to select an SDK that does not require the inclusion of additional elements. For this 
reason, the use of Vuforia with targets (image targets, model targets, or object targets) was ruled out. Similarly, 
the use of Vuforia Ground Plane was ruled out because it only detects horizontal surfaces. Tango was discarded 
because it has been deprecated since March 1st, 2018. ARKit was discarded since a Mac must be used for its 
programming and an iOS device for its execution. Consequently, we selected ARCore. Even though Unreal and 
Unity can both be used to program the apps, we selected Unity because the group had previously worked with this 
engine and switching to Unreal would not provide any additional benefits. A greater level of detail of the software 
and hardware used is included in the Appendix. A synthetic view of the architecture of the app is shown in Figure 
1. To be able to store where objects are placed so that they can be retrieved later, our app must have the 
functionality to persistently store anchors that are placed at a given position. After an exhaustive search, we 
determined that the only option available at that time for use with ARCore was Azure Spatial Anchors. For the 
storage of user data, several alternatives were studied: store the data on the mobile device, a server, or the cloud. 
We decided to store data in the cloud. In this way, the data is synchronized in real time with the app and is available 
for consultation even when the app is offline. After studying several options, we chose Firebase, which is a 
platform that is located in the cloud and integrated with Google Cloud Platform. Firebase was also selected because 



   

it allows easy management of user access to the app through email and other platforms such as Google, Twitter, 
or Facebook. 
The app was developed from this design and can work on any device that supports ARCore. The app works with 
visual and auditory stimuli and can work in any indoor environment. The person in charge of the evaluation 
(hereinafter, supervisor) only has to customize the environment with the type of stimuli (visual or auditory), the 
number of stimuli, and the stimuli placed in the desired positions. The app can store different environments and 
their customization so that the supervisor only has to select one of them for a specific session.  

 
Fig. 1 A synthetic view of the architecture of the app. 

 

3.2 App Functionality for the Supervisor 
 
The user logs in with either a Google account or an e-mail account. After log-in, a screen with three buttons 
(placement, learning, and evaluation) appears with a configuration option in the lower area of the screen. By 
selecting the ‘Configuration’ option, the supervisor can define the maximum time for the phases to be performed 
by the participants. By default, there is no maximum time for these phases. By using the ‘Placement’ button, the 
supervisor can select the number of stimuli to be used in a session. Images of the different stimuli are shown on 
the screen for this selection. The eight stimuli included in this version of the app are: a camera, a car, a bell, a frog, 
a dog, a mug, a cell phone, and a violin. Each image has both a visual and an auditory stimulus associated to it. 
The stimuli were selected so that they had a visual stimulus and its sound equivalent. For example, the image of 
the dog has a 3D model of a dalmatian dog for the visual stimulus and a dog’s bark for the auditory stimulus. All 
auditory stimuli are placed in the environment using a musical note. Therefore, for the selection and placement of 
the objects in the real environment, the supervisor only uses visual stimuli. When a user performs a session, either 
visual or auditory stimuli are selected for use by the supervisor. After the selection of the stimuli, the supervisor 
must place them in the desired place in the real environment. To do this, the app has to identify flat surfaces. Planes 
with white dots are used to show the detected flat surfaces. The supervisor has to move the device around the real 
environment so that the app can identify suitable flat surfaces. The supervisor can place the stimuli in the 
environment on the suitable surfaces that appear as white circles (Figure 2). The stimuli to be placed appear in the 
right or bottom sidebar of the screen. The bar on the right is landscape mode and the bar at the bottom is vertical 
mode. The supervisor chooses one of the objects and places it in the environment by tapping on the selected 
location. After placement, each object has a manipulator for changing its position (by using drag and drop), rotating 
it, or enlarging or reducing it on the screen. The selected object can be rotated by rotating two fingers on the screen. 
The size of the object can be enlarged or reduced by spreading two fingers apart or pinching two fingers together 
on the screen, respectively. The information about the environment, the stimuli, and their placement are 
persistently stored with an identifier that can later be recovered for another session. 
 



  

 

 

 
Fig. 2 Example of the AR app. A surface is detected and appears as a plane with white circles. 

 

 
(a) 

(b) 
Fig. 3 Examples of the AR app. The virtual objects are shown in their original colors because the user has not touched any yet. (a) 

View of the app with 8 visual stimuli. (b) View of the app with 8 auditory stimuli presented as blue music notes. 
 

 
Fig. 4 Example of the AR app with visual stimuli. View of the app with 8 visual stimuli after all being touched by the user shown in 

green. 
 



   

 
Fig. 5 Distribution of the 8 stimuli in the room in which the study was carried out. The stimuli are highlighted with green ovals. 

 

3.3 App Functionality for the User 
 
In the current version of the app, the user must perform two phases consecutively (learning and evaluation). These 
phases are executed when selecting the ‘Learning’ and ‘Evaluation’ buttons of the main menu. In the learning 
phase, the type of stimulus to be used (visual or auditory) must be selected first. By default, it is visual. The 
supervisor then selects the environment desired from the stored environments. Afterwards, the user initiates her/his 
experience. The user walks around the real environment and looks at it through the screen of the mobile device. 
When the app detects an area where a stimulus has been placed, it shows it on the screen. Planes with white circles 
to indicate detected surfaces do not appear in this phase.  Figures 3(a) and 3(b) show two screenshots of the app 
using the visual and auditory stimuli, respectively. These are two examples of the initial appearance of the objects 
before the user marks them as seen/heard. In the auditory version, when a 3D model of a musical note is touched, 
the associated sound is reproduced for three seconds. All the user has to do is tap on the screen in the area where 
the object is. The musical note appears about 20 cm. away from the flat surface on which the stimuli has been 
placed. In this auditory version, when the user taps on a note, its color changes to green in order to indicate that 
this sound has already been heard. In the visual version, once an object has been tapped, its color also changes to 
green (Figure 4). This tap ensures that the user has seen the object. Figure 5 shows an environment that was 
prepared for this study in which eight objects can be observed in the same scene all together. Once all of the stimuli 
to search for have been marked as seen, a confirmation button appears. Depending on the settings defined by the 
supervisor, the user may have a limited amount of time in which the stimuli are visible. 
In the evaluation phase, the objects to place appear in the right/bottom sidebar. None of the objects are shown in 
the real environment. Planes with white circles to indicate detected surfaces do not appear in this phase. The user 
chooses an object to be placed in the environment by tapping on it in the sidebar. After this selection, the user 
moves the mobile device and with the camera locates the place where she/he thinks she/he remembers the object 
was and taps on this location. If the object has been placed in the correct position, the object appears in that 
position. The objects do not have to be placed in exactly the same location. There is a margin of error of a sphere 
of half a radius meter from the point where the object should be placed. The margin of error is the same for visual 
and auditory stimuli. If the object has not been placed in the correct position, the user can make two more attempts. 
If on the third attempt the object has not been placed in the correct position, the object is shown in that position, 
but the app stores these as failed attempts. The app stores all of the user’s data regarding attempts and 
successes/failures. 
 

4 User study 

4.1 Participants, Procedure, and Measures 
 
A total of 48 users participated in the study, of which 23 were women (48%), ranging in age between 11 and 87 
years old (39.75 ± 19.9). Table 1 shows the distribution of participants by gender and age. This distribution can 
also be seen in Figure 8. The study was approved by the Ethics Committee of the Universitat Politècnica de 
València, Spain. The study was conducted in accordance with the declaration of Helsinki. 
 
 
 



  

 

 

Table 1 Distribution of participants by gender and age. 

Years old Men Women 
10-15 5 2 
16-20 0 0 
21-30 7 7 
31-40 0 2 
41-50 5 6 
51-60 3 3 
61-70 2 2 
>70 3 1 

 
The participants were divided into two groups: VisualGroup and AuditoryGroup. The participants in VisualGroup 
used the app with visual stimuli first, and one or two days later, they used the app with auditory stimuli. The 
participants in AuditoryGroup used the app with auditory stimuli first, and one or two days later, they used the app 
with visual stimuli. The reason for the second use of the app by the participants was to compare the two types of 
stimuli and to know the participants' opinion. The participants used the app twice (with auditory and visual stimuli) 
in order to be able to compare them and to indicate their preference. One or two days (depending on participants' 
availability) were left between the two sessions to avoid fatigue in some of the participants (14 of 48 participants 
were older than 60 years old). 
Both groups were balanced in such a way that there were 23 users in VisualGroup (48%) and 25 users in 
AuditoryGroup (52%). The proportion of women was similar for both groups. The sessions with users were carried 
out in a room that had an area of around 30 m² with furniture that is commonly found in a living room. Figure 5 
shows the distribution of stimuli in the room. Figure 6 shows an example of the app running on the room used in 
the study. 
The protocol used in the study was the following. First, the supervisor explains what the task consists of to the 
participant, giving basic explanations about the app. The learning phase begins, in which the participant must find 
all of the virtual stimuli (visual or auditory) distributed throughout the room. To ensure that the participant does 
not forget to see/hear any of the stimuli, the objects or audios (represented by a musical note) to be found are 
shown at the bottom or on the right side of the screen, strictly for information purposes. The participant must tap 
on the objects or musical notes that are mixed in the environment in order to confirm that she/he has seen/heard 
the stimuli, and the color of the objects or musical notes changes to green. Once the participant has tapped all of 
the stimuli, a green confirmation button that returns to the main menu appears. The total amount of time of the 
learning phase and the time in which the user has touched each stimuli is recorded during this phase. In our study, 
there was no time limit for memorizing the stimuli. 
In the evaluation phase, the participant must select a stimulus (object or sound) from the right/bottom bar and tap 
on the screen in the location where she/he thinks the stimulus should be correctly placed. The participant has three 
attempts to place each of the stimuli. If the participant fails in the three attempts, the stimuli is placed in the position 
that was last touched.  
The participant is then asked which stimuli she/he remembers and the supervisor writes them down. The participant 
is also asked to drawn each stimuli she/he remembers on the map in its correct location according to the AR task. 
Finally, the participant is asked to fill out Questionnaire 1 in order to determine her/his user experience with the 
app. As mentioned above, after one or two days, the participants repeated the process in order to perform the task 
with the other stimulus. After completing the task, the participants filled out a comparative questionnaire 
(Questionnaire 2) of the two experiences using the two different stimuli. 
The Questionnaire 1 consists of 22 questions that we group in the following variables: enjoyment, concentration, 
usability, competence, calmness, expertise, mental effort, physical effort, satisfaction, and presence. This 
questionnaire was designed specifically for this study and was based on previously used questionnaires [31, 39–
43]. 
 



   

 
Fig. 6 An example of the AR app in which the virtual mobile phone is shown on the real table of the room used in the study. 
 
The variables from the app used in the analysis are the following: 1) total number of stimuli found correctly in the 
task using visual or auditory stimuli (LocStimuli); 2) total number of errors made to correctly place a stimulus in 
the task using visual or auditory stimuli (Errors); 3) total time spent to perform the task using visual or auditory 
stimuli (Time). 
Two additional tasks that were performed after using the AR app were also included in our study. The first one 
was the object-recall task, which consisted of free recall of the eight stimuli examined using our AR app. The 
supervisor asked participants "Which stimuli do you remember examining when using the AR app? The participant 
verbally indicated the stimuli and the supervisor wrote them down. No feedback was given on responses. The 
variable used in the analysis is the total number of stimuli remembered correctly after the visual or auditory task 
(Recall). The second one was the map-pointing task, which tested the ability of the participants to read a bi-
dimensional map of the room in which the AR app with the visual/auditory stimuli was used. The variable used in 
the analysis is the number of stimuli that the participant placed correctly in the map (Map).  
 

5 Results 
 
The normality of the data was verified using the Shapiro-Wilk test [44]. The tests indicated that the sample does 
not fit a normal distribution. Therefore, we used non-parametric tests (the Mann-Whitney U test, the Kruskal-
Wallis test, and the Spearman correlation). A descriptor of each group is presented in the format (median (Mdn); 
interquartile range (IQR)). All of the tests are presented in the format (statistic U/W, normal approximation Z, p-
value, r effect size). A statistically significant difference at level α = .05 is indicated by the symbol **. The R open 



  

 

 

source statistical toolkit2 was used to analyze the data (specifically, R version 3.6.2 and RStudio 1.2.5033 for 
Windows). 
 

5.1 Performance outcomes 
 
To determine how the use of visual or auditory stimuli affects memory of the location of the different stimuli when 
using the app, we compare the performance results between the two groups (VisualGroup vs. AuditoryGroup) in 
their first contact with the app (between-subjects analysis). First, we consider the variable that indicates the total 
number of successes for the eight stimuli used (LocStimuli). To determine whether or not there were differences 
in placing stimuli in their correct locations between the participants of VisualGroup (Mdn = 8; IQR = 1.5) and 
AuditoryGroup (Mdn = 7; IQR = 3), we applied the Mann-Whitney U test (U = 351, Z = 1.434, p = .155, r = .207). 
Figure 7 shows boxplots of LocStimuli variable and variables related with performance outcomes considering the 
group and gender as factors. This result indicates that there are no statistically significant differences between the 
two groups.  
Second, we consider the variable that indicates the total number of errors (Errors) made when placing the stimuli 
in the correct position. To determine whether or not there were differences for this variable between the participants 
of VisualGroup (Mdn = 1; IQR = 6) and AuditoryGroup (Mdn =6; IQR = 13), we applied the Mann-Whitney U 
test (U = 170.5, Z = -2.452, p = .015 **, r = .354). This result indicates that there are significant differences between 
the two groups in favor of the group with visual stimuli, which required fewer attempts to place the stimuli 
correctly.  
Third, we consider the variable that indicates the total time in seconds used to perform the evaluation phase (Time). 
To determine whether or not there were differences for this variable between the participants of VisualGroup (Mdn 
= 76.15; IQR = 41.33) and AuditoryGroup (Mdn = 129.24; IQR = 93.79), we applied the Mann-Whitney U test (U 
= 184, Z = -2.136, p = .033 **, r = .308). This result indicates that there are significant differences between the 
two groups in favor of the group with visual stimuli, which spent less time completing the test.  
The variable that indicates the number of stimuli that the participant remembers verbally after performing the test 
with the app was also considered (Recall). To determine whether there were differences for this variable between 
the participants of VisualGroup (Mdn = 8; IQR = 0) and AuditoryGroup (Mdn = 7; IQR =2), we applied the Mann-
Whitney U test (U = 402.5, Z = 2.837, p = .005 **, r = .409). The variable that represents the number of stimuli 
placed correctly in the map was also analyzed (Map). To determine whether there were differences for this variable 
between the participants of VisualGroup (Mdn = 8; IQR = 0) and AuditoryGroup (Mdn = 8; IQR = 4), we applied 
the Mann-Whitney U test (U = 384.5, Z = 2.344, p = .020**, r = .338). These results indicate that there are 
significant differences between the two groups in favor of the group with visual stimuli, which recalled more 
stimuli and placed more stimuli correctly on the map. 
 

5.2 Gender and Age Analysis 
 
To determine if gender influences the LocStimuli variable for VisualGroup, we applied the Mann-Whitney U test 
(U = 74.5, Z = .597, p = .574, r = .124); for AuditoryGroup, we also applied the Mann-Whitney U test (U = 56.5, 
Z = -1.244, p = .224, r = .249). To take into account gender and the Time variable, the same test was given to 
VisualGroup (U = 61, Z = -.308, p = .786, r = .064) and to AuditoryGroup (U = 91, Z = .707, p = .503, r = .141). 
To take into account gender and the Recall variable, the same test was given to VisualGroup (U = 72, Z = .631, p 
= .563, r = .132) and to AuditoryGroup (U = 66, Z = -.697, p = .504, r = .139). Similarly, to take into account 
gender and the Map variable, the same test was given to VisualGroup (U = 59.5, Z = -.555, p = .609, r = .116) and 
to AuditoryGroup (U = 68.5, Z = -.558, p = .597, r = .112). No statistically significant differences were found in 
any of these analyses, and, therefore, we can conclude that the performance results were independent of the 
participants' gender. 

                                                            
2 https://www.r-project.org 



   

To determine if age influences the LocStimuli variable, we applied the Kruskal-Wallis test to VisualGroup (2 
(17) = 15.757, p <.541) and to AuditoryGroup (2 (21) = 19.426, p <.558). Similarly, to take into account age and 
the Time variable, the same test was given to VisualGroup (2 (17) = 13.179, p <.724) and to AuditoryGroup (2 
(21) = 23.114, p <.338). To take into account age and the Recall variable, the same test was given to VisualGroup 
(2 (17) = 22.0, p <.185) and to AuditoryGroup (2 (21)= 22.48, p <.372). To take into account age and the Map 
variable, the same test was given to VisualGroup (2 (17) = 22.0, p <.185) and to AuditoryGroup (2 (21) = 23.31, 
p <.328). No statistically significant differences were found in any of these analyses, and, therefore, we can 
conclude that the performance results were independent of the participants' age. 
 

 
                              (a)                                                                                                        (b) 
 

  
                                   (c)                                                                                                         (d) 
Fig. 7 Boxplots for variables related to the performance outcomes considering group and gender as factors. (a) Total number of stimuli 
correctly placed by group. (b) Total number of errors by group. (c) Total time required in seconds for the evaluation phase by group. 
(d) Total number of stimuli correctly placed by group and gender. 
 
 
These analyses were performed using the whole sample. Since the sample is composed of different age ranges 
(from 11-year-olds to 87-year-olds), Figure 8 shows two interaction plots for the LocStimuli variable (auditory 
and visual), considering the age and gender of the participants. 
Figure 8a shows that, in the group of participants who used the app with the visual stimuli, there are no great 
differences for gender and age. Figure 8a also shows that, for visual stimuli, older adults do not present a great 
dispersion for the LocStimuli variable. Older adult dispersions during performance could reduce the possibilities 
of finding gender differences, which is not the case for the visual stimuli and the LocStimuli variable.  
Figure 8b shows that, in the group of participants who used the application with the auditory stimuli, there are 
more differences than for the visual stimuli for age, but not for gender. Participants under 44 years old correctly 
placed more stimuli. To determine whether or not there were differences in placing auditory stimuli in their correct 
locations between participants with an age less than 44 years old (Mdn = 8; IQR = 1.25) and greater than or equal 



  

 

 

to 44 years old (Mdn = 5; IQR = 4.0), we applied the Mann-Whitney U test (U = 112, Z = 1.967, p = 0.053, r = 
0.393). It indicated that there are no statistically significant differences. Figure 8b also shows that, for auditory 
stimuli, adults over 55 years old present more dispersion for the LocStimuli variable. To determine whether or not 
there were differences in placing auditory stimuli in their correct locations between participants with an age less 
than or equal to 55 years old (Mdn = 8; IQR = 2.0) and older than 55 years old (Mdn = 4; IQR = 3.75), we applied 
the Mann-Whitney U test (U = 82.5, Z = 1.726, p = 0.091, r = 0.345). It indicated that there are no statistically 
significant differences. 
The same analyses were performed for the Errors and Time variables. No statistically significant differences were 
found for any of these analyses, except for the Time variable when the auditory stimuli were used, in favor of the 
younger participants. However, as can be seen in Figure 7, there are two outliers, corresponding to two men, one 
72 years old and one 75 years old. If these two outliers are eliminated and the analysis is repeated, no statistically 
significant differences are observed. Therefore, we can conclude that the performance results were independent of 
the participants' gender and age. 
 

 
(a) 

 
(b) 

Fig. 8 Interaction plots for the total number of correctly placed stimuli, considering the age and gender of the participants. The red 
rhombuses indicate men. (a) Group that used the app with the visual stimuli first. (b) Group that used the app with the auditory stimuli 
first.  
 

5.3 Correlations 
 
To calculate the correlation between the variables obtained in the app and the object-recall and map-pointing tasks, 
we used Spearman's correlation. For VisualGroup, a significant correlation was found between the Time variable 
and the Recall variable, with a correlation of -0.54, p <.01**. Table 2 shows the significant Spearman correlations 
for AuditoryGroup.  



   

 
Table 2 Significant Spearman correlations for AuditoryGroup (N=25). A correlation of .1 ≤ |r| < .3 has a small effect, of .3 ≤ |r| < .5 
has a medium effect, and of |r|≥.5 has a large effect. *p < .05; ** p≤ .001. 

  2    3 4 5 
1.Errors .53*  -.92**   -.52*   -.70** 
2.Time    -.47*   -.74**   -.82** 
3.LocStimuli       .50*     .65* 
4.Recall        .76** 
5.Map      1.0 

 

5.4 Subjective perceptions 
 
The questionnaire about subjective perception was used to measure the participants’ subjective perception about 
the AR app and their performance in the VisualGroup and AuditoryGroup. The questions were grouped in the 
following variables: enjoyment, concentration, usability, competence, calmness, expertise, mental effort, physical 
effort, satisfaction and presence. For VisualGroup and considering gender, only a significant difference was found 
for calmness (U = 93.5, Z = 2.350, p = .021**, r = .490) in favour of the women. For AuditoryGroup and 
considering gender (U ≥ 57.5, Z≥ -1.206, p ≥ .239), no significant differences were found. Therefore, we can 
conclude that the subjective perception was practically independent of the participants' gender. 

We used the Spearman rank correlation to test the associations among the subjective perception and the 
variables of the performance outcomes of the participants for the AR spatial task for the two groups. For 
VisualGroup, the only marginal correlation found was the Time variable with presence (r = 0.41, p = .051). For 
the correlations between the subjective variables, enjoyment correlates with concentration (r = .63, p = .001), 
competence (r = .42, p = .049), and calmness (r = .52, p = .012). Concentration correlates with perceived 
competence (r = .84, p <.001) and calmness (r = .62, p =.002). Usability marginally correlates with calmness (r = 
.40, p = .056). Perceived competence correlates with calmness (r = .64, p = .001) and non-mental effort (r = .54, 
p = .008). Table 3 shows the correlations for AuditoryGroup.  

 

5.5 Preferences and open questions 
 
After completing the two tasks, when the participants were asked “Which one did you like the most?”, 79.2% of 
the participants preferred the app with the visual stimuli over the auditory stimuli. The main comment was that the 
task was more entertaining since they could see the augmented objects, or simply because they found it easier and 
ended up with a greater sense of satisfaction. The participants who preferred the app with the auditory stimuli did 
so because they found it to be a greater challenge, which made it more stimulating. 
When asked which of the two apps was better for remembering the location of stimuli, practically all of the 
participants (89.6%) indicated that the app with the visual stimuli seemed better. The main argument was that it 
was easier to remember the positions of the stimuli because an association between the stimulus and the object 
that represents it could be established. 
For the open question, “What do you think this technology could be used for?” Some of the comments included: 
1) for exercises with children to learn objects and shapes; 2) to strengthen memory; 3) for space design, AR games, 
storyboard planning for cinema; 4) to help people with Alzheimer’s disease; 5) to exercise memory and 
concentration; 6) to help children with problems of concentration and association of objects and sounds; 7) for 
shows or entertainment. 
 

6 Discussion 
 
AR technology provides greater ecological validity since the tasks to be carried out in the augmented environment 
simulate real situations, i.e., situations that are similar to what a user could do at home to locate personal 
belongings. In addition, the user has to physically move through the real world to navigate in the augmented 
environment, just as the user would do at home when searching for his/her belongings. Therefore, these types of 
applications are especially suitable for spatial memory tasks (assessment or training).  



  

 

 

Our AR app uses a multimodal interaction (visual and auditory) to investigate cognition. The idea of using auditory 
stimuli that are distributed in certain locations in a room is not new [18]. However, our proposal is dynamic. In the 
proposal of Loachamin et al. [18], the devices were fixed and had to be physically moved to be able to use them 
in another room or with another configuration. Our proposal is totally configurable and the supervisor can 
customize the sounds to be used and can place them in any environment. Another little explored sense is that of 
touch [45]. If these senses were used individually or in combination they could be of great help for spatial memory 
tasks. 
Our SLAM-based AR app can work with any mobile device that supports ARCore. This versatility in the mobile 
device makes it much more accessible than previous apps, which could only work on mobile devices with support 
for Tango, for which there is currently none on sale in the market [31]. To improve accessibility,  the  development  
could  be  migrated  to 
 
Table 3 Significant Spearman Correlations for AuditoryGroup (N=25). A correlation of .1 ≤ |r| < .3 has a small effect, of .3 ≤ |r| < .5 
has a medium effect, and of |r|≥.5 has a large effect. # marginal, * p < .05; ** p< .01. 
    2   3     4     5     6      7     8     9     10     11    12 
1.LocStimuli -.92**  .33   -.13    -.14    .53**      .05    .08    .37#   -.23    .22   -.21 
2.Errors  -.21    .02   -.02   -.58**   -.20   -.16   -.37#    .12   -.16    .18 
3.Enjoyment      .14   -.06    .43*    .03    .00    .35    .31    .72**    .16 
4.Concentration       .74**    .43*    .44*    .57**    .46*    .53**    .30    .76** 
5.Usability        .26    .49*    .68**    .21    .49*    .15    .49* 
6.Competence         .31    .09    .67**    .05    .30   .15 
7.Calmness          .50*    .44*    .33    .25    .33 
8.Expertise           .36#    .39#    .31    .49* 
9.No-mental effort            .20    .35    .33 
10.Non-physical effort            .45*    .58** 
11.Satisfaction              .48* 
12.Presence             1.0 

ARFoundation3.ARFoundation allows working in Unity with different AR platforms. For this, the platforms to be 
used must be integrated into Unity (ARKit XR Plugin for iOS or ARCore XR Plugin for Android). By integrating 
the two platforms, the app runs on devices with support for ARCore and ARKit. 
The use of Azure Spatial Anchors allowed our app to store augmented reality anchors persistently in the cloud. 
The Azure Spatial Anchors stored in the cloud are accessible for HoloLens, iOS, and Android devices. If Azure 
Spatial Anchors had not been used, the supervisor would have had to physically place the stimuli in each session. 
The use of Firebase greatly facilitated the management of the supervisor’s access to the app. Moreover, the data 
were stored in the cloud.  
There was no statistically significant difference for the stimuli placed correctly between the two groups using the 
two different stimuli. However, the AuditoryGroup spent significantly more time completing the task and required 
significantly more attempts. Moreover, the VisualGroup was able to verbally recall a significantly higher number 
of stimuli and placed more stimuli correctly on the map after performing the AR task. From these results, we can 
conclude that AR apps that are in line with the one presented in this paper can be used as tools to assess spatial 
memory involving visual and auditory stimuli, and that visual stimuli positively affects short-term spatial memory 
outcomes. These results are in line with previous works stating that the sense of sight is the dominant sense in 
humans and, therefore, the learning of spatial-visual associations is facilitated [37, 38]. 
Our results show that the performance outcomes were independent of the age and gender of the participants. This 
demonstrates that, regardless of age and gender, our app has proven to be suitable for the assessment of spatial 
memory. These results are in line with previous works [15]. The age range of our study was between 11 and 87 
years old (39.75 ± 19.9), and, in another study [15], the age range was between 8 and 72 years old (36.53 ± 15.78). 
When both age ranges are combined, this suggests that apps of this type are suitable for all ages (8 to 87 years 
old). However, cognitive functions decline with age. These decreases are associated with changes in patterns of 
functional activity [46]. Therefore, in other studies, researchers could determine if the task is sensitive enough to 

                                                            
3 https://docs.unity3d.com/Packages/com.unity.xr.arfoundation@3.0 



   

age and study more in depth the suitability of the app in its current state for older people or personalize it for that 
group. 
The following correlations were identified regarding the correlations among the variables from the AR app 
(LocStimuli, Time and Errors) and the variables from the object-recall (Recall) and map-pointing (Map) tasks. For 
AuditoryGroup, significant correlations were found among all of them (Fig. 5). The result between LocStimuli 
and Map shows that the spatial-auditory associations were learned and transferred from the three-dimensional 
array of the real room to the bi-dimensional array of the map. On the other hand, this correlation was not found for 
VisualGroup. This result is contradictory with the results obtained in previous works, in which the memory for the 
location of virtual objects in visual modality in a navigational space correlated positively with the pointing of these 
objects on a map [30]. Our explanation for our non-correlation is that the LocStimuli scores were very high (with 
a mean of 7.3), the scores for the Map variable were also very high (with a mean of 7.6), and minimal variations 
in participant’s scores influenced the non-significant correlation. Therefore, despite not finding such a correlation 
and after reviewing the scores, we can suggest that there was learning and transfer. Similar results were obtained 
between the LocStimuli and Recall variables. Our explanation for those results is the same as the one above.  
With regard to the subjective variables, the results indicate that the app was highly appreciated by the participants 
as a whole using both types of stimuli in all of the variables analyzed. On a scale of 1 to 7, the medians were very 
high, equal to, or above 6 in all cases. The subjective perception was practically independent of the participants' 
gender. Only a significant difference was found for the Calmness variable and for VisualGroup, in favour of the 
women. The correlations among the variables related to the performance with the AR app and the subjective 
variables were analyzed for VisualGroup and AuditoryGroup. For VisualGroup, nine correlations were found. For 
AuditoryGroup, twenty-seven correlation were found. It is worth highlighting the following: the greater the 
number of correctly placed stimuli, the greater the perceived competence, the less mental effort required; the 
greater the number of errors, the less the perceived competence, and the less mental effort required; the more 
enjoyment experienced, the more the perceived competence, and the more satisfaction felt; the higher degree of 
usability, the calmer the participant, the more expertise felt,  the less physical effort required, and the more sense 
of presence felt.  
With regard to the question “Which one did you like best?”, 79.2% of the participants preferred the app with the 
visual stimuli over the auditory stimuli. For the question “Which of the two apps seems best to remember the 
location of stimuli?”, 89.6% of the users indicated that the app the with visual stimuli seemed better. At this point, 
it should be noted that the users who participated in our study had no vision problems, and, therefore, their 
dominant sense is that of sight. Thus, it is understandable that they preferred the sense of sight. Moreover, with 
the visual stimulus, the participants saw 3D objects that were mixed in with the real environment, while with the 
auditory stimulus, they only saw a musical note, which was always the same. Also, since visual stimuli in AR 
attract users, they focus on them more and this benefits their memory [31]. Therefore, a future study could focus 
on testing our auditory system with people who have visual impairments. 

Several studies have identified spatial orientation deficits in patients with brain injury [47]. People suffering from 
a neurological impairment can also misplace objects [48]. In an ongoing study, we are comparing patients with 
acquired brain injury with healthy participants in a task involving visual stimuli. We have observed that the patients 
are able to perform the task with the app and that they appreciate and accept the AR app. Therefore, from this 
preliminary observation, we consider that our app could be a useful tool for those and other groups with problems 
related to spatial memory. 
 

7 Conclusion 
 
We have described the development and validation of the first SLAM-based AR app for the assessment of short-
term spatial memory that can work with any mobile device that supports ARCore. As an authoring tool, the 
supervisor can use our app in any indoor environment. She/he can select the type of stimuli to be used (visual or 
auditory), the number of stimuli, and the specific stimuli. The configurations of the environments are stored in the 
cloud and can be recovered when desired.  
The combination of auditory stimuli and AR has not been used for the assessment of short-term spatial memory in 
a navigational space. In this work, we compared visual and auditory stimuli. From our results, we can conclude 
that our AR app can be used to assess spatial memory involving visual and auditory stimuli. The number of 
correctly placed stimuli was similar for both types of stimuli. The group that used the auditory stimuli required 
more time and more attempts to complete the task. Performance outcomes were independent of age and gender. 



  

 

 

Therefore, the auditory stimuli are stimuli with great potential that can help in assessing the ability to memorize 
spatial-auditory associations. 
As future work, many studies can be carried out. A very interesting study could investigate the possible impact of 
personality and sensory profiles [49, 50] in the recall of spatial memory. Another study could use the two stimuli 
together (visual and auditory) in a third condition. A third study could focus on the suitability of the AR app for 
different purposes and different groups. For example, our app could be used for spatial memory training in patients 
with dementia and for the rehabilitation of patients with acquired brain injury.  
 

Appendix. Hardware and software 
 
For the development and validation of the app, we used a Samsung Galaxy S9+ with an Android 10.0 operating 
system. However, it can work on any device that supports ARCore4. The phone has two rear cameras: a main 
sensor of 12 MP and a secondary one for the calculation of depth of 12 MP.  
To program the app, the Unity version 2018.2.1 was used as a multiplatform video game engine. The plugins of 
the ARCore version 1.11.0 and Azure Spatial Anchors version 1.1.1 were also incorporated into Unity. The version 
of ARCore used included the following features: plane detection, pose, face tracking, and light estimation. Since 
Azure Spatial Anchors allows augmented reality anchors to be persistently stored, our app could remember the 
anchors that had been placed by the supervisor when the user had to walk around the environment in the learning 
and evaluation phases.  
ARCore and Azure Spatial Anchors work together to recognize the environment and to place the stimuli. ARCore 
recognizes the planes to place the objects, and Azure Spatial Anchors scans the environment looking for 
characteristic points (not necessarily planes) and creates a cloud of points that is stored in Azure. ARCore and 
Azure Spatial Anchors are related. The scanning of the environment begins when the first object is placed. A 
spatial anchor is created at the position of this first object, and scanning is performed around that point. It is not 
necessary to scan the entire environment before placing the objects. This can be done at the same time as the 
objects are placed.  
Firebase was used to store the data of the users and the placements of the objects. Firebase is a platform that is 
located in the cloud and integrated with Google Cloud Platform5. Firebase is dedicated to the development of web 
applications and mobile apps. Among other functions, it allows the user’s access to the application to be easily 
managed through e-mail and other platforms such as Google, Twitter, or Facebook. In addition, Firebase offers a 
real-time, back-end NoSQL database, which can be used to store the app data in JSON format. This way, the data 
is synchronized in real time with the app and is available for consultation even when the app has no connection. 
Blender version 2.8 was used for modeling or modifying the 3D objects. The models of the dog and the frog were 
downloaded from free3d.com. The model of the car, the bell, the phone, the violin, and the mug were downloaded 
from sketchfab.com. The bell, the phone, the violin, and the mug were modified using Blender. The musical note 
was downloaded from CGTrader. A material from Unity was applied to give the note a blue metallic appearance. 
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