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Abstract 
AI-driven journalism refers to various methods and tools for gathering, 
verifying, producing, and distributing news information. Their potential is to 
extend human capabilities and create new forms of augmented journalism. 
Although scholars agreed on the necessity to embed journalistic values in these 
systems to make AI-driven systems accountable, less attention was paid to data 
quality, while the results' accuracy and efficiency depend on high-quality data. 
However, defining data quality remains complex as it is a multidimensional 
and highly domain-dependent concept. Assessing data quality in AI-driven 
journalism requires a broader and interdisciplinary approach, considering 
journalists as end-users. It means meeting the challenges of data quality in 
machine learning and the ethical challenges of using machine learning in 
journalism. These considerations ground a conceptual data quality assessment 
framework that aims to support the collection and pre-processing stages in 
machine learning. It aims to strengthen data literacy in journalism by 
emphasizing limitations and possible biases related to data and making a 
bridge between journalism studies and scientific disciplines that should be 
viewed through the lenses of their complementarity. 
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1. Introduction

AI-driven journalism refers to various methods and tools for news gathering, verification, 
production, and distribution (Thurman et al., 2019). They aim to support professional 
practices to help speed up time-consuming tasks, publish automated content, identify trends, 
or provide insights into large numeric or textual datasets. Hence, their potential is to extend 
human capabilities and augment journalism practices (Lindén, 2018). Although AI-driven 
systems are often considered opaque and not bias-free (Guidotti et al., 2019), they depend on 
high-quality data to avoid inaccurate analytics and unreliable decisions (Gupta et al., 2021). 
Explaining how data is collected, organised, cleaned, annotated, and processed participates 
in establishing a relationship of trust between the journalist as the end-user and the tool. It 
implies understanding the challenges of data quality that appear upstream and downstream 
of a machine learning process (Gudivada et al., 2017). 

The “garbage in, garbage out” principle also applies in journalism, whereas quality 
information requires quality data to ensure the accuracy and reliability of the news (e.g., 
Anderson, 2018; Diakopoulos, 2020; Dierickx, 2017; Dörr & Hollbuchner, 2017; Lowrey et 
al., 2019). However, less attention was paid to this critical aspect. The conceptual framework 
presented in this paper intends to fill this gap, considering that assessing data quality is 
context and use dependent (Tayi & Ballou, 1998; Boydens & Van Hooland, 2011). 

2. Theoretical backdrops

Data quality encompasses several complementary dimensions referring to a set of attributes 
in which dimensions – such as accuracy, completeness, and consistency – were refined over 
time. However, research agreed that data quality refers to data that adapts to the uses of data 
consumers, especially in terms of accuracy, relevance, and understandability (Wang & 
Strong, 1996). The emergence of big data brought new challenges, such as believability, 
verifiability, and the reputation of the data (Batini et al., 2015). The level of trustability of 
the data was also underlined, as various data sources challenge their interoperability and the 
contexts where data are used (e.g., Cai & Zhu, 2015; Liu et al., 2016; Saha & Srivastava, 
2014). Big data quality issues are also related to incomplete, inaccurate, inconsistent, or 
ambiguous structured and unstructured data (Eberendu, 2016).  

Approaching data quality in machine learning includes all these considerations but also 
encompasses several particularities insofar as the quality of the results is influenced by the 
data provided as input to the system (Gudivada et al., 2017; Gupta et al., 2021). Also, research 
emphasised that models trained on incomplete or biased datasets can produce discriminatory 
outputs and interfere with the accuracy of the tasks (Miceli et al., 2022; Shin et al., 2022). 
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Data quality issues are likely to appear since the data acquisition stage: data availability does 
not equal data quality (Elouataoui et al., 2022), especially when working with open data, 
user-generated data, or data coming from multiple sources (Hair & Sarstedt, 2021).  Data 
pre-processing involves addressing classical data quality issues, such as missing data, 
duplicates, strongly correlated variables, abnormal or inconsistent values, normalization, and 
standardization (Polyzotis et al., 2018; Foidl & Felderer, 2019; Elouataoui et al., 2022).  

Training datasets, which refer to the process of adapting the model to the data, are needed to 
evaluate the suitability of the data for machine learning tasks –in terms of efficiency, 
accuracy and complexity (Gupta et al., 2021). In this context, the validation process aims to 
ensure that data does not contain errors that can propagate into the model. These errors will 
likely be introduced during the collection, aggregation or annotation stage (Polyzotis et al., 
2018; Gupta et al., 2021). However, it is practically impossible to achieve it exhaustively, 
even though evaluating the risk of poor data quality is possible. At the same time, there is a 
lack of discussion on methods to define the level of validation in each step of a machine 
learning process (Foidl & Felderer, 2019). Furthermore, corpus annotations for supervised 
tasks are problematic because they are inherently error-prone, either if they rely on 
automation or crowdsourcing (Gupta et al., 2021). 

Because the relationship between users and AI systems lies on trust (Rai, 2020), data quality 
should follow three fundamental principles: prevention, detection, and correction to ensure 
the trustworthiness and reliability of machine learning applications (Ehrlinger et al., 2019). 
A good understanding of the data provides correct analyses and reliable decisions (Gupta et 
al., 2021). It should also reflect the knowledge of the domain experts. Furthermore, selecting 
or creating a dataset for an AI-driven system involves human decisions beyond technical 
aspects, thus requiring empirical considerations (Miceli et al., 2021). 

Ethical journalism practices join these concerns. They refer to the rules, routines and 
institutionalised procedures to produce knowledge (Ekström, 2002). Although ethical 
journalism is a question of practice, providing truthful information is not dissociable from 
the news's credibility (or believability) (van Dalen, 2019). Hence, ethical principles of 
journalism can be summarised according to the main principle of respecting the truth with 
accuracy and objectivity (Ward, 2018). The development of data-driven practices focused 
specifically on the data source's reliability, accuracy, the right to extract and use the data, and 
the right to privacy (Craig et al., 2017). At the same time, transparency has become a motto, 
viewed as an instrument to increase credibility and trust toward audiences (Koliska, 2022).  

In AI-driven journalism, the ethical challenges of transparency concern the data, the 
algorithms at work, and the outcomes (Dörr & Hollbuchner, 2017). Nonetheless, 
transparency is not always easy to implement in journalism, where practitioners often lack 
data and algorithm literacy to grasp how algorithms work (Porlezza & Eberwein, 2022), no 
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more than it is easy to implement in deep learning models where even their creators need to 
learn how they operate because of the multiplicity of their parameters (Burkart & Huber, 
2021). While a recognised need exists to blend AI-driven systems with journalistic values to 
fit professional practices (Broussard et al., 2019; Gutierrez Lopez, 2022), it should start with 
the data. If they are biased or contain errors, the system will likely reproduce these biases and 
errors (Hansen et al., 2019). Considering that accuracy and reliability are two prerequisites 
of ethical journalism practices, trusting the system is also about trusting the data it relies on. 

3. Building the conceptual assessment framework 

Data quality assessment is critical and gives rise to operations that aim to improve the overall 
data quality by identifying erroneous data elements and understanding their impact on the 
processes at work (Cichy & Rass, 2019). From an end-user perspective, assessing data quality 
indicators refer to their fitting to human needs or user requirements through the aggregation 
of different information on data quality (Cappiello et al., 2004). The assessment framework 
we have developed in the context of AI-driven journalism is a part of this data quality 
assessment tradition. It is based on the learnings from the scientific literature (e.g., Batini et 
al., 2009; Cichy & Rass, 2019; Fox et al., 1994; Pipino et al., 2002; Shanks, 1999) and on the 
core ethical principles in journalism acknowledged by professionals. 

The ethical principle of telling the truth relates to respecting facts. It refers to the syntactic 
and semantics levels and the dimensions of the data's accuracy, consistency, correctness, and 
understandability. It requires the application domain knowledge to deal, for instance, with 
incorrect values or duplicates. Because objectivity is a disputed concept in journalism due to 
its intrinsic subjective nature, we privileged the one of fairness related to the elements that 
guarantee to report honestly, avoiding bias or unbalanced information. It concerns the context 
of producing, validating, disseminating, and using the data for a journalistic purpose. Hence, 
it is connected to the pragmatic level and relates to the dimensions of timeliness, 
completeness, accessibility, objectivity, relevance, and usability. Transparency refers to the 
trustability of information, but it is not the only constituent of trust. The broader concept of 
trust can be thus understood through the social semiotic level. It encompasses the dimensions 
of credibility, reliability, and verifiability. 

The assessment framework encompasses formal and empirical indicators, inducing that the 
overall assessment includes a human perspective. Its application can be objective or 
subjective (Pipino et al., 2002) to detect data quality issues and challenges likely to appear 
upstream of the processes, either generally or more granularly. It can be applied to the data 
collection and pre-processing stages from which the training, the test, and the validation 
datasets are derived for developing machine learning systems in a journalistic context.  
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Table 1. Data quality assessment framework. 

Ethical Semiotic Dimension Verification 

Truth Syntactic Accuracy - Level of interoperability, standardisation  
- Measure of erroneous data (ratio accurate 
values/total values) 
- Uniqueness (duplicate entries and redundancies) 
- Encoding problems and information overload  

Consistency - Well-defined data structure (percentage of data with 
consistent format and values) 
- Homogeneity vs heterogeneity (format, structure, 
values) when data come from multiple sources  
- Unambiguous and explicit labelling 

Semantic 

Correctness - Identifying abnormal values 
- Identifying the causes of NULL values 
- Evaluation of the spelling coherence 
- Data documented/compliant with metadata 

Understandability - The extent to which data are comprehensible 
(feedback from the end-user) 

Fairness Pragmatic Timeliness - Currentness (percentage of updated data) 
Completeness - Appropriate amount of data (ratio missing 

values/total values, ratio NULL values/total values) 
Accessibility - Right to use the data (terms of use) 

- Level of retrievability of the data 
Objectivity - Unbiased data (size and representativity) 

- Identification of human bias (annotation incl.) 
Relevance - The extent to which the data are relevant for the 

purpose (feedback from the end-user) 
- Newsworthiness (journalistic added values and 
expected impact, feedback from the end-user) 
- Data scarcity (measurement of the fraction of data 
containing relevant information) 

Usability - Fitness for use (to assess globally through the formal 
and empirical indicators of the frameworks, = making 
sense of AI in a journalistic context) 
- How automation structures and presents the data  

Trust Social Reliability - Authenticity (source) 
- Authority (source, annotators) 
- Reputation (source, annotators) 

Credibility - Degree of the believability of the data source 
- Degree of the believability of the data 
- Degree of the believability of the annotation process 
and of the annotators 

Verifiability - Verification of the source and the data 
- Verification of the annotation process 

This framework was applied to a sample of datasets used for automated fact-checking. While 
the syntactic level did not have particular issues, on the semantic level, a cross-domain 
approach and a strong language dependency challenged the understandability and correctness 
of the datasets. The pragmatic level appeared problematic due to NULL values, no attached 
licence, and no mention of the last update. The dimension of completeness was more difficult 
to assess because of the content's domain and language dependency. A lack of harmonization 
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in the classification was also detected, from "true" to "false", "half true", "contradiction", or 
"unrelated". On the social level, datasets collected from Wikipedia raised questions about 
their reliability and credibility, due to the participative nature of this platform. 

4. Conclusion 

Acknowledging that the relationship between journalists and AI-driven systems is built on 
trust, the data that feed these systems must also be trusted. However, the definition of “good” 
data in journalism remains challenging due to the multidimensionality of the concept of 
quality. This concept is intrinsically related to the expertise of a given application domain 
and to the understanding of how data are collected, validated, and disseminated. It should 
also be considered through its relevance to be used in a journalistic context and the overall 
purpose of the AI-driven system. Also, approaching data quality through normative lenses 
consists of a practical solution to address the recognized need for embedding journalistic 
values and ethical principles in AI-driven systems. Hence, the conceptual assessment 
framework presented in this communication was designed as an adaptive and flexible tool 
that can be used in various forms that AI-driven journalism tools can take. It shows that data 
quality issues are far from trivial, as the quality of the data at every stage of the process will 
directly influence machine learning outcomes. Nevertheless, the main limitation of this 
framework is that it is only applicable for common machine learning tasks because the 
provenience and nature of the vast amounts of data used in the most complex systems remain 
mostly uncertain. 
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