Assessment of stability of distributed FxLMS active noise control systems
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A B S T R A C T

This paper addresses the assessment of the stability of distributed active noise control (ANC) systems, which are designed to cancel acoustic noise at given points in space. These systems distribute the control task across several simple acoustic nodes that generate the control signals by filtering a noise reference signal. The coefficients of each node filter are iteratively calculated by the filtered-X LMS algorithm. The nodes remain stable when the adaptive filters computed in each node converge to finite values. However, the acoustic coupling among nodes can cause instability (i.e., divergence). Collaboration among nodes is required to avoid this phenomenon. It is shown that the properties of the system are summarized in a system matrix and that the system remains stable when the real parts of all of the eigenvalues of this system matrix are positive. However, computation of all of the eigenvalues is computationally expensive. In this paper, we propose a fast method for checking the positiveness of the real parts of the system matrix eigenvalues. It is shown that the proposed method is faster than the direct calculation of eigenvalues and it assesses the stability/instability of the ANC systems without any false stability outcomes and more accurately than existing alternatives.
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1. Introduction

Multichannel active control noise (ANC) applications [1–4] reproduce specific sound signals (anti-noise signals) to cancel out a given noise within an area of the space. These systems generate the control sound signals from a version of the actual noise, called reference signal, by filtering it through a set of filters, which are usually finite impulse response (FIR) filters [5]. The filters are iteratively adjusted making use of measured signals in the control (quiet) area and multichannel adaptive signal processing algorithms. The filtering of the reference noise signal and the multichannel algorithms [2] to calculate the filters’ coefficients could be executed by a central processor that has enough computational capacity. This processor must be capable of handling many input and output signals in a general case. In [6], a floating-point architecture to achieve a high-efficiency implementation of a centralized multichannel adaptive algorithm for ANC applications is introduced and evaluated in a real-time setup. Alternatively, distributed systems [7–10] have been proposed based on the use of several units of lower capacity equipment (both computational and signal handling), which we call acoustic nodes, to avoid the need to use high-performance equipment. When working in parallel, these nodes provide the system with the ability to handle a large number of input and output signals and with sufficient versatility, scalability, and robustness (redundancy) to deal with possible failures in a single processing unit or the need for system performance improvement. The simplest version of an acoustic node is composed of one speaker (acoustic actuator), one microphone (acoustic sensor), a simple computer unit where a controller (usually managed by an adaptive filter) is executed, and communication capability (network connection). This node carries out the cancellation of noise at its microphone by generating an anti-noise signal that destructively interferes with...
the actual noise. The anti-noise is generated by filtering a reference signal that is correlated with the actual noise through an adaptive FIR filter, whose coefficients can be adjusted using a version of the filtered-x LMS algorithm (FxLMS) [11,12]. A feedforward structure without feedback between the secondary sources and the reference signals is considered.

It can be shown that the coefficients of the adaptive filter of the controller of each acoustic node achieve a stable steady state under common adaptive filtering and signal conditions, when working in isolation. This means that the coefficients of the adaptive filter converge in mean to finite values. When this convergence happens, we say that the (single-node) system is stable. However, a network is comprised of several nodes working simultaneously within the same acoustic space; thus, the signal generated by each node can interfere with the signals from other nodes. This interference from other nodes can lead the system to instability, which means in this context that the adaptive filter coefficients of some of the nodes diverge, unless the nodes collaborate to a certain extent. In this paper, we are mainly concerned with the study and computation of the stability conditions of multiple-node networks. Note that there are several internal feedback loops between the multiple secondary sources and the multiple error sensors during the coefficient adaptation process. This fact could lead the system to diverge, which motivates the proposed stability analysis.

The distributed algorithms (running on distributed nodes) for ANC can work in collaborative [10,13,14] or non-collaborative [15,16] modes. The collaborative mode involves data exchange among either all of the nodes or a subset of them, whereas the non-collaborative mode does not allow any exchange. Recently, several decentralized solutions have been proposed based on the eigenvalue shaping approach, such as [17]. However, they require a preprocessing of reference signals and only address the two-channel ANC problem. The non-collaborative mode is more sensitive to the acoustic system characteristics, which can affect the convergence of the coefficients of the adaptive filters of the controllers. Thus the rules of collaboration among nodes, and which nodes should collaborate, are vital in order to achieve good performance of the whole system. Although collaboration can be understood as the actions that nodes must perform to share given data, some of these strategies exhibit an outcome equivalent to that of multichannel centralized algorithms. The main purpose of this work is to assess if a set of nodes formed by one sensor and one loudspeaker (single-channel) can work independently within an acoustically coupled environment without stability problems (as it is illustrated by Fig. 1-(a)), or it needs to be grouped into multichannel systems using the network (e.g. Fig. 1-(b)).

We will show that the stability of a (collaborative or non-collaborative) distributed system depends mainly on the eigenvalues of a system matrix [18,19], which is formed using the correlation between the reference signal filtered through acoustic channels linking loudspeakers and microphones. The dimensions of this matrix are proportional to the number of nodes and to the length of the adaptive filters, and it can be large when the network grows. Consequently, the computation of the eigenvalues of this matrix can be costly computationally speaking. Furthermore, there are several meaningful practical applications that would require assessing the stability of many ANC systems (i.e., if we search for a stable network setup with minimal collaboration among nodes). Therefore, it is important to efficiently determine the stability of an acoustic network setup of active noise controllers.

In this paper, we propose a fast and approximate method that assesses whether a distributed system is stable for given collaboration rules among nodes. The proposed method can provide incorrect stability diagnoses (by marking the system as unstable when it is stable) in a few cases (false negative, FN). However, it can be shown that it never provides false positives (FP), which is the case that must be avoided in practice. This method outperforms other proposed methods in terms of FN and FP ratios and also outperforms the direct calculation of the eigenvalues in terms of computation time. Therefore, it becomes a practical choice for assessing the stability of distributed ANC controllers. The performance in terms of noise reduction that a stable system can achieve depends mainly on the acoustical characteristics of the system (i.e., acoustical paths among the noise sources and the microphones and among the loudspeakers and the microphones), but its study is out of the scope of this work. Several studies have analyzed statistically the performance of multichannel ANC systems based on the FxLMS in terms of convergence and steady-state behavior. In this regard, a centralized multichannel narrowband ANC system is introduced in [20]. Furthermore, [21] and [22] investigate several diffusion strategies to address the distributed narrowband ANC problem.

The paper is structured as follows. Section 2 is devoted to the study of a network of N single-channel nodes. This analysis is carried out from the point of view of the convergence of the adaptive filters to finite values at the nodes, which implies system stability in practice. In Section 3, we introduce the above-mentioned computationally efficient method to assess the stability of a network of
\( N \) single-channel nodes, which are running the FxLMS. The use of this practical and meaningful method represents the main novelty of the present work. The proposed method is validated through extensive simulations in Section 4. Finally, the discussion and conclusions of the work are presented in Sections 5 and 6.

Notation: For the sake of clarity, the following notation has been used throughout this work: italics denote scalars (e.g., \( x \)), boldface lower-case letters denote vectors (e.g., \( \mathbf{x} \)) and boldface upper-case letters denote matrices (e.g., \( \mathbf{X} \)). Boldface subindexes and superindexes are part of the vector or matrix name (e.g., \( \mathbf{x}_k \) and \( \mathbf{R}^k \)) and do not take numerical values. Finally, the expectation operator is denoted by \( \mathbb{E}\{\cdot\} \).

### 2. Stability of a network of \( N \) single-channel nodes

Given a network of \( N \) single-channel nodes with an adaptive filter of \( L \) coefficients at each node, we will use the following signal definitions and nomenclature (see Fig. 2):

- \( x(n) \): reference noise signal, which is correlated with the noise signal at the nodes’ sensors (error microphones).
- \( \mathbf{x}(n) \): vector with the last \( L \) samples of \( x(n) \).
- \( w_k(n) \): vector with the \( L \) coefficients of the \( k \)-th node FIR filter at time \( n \).
- \( \mathbf{w}(n) \): vector with the coefficients of the \( N \) FIR filters, \( \mathbf{w}_k(n) \) for \( k \in \{1, \ldots, N\} \), at time \( n \).
- \( \mathbf{e}_k(n) \): signal picked up by the sensor at \( k \)-th node (k-th error signal).
- \( \mathbf{e}(n) \): vector with the most recent samples of \( \mathbf{e}_k(n) \) for \( k \in \{1, \ldots, N\} \), at time \( n \).
- \( y_k(n) \): signal rendered by the \( k \)-th node, which is generated from the filtering of the reference signal through its corresponding adaptive filter. It can be calculated as: \( y_k(n) = \mathbf{x}^T(n)w_k(n) \).
- \( s_{jk} \): acoustic path between the \( j \)-th node actuator and the sensor of the \( k \)-th node. It is modeled as a FIR filter of \( M \) order, which has the following coefficients: \( s_{jk} = [s_{jk}(0), s_{jk}(1), \ldots, s_{jk}(M)]^T \).
- \( \mathbf{x}_{jk}(n) \): vector comprising the last \( L \) samples of the reference signal filtered through the acoustic path between the \( j \)-th node actuator and the sensor of the \( k \)-th node.
- \( p_k \): acoustic path between the noise source and the sensor of \( k \)-th node.

The system is usually acoustically coupled. This means that the error signal in each node depends on the interference from the rest of the nodes (apart from the signal generated by that node and the noise signal to be canceled). Therefore, we can write this dependence in matrix notation as:

\[
\mathbf{e}(n) = \mathbf{d}(n) + \mathbf{X}_f(n)\mathbf{w}(n),
\]

with \( \mathbf{X}_f(n) \) being the following \((LN \times N)\) matrix:

\[
\mathbf{X}_f(n) = \begin{bmatrix}
    x_{f11}(n) & x_{f12}(n) & \cdots & x_{f1N}(n) \\
    x_{f21}(n) & x_{f22}(n) & \cdots & x_{f2N}(n) \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{fN1}(n) & x_{fN2}(n) & \cdots & x_{fNN}(n)
\end{bmatrix},
\]

where \( x_{fjk}(n) \) is defined above, and \( \mathbf{d}(n) = [d_1(n), d_2(n), \ldots, d_N(n)]^T \) is an \((N \times 1)\) vector with the last samples of the noise signal at the \( N \) sensors at time \( n \).

We consider that each node is running the FxLMS adaptive algorithm [11, 23], with an effort parameter given by \( \beta_k \) [24]. Therefore, when collaboration between nodes is not allowed, the \( k \)-th node is updating its coefficients \( w_k(n) \) as follows:

\[
\mathbf{w}_k(n + 1) = (1 - \mu \beta_k)\mathbf{w}_k(n) - \mu \mathbf{x}_{fjk}(n)e_k(n).
\]

When some of the nodes of the network are allowed to update their coefficients using the information handled by other (one or more) nodes, the network is running a distributed collaborative algorithm. Then, let us consider the \( k \)-th node. This node tries to cancel the noise signal at its microphone minimizing \( J_k(n) \). However, by doing so, the \( k \)-th node is creating an interference such that a neighbor node \( l \) becomes unstable. To avoid this effect, the cost function of the \( k \)-th node should be modified to simultaneously consider (and thus minimize) the signal at its microphone.
and at the microphone of the l-th node, \( j_k(n) + h_l(n) \). Therefore, the coefficients of the k-th node would be updated through the following adaptive equation [10]:

\[
\mathbf{w}_k(n+1) = (1 - \mu \beta_k)\mathbf{w}_k(n) - \mu (\mathbf{x}_{f,k}(n)\mathbf{e}_k(n)) + \mathbf{x}_{f,k}(n)\mathbf{e}_k(n),
\]

which can be generalized (allowing collaboration) as:

\[
\mathbf{w}_k(n+1) = (1 - \mu \beta_k)\mathbf{w}_k(n) - \mu \mathbf{x}_{f,k}(n)\mathbf{e}_k(n) - \mu \sum_{l \neq k} c_{kl} \mathbf{x}_{f,l}(n)\mathbf{e}_l(n),
\]

where \( c_{kl} \) constants indicate if there is collaboration between nodes k and l, so that \( c_{kl} = 1 \) if the node k uses information from node l for updating its coefficients, and \( c_{kl} = 0 \) otherwise. Although the k-th node would apparently need to have access to the error signal of the l-th node to collaborate when \( c_{kl} = 1 \), distributed algorithms can carry out the collaboration avoiding sharing signals. An example is reported in [10] where an incremental communication of the coefficients of the adaptive filters is implemented and no signals are shared.

Using vector notation, all of the nodes in the network are updating their coefficients as follows:

\[
\mathbf{w}(n+1) = (1 - \mu \mathbf{B})\mathbf{w}(n) - \mu \mathbf{X}_n(n)\mathbf{e}(n),
\]

where \( \mathbf{w}(n) \) is an \((LN \times 1)\) vector that holds the L coefficients of the N adaptive filters, \( \mathbf{e}(n) \) is an \((N \times 1)\) vector with the N error signals at time \( n \), \( \mathbf{B} \) is a diagonal matrix where the diagonal elements are repeated in blocks of L elements keeping the effort parameter of each node, from \( \beta_1 \) to \( \beta_N \), and, finally, \( \mathbf{X}_n(n) \) is an \((LN \times N)\) matrix with the following structure:

\[
\mathbf{X}_n(n) = \\
\begin{bmatrix}
X_{f11}(n) & \cdots & 0 \\
0 & X_{f22}(n) & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & X_{fNN}(n)
\end{bmatrix}
\]

(7)

where \( \mathbf{B} \) is a column vector with L zeros and the vector \( \mathbf{x}_{f,k}(n) \) appears as long as \( c_{kl} = 1 \) (\( \forall k, \forall l, l \neq k \)).

In the case where all of the nodes collaborate with each other (equivalent to the centralized algorithm), then \( \mathbf{X}_n(n) = \mathbf{X}_n \) and the network would be running a version of the multiple error LMS algorithm [11]. The step-size \( \mu \) could be different in each node. However, for the sake of simplicity, the same step-size is used for the entire network throughout this paper, which may set stiffer limits in the step-size that could slow down the convergence of some nodes.

Eq. (6) can be rewritten using (1) as:

\[
\mathbf{w}(n+1) = (1 - \mu \mathbf{B})\mathbf{w}(n) - \mu \mathbf{X}_n(n)\mathbf{d}(n) + \mathbf{x}_f(n)\mathbf{w}(n).
\]

(8)

The aim is to know if the vector coefficients of the network given by \( \mathbf{w}(n) \) will keep finite values after the iterative use of Eq. (8). This means that the network is stable within the context of this work. It should be noted that a given matrix \( \mathbf{X}_n(n) \) encloses implicitly the collaboration coefficients between nodes \( c_{kl} \), \( \forall k, \forall l \) and the effort parameters \( \beta_k \). Thus an alternative collaboration scheme between the nodes must be proposed when Eq. (8) does not converge to finite values for any convergence parameter \( \mu \).

Let us assume that we are dealing with stationary zero-mean signals and, when \( n \to \infty \), the filter coefficients of the nodes of the network will converge to \( \mathbf{w}(\infty) = \lim_{n \to \infty} \mathbf{E}[\mathbf{w}(n)] \), thus the following expression can be derived:

\[
\mathbf{w}(\infty) = (1 - \mu \mathbf{B})\mathbf{w}(\infty) - \mu \mathbf{E}[\mathbf{X}_n(n)\mathbf{d}(n)] - \mu \mathbf{E}[\mathbf{X}_n(n)\mathbf{x}_f(n)].
\]

And consequently:

\[
\begin{align*}
\mathbf{w}(\infty) &= -\mathbf{E}[\mathbf{X}_n(n)\mathbf{x}_f(n)] + \mathbf{R}^{-1}\mathbf{E}[\mathbf{X}_n(n)\mathbf{d}(n)] \\
&= -\mathbf{R}^{-1}\mathbf{E}[\mathbf{X}_n(n)\mathbf{d}(n)].
\end{align*}
\]

(10)

where \( \mathbf{R} \) is an \((LN \times LN)\) matrix that contains the cross-correlation matrices of the reference signal filtered by the different acoustic paths and is defined as:

\[
\mathbf{R} = \mathbf{E}[\mathbf{X}_n(n)\mathbf{x}_f(n)] = \\
\begin{bmatrix}
\mathbf{R}_{x_1x_1} & \mathbf{R}_{x_1x_2} & \cdots & \mathbf{R}_{x_1x_N} \\
\mathbf{R}_{x_2x_1} & \mathbf{R}_{x_2x_2} & \cdots & \mathbf{R}_{x_2x_N} \\
\vdots & \ddots & \ddots & \vdots \\
\mathbf{R}_{x_Nx_1} & \cdots & \cdots & \mathbf{R}_{x_Nx_N}
\end{bmatrix},
\]

(11)

where each new \((L \times L)\) submatrix \( \mathbf{R}_{x_{m,n}} \) that appears in \( \mathbf{R} \) is computed as:

\[
\mathbf{R}_{x_{m,n}} = \mathbf{R}_{x_{m,n}} + \sum_{l \neq m} c_{lm} \mathbf{R}_{x_{m,l}},
\]

(12)

with \( \mathbf{R}_{x_{m,n}} \) being a correlation matrix defined in Eq. (13). The \( c_{rm} \) constants in Eq. (12) indicate if there is collaboration between nodes \( r \) and \( m \) so that \( c_{rm} = 1 \) if the node \( r \) uses information from node \( m \) for updating its coefficients, and \( c_{rm} = 0 \) otherwise. Each submatrix \( \mathbf{R}_{x_{m,n}} \) in Eq. (12) is \((L \times L)\) with Toeplitz structure:

\[
\mathbf{R}_{x_{m,n}} = \\
\begin{bmatrix}
R_{x_{m,n}(0)} & R_{x_{m,n}(1)} & \cdots & R_{x_{m,n}(L-1)} \\
R_{x_{m,n}(1)} & R_{x_{m,n}(0)} & \cdots & R_{x_{m,n}(L-2)} \\
\vdots & \ddots & \ddots & \vdots \\
R_{x_{m,n}(L-1)} & \cdots & R_{x_{m,n}(L-2)} & R_{x_{m,n}(0)}
\end{bmatrix},
\]

(13)

where \( R_{x_{m,n}(l)} = R_{x_m}(l) * \mathbf{x}_m(l) * \mathbf{x}_m(-l) \) (the operator * represents linear convolution), and \( R_{x_m}(l) = \mathbf{E}[x(m+l)x(n)] \), the self-correlation of the reference signal \( x(n) \), (see Appendix A).

If \( X_f(n) \approx X_n(n) \) and \( \mathbf{B} = 0 \), then the solution given by Eq. (10) would provide the same solution of the equivalent centralized (or fully collaborative) system. The matrix of effort factors \( \mathbf{B} \) adds a bias to the optimal solution that achieves the maximum noise cancelation [11,25,26], consequently \( \mathbf{B} = 0 \) is preferred in most practical cases.

2.1. Convergence conditions

The translated weight vector \( \mathbf{v}(n) \) is defined as: \( \mathbf{v}(n) = \mathbf{E}[\mathbf{w}(n)] - \mathbf{w}(\infty) \). When the filter coefficients of the nodes of the network converge, it holds that \( \mathbf{v}(n) \to \mathbf{0} \) if \( n \to \infty \). Using this definition, expression (8) can be written as:

\[
\mathbf{v}(n+1) = (1 - \mu (\mathbf{B} + \mathbf{R}))\mathbf{v}(n).
\]

(14)

It can be shown that the convergence of the system described by Eq. (14) when \( n \) increases depends on the eigenvalues of the matrix \( \mathbf{R}_B = \mathbf{B} + \mathbf{R} \). If \( \mathbf{R}_B \) is a nondefective matrix [27], then the matrix \( \mathbf{R}_B \) fulfills that

\[
\mathbf{R}_B \mathbf{Q} = \mathbf{Q} \Lambda.
\]

(15)

where \( \mathbf{Q} \) is an \((LN \times LN)\) matrix such that its columns are the eigenvectors of \( \mathbf{R}_B \) and \( \Lambda \) is a diagonal matrix with the \( LN \) eigenvalues \( \lambda_j \) of \( \mathbf{R}_B \) along its diagonal. Eq. (14) can be uncoupled considering that the vector \( \mathbf{v}(n) \) is a linear transformation of another vector \( \mathbf{v}'(n) \) as:

\[
\mathbf{v}(n) = \mathbf{Q} \mathbf{v}'(n).
\]

(16)

Therefore (14) becomes

\[
\mathbf{v}'(n+1) = (1 - \mu \Lambda)\mathbf{v}'(n).
\]

(17)
which can be decomposed in LN uncoupled equations as follows:

\[ v'_l(n+1) = (1 - \mu \lambda_l) v'_l(n) = (1 - \mu \lambda_l)^{(n+1)} v'_l(0). \]  

Eq. (18) reveals the following necessary condition for the convergence of the filter coefficients of the nodes of the network to the optimal solution:

\[ |1 - \mu \lambda_l| < 1, \quad 1 \leq l \leq LN. \]  

This means that the filter coefficients of the nodes will converge, which provides system stability in practice, only if all of the eigenvalues of the matrix \( R, \lambda_l \), fulfill that

\[ (1 - \mu \Re(\lambda_l))^2 + (\mu \Im(\lambda_l))^2 < 1. \]  

The condition given by (20) will not hold if any \( \Re(\lambda_l) < 0 \), independently of the value of \( \mu \). Therefore, if any eigenvalue of the matrix \( R \) has a negative real part, the system will not be stable. If all of the eigenvalues of \( R \) have non-negative real parts, it does not automatically imply that the system will converge since the step-size \( \mu \), which must be a positive constant, must simultaneously fulfill the following constraints for all of the eigenvalues:

\[ 0 < \mu < \frac{2}{\Re(\lambda_l)}, \]  

\[ 0 < \mu < \frac{1}{|\Im(\lambda_l)|}, \]  

\[ \mu < \frac{2 \Re(\lambda_l)}{|\lambda_l|^2}. \]  

The above conditions depend on many factors, such as algorithm parameters (value of constant \( \mu \), effort factors in \( B \)) and the features of the room and the signals (included in the values of the matrix \( R \)). If unit-variance white noise is used as the reference noise signal, the values of the matrix \( R \) would depend only on the physical configuration of the system, (i.e., on the properties of the acoustic paths), because \( R_{\alpha}(l) = \delta(l) \) and hence \( R_{\text{filter}}(l) = s_m(l) \) if \( s_m(l) \) is white.

Similarly, if the input signal follows an MA (Moving Average) mode, i.e., \( x(n) = n_d(n) * f(n) \), with \( n_d(n) \) being unit-variance white noise and \( f(n) \) the impulse response of a filter, then \( R_{\alpha}(l) = f(l) + f(-l) \). Then, the values in the matrix \( R \) can be easily computed as: \[ R_{\text{filter}}(l) = f(l) * f(-l) * s_m(l) * s_m(-l) = f(l) * s_m(l) \]  

where \( s_m(l) = f(l) * s_m(l) \). These values depend only on the acoustic system (and the MA model) and represent an equivalent system whose input is unit-variance white noise, and all of the acoustic paths of the system have been replaced by the result of their convolutions with the filter \( f(n) \).

On the other hand, when \( R = R(\beta_l = 0, \forall l) \), finding an eigenvalue such that \( \Re(\lambda_l) < 0 \) implies that the algorithm would never converge independently from the choice of step-size \( \mu \). However, this circumstance can be avoided using appropriate values of the effort factor \( \beta_l > 0 \) together with an appropriate choice of the step-size parameter, at the expense of decreasing the final noise cancellation levels. To illustrate this fact, let us consider \( \beta_l = \beta > 0, \forall l \), simplifying the Eq. (14) to:

\[ v(n+1) = ((1 - \mu \beta)I - \mu R) v(n). \]  

From here, new conditions can be derived for the eigenvalues of the new matrix \( R \). If the eigenvalues of \( R \) are named as \( \lambda^R \), we would have:

\[ |1 - \mu \beta - \mu \lambda^R| < 1 \Rightarrow |1 - \mu (\beta + \lambda^R)| < 1. \]  

This would allow that if any eigenvalue \( \lambda^R \) has a negative real part, its influence on convergence can be countered by using a suitable value of \( \beta \). However, even choosing appropriate values for \( \beta \) such that negative eigenvalues are avoided, the following conditions on \( \mu \) should also hold:

\[ \mu < \frac{2}{\beta + \Re(\lambda^R)}, \]  

\[ \mu < \frac{1}{|\Im(\lambda^R)|}, \]  

\[ \mu < \frac{2(\beta + \Re(\lambda^R))}{\beta^2 + 2\beta \Re(\lambda^R) + |\lambda^R|^2}. \]

In a non-collaborative network (\( c_{ij} = 0, \forall k \neq j \)) and the hypothetical case where all of the acoustic paths are identical, which means that all of the acoustic paths \( s_{rr} \) are equal \( \forall r \), and all of the crossed acoustic paths are also equal \( s_{rc} = s_{cr} \), matrix \( R \) will be symmetric and positive definite. Therefore, all of its eigenvalues are real and nonnegative. This means that it is always possible to find a value of \( \mu \) such that the non-collaborative distributed ANC system is theoretically stable. Eigenvalues close to zero might appear, which (in practice) could deteriorate the robustness and convergence of the adaptive algorithm. However, in this case, a small value of \( \beta \) could be easily tuned to improve the algorithm’s convergence. Unfortunately, this hypothetical case is not given in practice and the stability of non-collaborative networks needs to be checked. The above results apply when the signals and acoustic paths of the ANC systems match the stationary model considered to build the matrix \( R \) or \( R \).

3. Criteria for assessing network stability

The stability of an ANC network depends (among others) on factors like the delay between signals arriving at each sensor or the relative energies of these signals [28,29]. However, these factors cannot independently determine the stability of the whole network. Therefore, the study of the stability must be addressed from the eigenvalues of the matrix \( R \) matrix [15], which gathers all of the acoustic system information and the rules of collaboration if they exist. The properties of these eigenvalues are used to determine the convergence of the adaptive algorithm (FxLMS), which is running at each node, and consequently to assess ANC network convergence. The computation of all of the eigenvalues can be performed using a state-of-the-art function, like the eig function of Matlab [30], which uses an optimized version of the LAPACK library [31] and is able to take advantage of the multiple cores of a modern computer. However, the computation of all of the eigenvalues of a matrix using functions like eig is computationally very demanding. The main computational cost for obtaining the eigenvalues (without eigenvectors) using the eig function is due to the reduction of the matrix to upper Hessenberg form [27], which is \( O(n^3 \text{gig}^2) \) for a matrix in \( \Re^{n \times n} \).

The computational cost is especially relevant when the stability of several collaboration set-ups of a given network needs to be tested. Depending on the size of the network (number of nodes), the number of different configurations may be very large. This happens when we are searching for a collaboration scheme so that an unstable non-collaborative network becomes stable by collaboration among nodes. For each possible collaboration set-up, a different matrix \( R \) will arise. If the eigenvalues of many different matrices \( R \) are to be computed, the computational cost will become unaffordable. Hence, other methods for checking the properties of the eigenvalues of \( R \) related to the stability of the ANC system must be tried and tested.
3.1. Stability condition based on the Gershgorin Circle Theorem

There are well-known theorems that provide information about the location of the eigenvalues of a matrix on the complex plane without computing them. The Gershgorin Circle Theorem [27] is possibly the best known of these theorems. A sufficient criterion to guarantee that the eigenvalues of a matrix have positive real parts without needing to compute them can be derived from this theorem. Thus, it can be shown that the eigenvalues will have positive real parts if the moduli of the diagonal elements are greater than the sum of the moduli of the rest of the elements in the same row. This means, given \( R_b s_{f_i} \) as the \((i, j)\) element of the matrix \( R_b \), that:

\[
| R_b s_{f_i} | > \sum_{j \neq i} | R_b s_{f_j} |, \quad \forall i. \tag{29}
\]

The computational cost of checking the condition given by (29) is only \( M \cdot (M - 2) \) additions for a matrix in \( \mathbb{R}^{M \times M} \). However, the condition given by Eq. (29) turns out to be too restrictive in practice [13,15]. As will be shown in Section 4, this condition can lead to having to consider most networks as unstable (even if they are stable), which means most system matrices will not fulfill the condition (29), thus providing many False Negatives (FN).

However, it must be stressed that if Eq. (29) is verified, this ensures system stability in practice (i.e., it cannot give FP). Furthermore, it is always possible to lead any system to fulfill Eq. (29) by choosing a suitable effort factor \( (\beta_i \geq 0) \) for each node. Since \( R_b \) differs from \( R \) only in the diagonal elements and all of the elements of the diagonal are positive, it holds that:

\[
| R_b s_{f_i} | = \beta_i + | R b s_{f_i} |.
\]

and, therefore, condition (29) holds if:

\[
\beta_i > \sum_{j \neq i} | R b s_{f_j} | - | R b s_{f_i} |, \quad \forall i. \tag{30}
\]

Although these values of \( \beta_i \) can provide stable systems, it is at the expense of degradation in noise cancellation performance and give ANC systems without practical usefulness in most cases.

The condition given by Eq. (29) can be alternatively obtained from Eq. (14) considering that

\[
\lim_{n \to \infty} (I - \mu R_b)^n = 0, \tag{32}
\]

for an ANC system to converge to the optimum filter coefficients. Expression (32) holds if

\[
\|I - \mu R_b\| < 1, \tag{33}
\]

for any consistent matrix norm (denoted by \( \|\cdot\| \)). Specifically, the use of the infinity norm, \( \|R_b\| = \max | R b s_{f_i} | \) leads to Eq. (29).

To prove this, let us consider that \( i \)-th row has the maximum sum of the modules of the row elements. In this case Eq. (33) holds if:

\[
|1 - \mu R b s_{f_i}| + \mu \sum_{j \neq i} | R b s_{f_j} | < 1, \tag{34}
\]

which holds when:

\[
| R b s_{f_i} | > \sum_{j \neq i} | R b s_{f_j} |. \tag{35}
\]

3.2. Stability condition based on the computation of the inertia

The stability criterion given by Eq. (29) is computationally very efficient. However, this criterion is far too restrictive and marks most network configurations as likely unstable, even if they are stable. This means a high number of FN outcomes. Thus, a criterion that minimizes the FN outcomes but that is computationally less expensive than the computation of all of the eigenvalues of \( R_b \) is needed to be useful in practice. It is important to take advantage of the structure of the matrix \( R_b \), which is a block matrix with Toeplitz blocks. These matrices are usually referred to as Toeplitz-block matrices.

As mentioned above, a distributed ANC network running the FXLMS algorithm will converge to the optimum controllers when all of the eigenvalues of \( R_b \) have positive real parts and the step-size \( \mu \) is suitably selected. This implies in practice that the system will perform properly and remain stable. Therefore, our goal is to identify the systems where all of the eigenvalues of \( R_b \) have positive real parts, because these systems can be made stable (by selecting an appropriate \( \mu \)).

The so-called inertia theorems can be used to check whether the real parts of all of the eigenvalues of the system matrix \( R_b \) are positive. The inertia of a matrix \( A \), denoted by \( \text{In}(A) \), is defined as the triplet: \( (\pi(A), \nu(A), \delta(A)) \) [32], where \( \pi(A), \nu(A) \) and \( \delta(A) \) are, respectively, the number of eigenvalues of \( A \) with positive, negative, and zero real parts, counting multiplicities. There are methods for computing the inertia (without computing the eigenvalues) for symmetric and non-symmetric matrices. However, the methods described in [32] have a computational cost \( O(M^3) \) for matrices of size \( M \times M \), like the computation of all the eigenvalues.

Since we are interested in faster methods, this requires taking advantage of the Toeplitz-block structure of the matrix \( R_b \). Toeplitz-block matrices belong to a wider class of matrices that is described as the set of matrices having displacement structure. These matrices are defined in [33] as matrices \( A \in C^{M \times M} \) that can be written as:

\[
A Z_M - Z_M A = G_M (H_M)^T, \tag{36}
\]

where \( Z_M \) is denoted as

\[
Z_M = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}, \tag{37}
\]

and \( G_M \) and \( H_M \in C^{M \times \alpha} \) are called the generator matrices. \( \alpha \) is called the displacement rank of \( A \) and is small compared to \( M \). A Toeplitz-block matrix with \( \alpha \) blocks has a displacement rank of at most \( 2 \alpha \) [33].

A fast method \( O(\alpha M^2) \) for computing the inertia of a Hermitian Toeplitz-block matrix (hence, with real eigenvalues) is described in [33] (Algorithm 2.3 in [33]). This algorithm allows computing the number of eigenvalues of a Hermitian Toeplitz-block matrix \( A \) that are greater than, equal to, or less than a given real number \( \kappa \). Algorithm in Appendix B gives a pseudo-code description of the inertia algorithm for \( \kappa = 0 \), which incorporates an improvement described below. A demo version of the code can be downloaded from http://personales.upv.es/vmgarcia/Toeplitz_inertia.zip.

Unfortunately, matrix \( R_b \) is not Hermitian in general. However, the interval containing the real parts of the eigenvalues of a matrix can be approximated using Bromwich’s inequality [34], which states that the real parts of the eigenvalues of a non-symmetric matrix \( A \) are contained in the interval formed by the largest and smallest eigenvalue of the symmetric part of \( A \), which is defined as: \( A^T = 0.5 \cdot (A + A^T) \). If the matrix \( R_b \) is Toeplitz-block, its symmetric part (\( R_b^T \)) will also be.

The Bromwich inequality can be combined with the inertia algorithm proposed in [33] (for \( \kappa = 0 \)) to develop an approximate fast method for assessing the sign of the eigenvalues of \( R_b^T \). This method can be used to approximately test the sign of the real parts
of the eigenvalues of \( R_B \). If all of the eigenvalues of \( R_B^2 \) are positive, then the real parts of all of the eigenvalues of \( R_B \) are also positive. This result is assured thanks to the Bromwich inequality and therefore this method will not produce false positives in the case of ANC networks. On the other hand, if any of the eigenvalues of \( R_B^2 \) were negative, then it could not be stated that the system was unstable since it might still happen that the real parts of all of the eigenvalues of \( R_B \) were positive. However, it will be shown in Section 4 that the rate of successful assessment of stability/instability provided by this method is good enough for practical use.

This method requires the computation of the symmetric part matrix \( (R_B^2) \) and the computation of the generator matrices. The algorithm for computing the generator matrices is included in a downloadable version from \( \text{http://personales.upv.es/vmgarcia/Toeplitz_inertia.zip} \). Algorithm was implemented as a mex file to speed up its execution in Matlab [30]. Furthermore, the algorithm can be accelerated by taking advantage of the special features of the problem. In the description in [33], when Algorithm is applied to a \((M \times M)\) matrix \( R_B \), it computes a vector \( q \) such that the number of negative components in \( q \) indicates the number of negative eigenvalues of \( R_B \). The vector \( q \) is generated within a loop with \( M \) iterations, where a component of \( q \) is generated at each iteration. In our application, a single negative value of \( q \) is enough to classify the ANC system as unstable. Therefore, Algorithm has been modified so that it stops as soon as a negative value of \( q \) arises. This modification does not have any effect when the system is stable (because the vector \( q \) has to be completely computed), but the number of iterations of the loop (and the computing time) can be greatly reduced in many cases where the system is being classified as unstable. The computational cost of Algorithm depends on the number of iterations of its main loop (line 8 of Algorithm ) that are carried out. Each iteration adds \( O(nM) \) flops to the computational cost. The number of iterations depends, among other factors, on whether the system is stable or not. If the system is stable, which means that all real parts of the eigenvalues of the system matrix are positive, the loop will iterate \( M \) times, therefore the cost will be the one of the original algorithm proposed in [33], i.e. \( O(nM^2) \). If the system is unstable, the cost can be as small as \( O(nM) \) (if a negative value in the \( q \) vector arises in the first iteration).

### 3.3. Discussion about alternative methods

Iterative methods (such as Arnoldi, Lanczos,...) can alternatively be used to compute the eigenvalues of interest without computing all of the eigenvalues of \( R_B \) [27]. There are several well-known libraries, of which Arpack [35] is the best known. The \( \text{eig} \) function of Matlab [30] makes internally use of the \texttt{znaupd} Arpack function. Iterative methods are used to compute only a few eigenvalues. The \( \text{eig} \) function can be configured to look for the eigenvalues with the smallest real parts (which are the eigenvalues that we are interested in). Generally speaking, these methods can be very fast (for large matrices) and the Toeplitz-block structure can be used to accelerate their computation. Unfortunately, the \( \text{eig} \) function (and the underlying Arpack function \texttt{znaupd}) often fails to converge when it is applied to some of the \( R_B \) matrices arising in ANC networks. These failures occur when the \( \text{eig} \) function is configured to find the eigenvalues with the smallest real parts, and, at the same time, the \( R_B \) matrix has a cluster of several (many) eigenvalues very close to zero. It is possible to obtain convergence by modifying some \( \text{eig} \) input parameters, i.e., increasing the number of eigenvalues to be found or increasing the dimension of the subspace used in inner computations. However, when either of these two approaches is applied, the computational cost of \( \text{eig} \) becomes higher than the computational cost of the \( \text{eig} \) function. Therefore, the use of \( \text{eig} \) was discarded.

![Fig. 3. Different ANC network scenarios working in non-collaborative mode.](image)

(a) Setting 1: two nodes, \( \theta \) variable, \((d, s, r)\) fixed.

(b) Setting 2: two nodes, \( \theta \) variable, \((d, r)\) fixed.

(c) Setting 3: two nodes, \((d, s)\) variable.

(d) Setting 4: two (dark blue), four (dark and medium blue) or eight (all nodes; \( d \) fixed, \( r \) variable.

### 4. Results

In this section, different methods are available to assess the stability of a distributed ANC are evaluated, these are: the computation of all of the eigenvalues, the criterion based on Gershgorin’s theorem given by (29), and the inertia method proposed in 3.2. These methods have been tested for ANC networks using synthetic room impulse responses of a room with size \( 9.13 \times 4.48 \times 2.64 \) m and different reverberation values. A total of 166320 scenarios were studied. These were obtained by generating room impulse responses using the images method [36] with the software reported in [37] and available in [38]. The acoustic systems were ANC networks of 2, 4, and 8 nodes located at different positions inside the room. White noise signal filtered through different filters (low-pass, band-pass, and high-pass) is considered. The stability analysis only requires knowledge of the estimated secondary paths and perfect estimation has been assumed. The number of coefficients of the generated room impulse responses of the secondary paths was 250.

The stability of each scenario was assessed by computing all of the eigenvalues of the system matrix using the Matlab \( \text{eig} \) function. As mentioned above, if the real part of all of the eigenvalues is positive, then the system is considered stable; thus this assessment is considered to be the ground truth throughout this section. The system stability was also estimated using the condition given by (29) and using the proposed inertia method. As previously mentioned, both methods can not give false positives, which means an FP rate of 0%. However, both methods can fail by marking systems that are stable as unstable (based on exact eigenvalues). As a matter of fact, in practice, the method derived from the Gershgorin theorem becomes useless for assessing the stability of wide-band ANC systems, because it nearly always marks the system as unstable in all the simulated scenarios, which means an unacceptable
FN ratio. Its outcomes coincide with the direct calculation of the eigenvalues only in 1.51% of the simulated scenarios (almost only those with negative real part of any eigenvalue), while the inertia method coincides in 57.88% of them. This means that the FN ratio is ≈ 100% for the Gershgorin criterion and ≈ 43.8% for the inertia criterion, for the simulated scenarios.

Fig. 3 illustrates some of the scenarios, which can be generated selecting different values of the parameters: d, s, and r. Furthermore, Fig. 3(a) can provide different scenarios by modifying the angle of one of the microphones (θ), and Fig. 3(b) generates scenarios by modifying the angle of one node (speaker and microphone). Fig. 3(d) considers configurations of 2, 4, and 8 nodes with constant angular distribution. The radius, r, of separation between nodes is the single parameter that is changing in this scenario.

The sampling frequency was fixed to $f_s = 1000$ Hz in all cases. The stability assessment of the ANC networks was also calculated for different values of $L$, the number of coefficients of the adaptive filter at each node. This way, e.g., the assessment of stability for the network given by Fig. 3(a) ($d = 20$ cm, $s = 40$ cm and $r = 50$ cm) can be displayed as a function of the angle of the mobile microphone for the particular case of $L = 180$. Note that we are selecting values of $d$, $r$ and $s$ that provide stable and unstable systems depending on $\theta$. The assessments of the three methods are displayed in Fig. 4(a) (1 indicates a stable system and 0 indicates an unstable system) for a white noise signal in a low reverberation room ($T_{60} = 0$ ms, i.e., similar conditions to free space propagation). It can be seen that the proposed inertia method gives incorrect assessments for only two scenarios ($\theta = 162^\circ$ and $\theta = 198^\circ$), while the condition derived from the Gershgorin theorem marks all of the configurations as unstable.

In the case of rooms with higher reverberation time, the system stability depends on the relative positions of the nodes and also on their placements within the room. However, the ability of the methods to evaluate the stability of the network remains similar. The results for the same room with a reverberation time of $T_{60} = 200$ ms are shown in Fig. 4(b). Again, the inertia method
outcomes are closer to the direct calculation of eigenvalues than Gershgorin’s criterion. In this example, the network is located in the center of the room. As a consequence, symmetries can be observed in the results. Fig. 4(c) shows the results of the same scenario but displacing the network away from the center of the room. The inertia method does not provide symmetrical results in this case and exhibits worse results than Fig. 4(b). However, this method is still much more accurate than Gershgorin’s criterion.

The inertia method shows different accuracy in different scenarios when it is compared with the direct calculation of the eigenvalues, depending on the features of the acoustical system and on the reference signal. However, there is not a clear pattern. In a few cases, the inertia method can exhibit a behavior that is as restrictive as Gershgorin’s criterion, i.e., the configuration shown in Fig. 4(d). In this case, the reference signal has been high-pass-filtered with a cutoff frequency of $f_c = 400$ Hz. However, the inertia method always shows better performance than Gershgorin’s criterion. Similar results for the rest of the configurations (also with $L = 180$) are shown in Fig. 5.

As mentioned above, the computational costs of Gershgorin’s criterion and the inertia method are small when compared with the computational cost of computing all of the eigenvalues. The theoretical costs of the three methods are shown in Table 1. These
Theoretical computational costs must be carefully considered when practical measurements are being carried out because the eig function is a parallelized state-of-the-art routine, which takes profit of all the available computing cores. On the other hand, the main loop of the proposed inertia algorithm (line 8 of Algorithm 1) builds each new iteration using data from the former iteration, therefore this loop cannot be effectively parallelized. Furthermore, the expression given in the Table 1 for the inertia method corresponds to the worst case, when the internal loop is completed. Fig. 6 shows the computing time of the three methods (Matlab’s routine eig was used to compute all of the eigenvalues) using a computer equipped with an Intel(R) Core(TM) i7-5820K CPU @ 3.30GHz with 6 cores and 32 GB. In this figure, a system with 4 nodes (increasing L from 150 to 700) was chosen.

The inertia method gives a FN ratio as small as 33% in the simulated low reverberation scenarios, which becomes 50% in the high reverberation scenarios, without any FP outcome (FP=0%). Furthermore, it requires an affordable computing time for most cases as compared with the direct calculation of the eigenvalues. Thus, the proposed inertia method provides a good balance between accuracy and computing time. This makes the inertia method suitable for the exhaustive assessment of different ANC network configurations. Furthermore, it can be used to search for the best rules of collaboration (values of $c_{km}$ in Eq. (5)) that keep the network stable. It can be shown that if all $c_{km}$ coefficients are set to 1, the system will remain stable. In the other case, if the only $c_{km}$ values set to 1 are those where $k = m$, then the system has no collaborations and it becomes unstable in many cases. Thus, it is advisable to perform a search for the rules of collaboration with the smallest number of collaborations (smallest number of nonzero $c_{km}$ values) among nodes. The proposed inertia method allows this search to be performed within an affordable computing time.

The inertia method can also be used to find the largest adaptive filter length ($L$) so that the system remains stable. As an example of this use, Fig. 7 shows the stability assessment of the different methods varying $L$ up to 500.

5. Discussion

The proposed method assesses the stability of the distributed ANC systems, but it does not provide information about the achieved noise cancellation level. The performance of a stable ANC system in terms of noise cancellation level depends on the relation between the reference and noise signals, the step size and the spatial placement of the transducers. On the other hand, stability only depends on the reference signal and the spatial placement of the transducers. The best performance of a distributed system is achieved for a fully collaborative scheme, which is stable since the system matrix is definite positive and coincides with the performance of the equivalent centralized scheme [10]. However, this is at the expense of the highest communication needs. Therefore, looking for a configuration that achieves a given minimum desired performance in terms of cancellation while minimizing collaboration (communications in distributed systems) seems reasonable in practice. The inertia method proposed in this paper allows to efficiently searches for a minimum collaboration setup that assures system stability. This collaboration setup gives excellent cancellation results in practice (close to the fully collaborative network) because the nodes that do not collaborate should have very little influence on the final residual noise levels. Moreover, the fully minimization of collaboration is not always achieved since the FN rate is not zero in the proposed algorithm. However, the obtained stable systems exhibit slightly better performance in terms of residual noise levels than the corresponding stable system with minimum collaboration because collaboration cannot worsen the performance in terms of cancellation [10].
6. Conclusions

This paper has addressed the stability assessment of an ANC network of \(N\) single-channel nodes working in non-fully-collaborative mode. In this kind of ANC network, each node tries to minimize noise (which is a wide-band signal) by executing the FxLMS adaptive algorithm. Each node could reach a stable steady state (independently of the other nodes) by choosing an appropriate convergence step. However, since the network is acoustically coupled, the stability of the network depends on the interaction among nodes.

The convergence analysis of the multichannel FxLMS running on the network reveals that the stability of the system can be assessed from the eigenvalues of the system matrix, which is denoted by \(R_B\). The size of this matrix is proportional to the number of nodes of the network and the length of the adaptive filters \(L\). This matrix is generated using the data of the correlation of the noise at the node microphones with the reference signal noise filtered through the different network acoustic paths. Matrix \(R_B\) of a given network can be thought of as the assembly of \((N \times N)\) submatrices, each one of \((L \times L)\) size. The blocks on the diagonal of the system matrix represent the self-coupling between the speaker of each node with its microphone. It should be noted that the proposed algorithm needs the \(R\) matrices as inputs, which, in practice, must be approximated by estimators such as time averages.

The network stability assessment of an ANC network is simpler in case of tonal noise. In this case, the size of the system matrix is just given by the number of nodes, and the coefficient \((i, j)\) of \(R_B\) represents the influence of the \(j\)-th node on the \(i\)-th node [15]. In such case, the moderate size of the system matrix makes easier the computation of all of its eigenvalues and, consequently, makes easier the stability assessment. However in the case of wide-band noise signals, the computation becomes far more complex due to the larger size of \(R_B\) and the diversity of scenarios and noise signals.
The stability of ANC networks can be assessed using standard routines for the computation of all the eigenvalues of $\mathbf{R}_b$, but the computational cost of this procedure (for large $L$ and $N$) is too high for practical use. On the other hand, there are theorems that provide clues or boundaries about the location of the eigenvalues, such as the Gershgorin Theorem. Conditions on the system matrix derived from them can assure that its eigenvalues remain within a given region on the complex plane and thus can provide network stability. Therefore, the condition given by Eq. (29) can be derived from the Gershgorin Theorem and can be computed very fast. However, the results show that this condition is very restrictive for most of the system matrices, (excepting those belonging to ANC systems working at a single frequency [11]) and, consequently, there are many stable scenarios of ANC networks that do not fulfill this condition in practice.

In this paper, we have proposed an alternative inertia method that can be used to estimate if the real part of the eigenvalues of $\mathbf{R}_b$ are positive and to assess the stability of ANC networks. The computation of this method has been optimized and takes advantage of the Toeplitz-block structure of the $\mathbf{R}_b$ matrix. This method is fast enough for practical use and is far more accurate than the condition derived from the Gershgorin Theorem. The results show that the proposed inertia method cannot give FP assessments and provides much less FN assessments than the Gershgorin condition. Therefore, this method can also be used to efficiently find stable ANC network configurations and collaboration rules.
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Appendix A. Computation of the matrix $\mathbf{R}$

Matrix $\mathbf{R}$ is calculated from $(L \times L)$ submatrices $\mathbf{R}_{f_m,c_n}$. Each element $(f, c)$ of the $\mathbf{R}_{f_m,c_n}$ submatrix is computed as $E[x_{f_m}(n + f - 1)x_{f_m}(n + c - 1)]$ and becomes $E[x_{f_m}(n + f - c)x_{f_m}(n)] = \mathbf{R}_{f_m,c_n}[(f - c)]$, for stationary signals. Therefore, the elements of this matrix are the values of the cross-correlation of the signals $x_{f_m}(n)$ and $x_{f_m}(n)$, which are the results of filtering the reference signal $x(n)$ by the acoustic paths $s_{rm}(n)$ and $s_{cm}(n)$ respectively. Consequently, this cross-correlation can be written as a function of the reference signal self-correlation as:

$$\mathbf{R}_{f_m,c_n}(l) = \mathbf{R}_{\alpha}(l) + s_{rm}(l) + s_{cm}(-l),$$

where the symbol $*$ represents the linear convolution.

Appendix B. Inertia algorithm for the stability assessment of ANC networks

Algorithm 1 Algorithm 2.3 from [33] adapted for stability assessment

1: Input: $A$, $G$, $H$
2: Output: out
3: Given a Hermitian Toeplitz Matrix $\mathbf{A} \in \mathbb{C}^{M \times M}$ and its generators $\mathbf{G}$ and $\mathbf{H} \in \mathbb{C}^{M \times M}$, this function computes a real variable $out$ such that $out = 1$ if all the eigenvalues of $\mathbf{A}$ are positive and $out = 0$ if there is at least one negative eigenvalue of $\mathbf{A}$. $\alpha$ is the number of nodes and $M = L\alpha$ where $L$ is the length of the adaptive filters.

4: $q=zeros(M,1);
5: q(1)=A(1,1);
6: w(1,1)=A(1,2)/q(1);
7: f(1:\alpha)=G(1:\alpha,:)/q(1);
8: k=1;
9: while $q(k) > 0$ and $k < M$ do
10: $k=k+1$;
11: fn=zeros(k,1);
12: vmm1=A(1:k-1,k-1);
13: q(k)=A(k,k)-vmm1\*w(1:k-1,k-1);
14: $y(1:k,k)=[w(1:k-1,k-1);-1]$;
15: for $i = 1$ to $\alpha$ do
16: $fn(:,i)=[f(:,i);0]-[G(k,i)\*vmm1\*f(1:k-1,i)]\*y(1:M,k)/q(k);
17: end for
18: \$w(1:k,k)=[0;w(:,k-1)]-fn(:,1:alpha)\*H(:,1:k)\*$
19: $f=fn$;
20: end while
21: if $q(k) < 0$ then
22: $out = 0$;
23: else
24: $out = 1$;
25: end if
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