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Abstract 

Multiple-Input Multiple-Output (MIMO) antenna schemes in Digital Terrestrial 

Television (DTT) systems aim to maximize the spectral efficiency for the provision of 

large capacity contents in the scarce and limited DTT Radio-Frequency (RF) channel. 

The delivery of the emerging Ultra-High Definition TV (UHDTV) services as well as 

the continuous broadcast spectrum shortage due to the rapidly growing demand for wireless 

broadband services (4G and 5G) are the motivations for this proposal. 

MIMO technologies have been firstly developed in the DTT technical specification 

DVB-NGH (Digital Video Broadcasting Next Generation Handheld) and standardized in 

the latest DTT standard, ATSC3.0 (Advanced Television Systems Committee 3rd 

Generation). However, MIMO broadcasting has not been commercialized due to the 

additional investment for both service providers and receivers. On the other hand, mobile 

industry has developed mobile broadcast technologies known today as 5G Broadcast 

based on LTE (Long Term Evolution). Although LTE incorporates MIMO for point to 

point unicast, 5G Broadcast only uses a single antenna in transmission at the moment.  

The Ph.D. aims at assessing the performance of MIMO for broadcasting (terrestrial 

broadcast) for next-generation wireless broadcasting systems, including next-generation 

wireless broadcasting systems, both DTT and cellular system. During the standardization 

of MIMO DTT systems, the initial design accounts for perfect reception conditions, e.g., 

optimal demodulators, perfect Channel State Information (CSI), perfect noise power 

estimation. The main goal of this PhD is to assess and optimize the performance of MIMO 

wireless broadcast transmissions in realistic scenarios. This PhD proposes new models 

of terrestrial MIMO propagation channels based on field measurements which can be 

utilized for the evaluation of MIMO DTT system. Furthermore, it also optimizes the 

different MIMO transmission and reception configurations, such as broadcast MIMO 

channel estimation and signal processing. The scenarios considered in the thesis are high-

power high-tower transmitter with fixed reception and characteristics of DTT networks.  

The results of the PhD have contributed to the ATSC standardization forum, 

International Telecommunication Union Radiocommunication Sector (ITU-R), and the 

Japanese national research project on next generation DTT system. 
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Resumen 

Los esquemas de antenas de múltiples entradas y múltiples salidas (MIMO) pueden 

maximizar la eficiencia espectral de los sistemas de Televisión Digital Terrestre (TDT) 

para la provisión de contenidos de gran capacidad, como los servicios emergentes de 

televisión de ultra alta definición (UHDTV), en el cada vez más escaso y limitado 

espectro radioeléctrico de la TDT debido a la creciente demanda de servicios 

inalámbricos de banda ancha (4G y 5G). 

Las tecnologías MIMO han sido desarrolladas inicialmente en la especificación técnica 

de TDT DVB-NGH (Digital Video Broadcasting Next Generation Handheld) y 

estandarizadas en el último estándar de TDT, ATSC 3.0 (Advanced Television Systems 

Committee 3rd Generation). Sin embargo, no hay despliegues comerciales MIMO de 

TDT. Por otro lado, la industria móvil ha desarrollado una tecnología de radiodifusión 

móvil, conocida como hoy en día como 5G Broadcast, basado en LTE (Long Term 

Evolution). Aunque LTE incorpora MIMO para transmisiones unicast punto a punto, 5G 

Broadcast sólo utiliza una única antenna en transmisión.  

Esta tesis doctoral tiene como objetivo evaluar el rendimiento de MIMO para 

radiodifusión (terrestrial broadcast) para sistemas inalámbricos de radiodifusión de 

nueva generación, tanto TDT como sistemas celulares. Durante la estandarización de los 

sistemas MIMO TDT, el diseño inicial tiene en cuenta condiciones de recepción perfectas, 

por ejemplo, demoduladores óptimos, información de estado del canal (CSI) perfecta, 

estimación perfecta de la potencia del ruido, etc. El objetivo principal de esta tesis 

doctoral es evaluar y optimizar el rendimiento de las transmisiones de radiodifusión 

MIMO en escenarios realistas. Esta tesis doctoral propone nuevos modelos de canales de 

propagación MIMO terrestres basados en medidas de campo que pueden utilizarse para 

la evaluación del rendimiento del sistema MIMO TDT. Además, también optimiza las 

diferentes configuraciones de transmisión y recepción MIMO, como la estimación de los 

canales MIMO en el receptor, y el procesado de señal. El escenario considerado en la 

tesis son torres de alta potencia con recepción fija, característico de las redes de TDT. 
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Los resultados de esta tesis han contribuido al foro de estandarización ATSC, al sector 

de radiocomunicaciones de la Unión Internacional de Telecomunicaciones (UIT-R) y al 

proyecto nacional japonés de investigación sobre el sistema TDT de próxima generación. 
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Resum 

Els esquemes d‟antenes de múltiples entrades i múltiples sortides (MIMO) poden 

maximitzar l‟eficiència espectral dels sistemes de Televisió Digital Terrestre (TDT) per 

a la provisió de continguts de gran capacitat, com els serveis emergents de televisió 

d‟ultra alta definició (UHDTV), en el cada vegada més escàs i limitat espectre 

radioelèctric de la TDT a causa de la creixent demanda de serveis sense fil de banda ampla 

(4G i 5G). 

Les tecnologies MIMO han estat desenvolupades inicialment en l'especificació tècnica 

de TDT DVB-NGH (Digital Video Broadcasting Next Generation Handheld) i 

estandarditzades a l'últim estàndard de TDT, ATSC 3.0 (Advanced Television Systems 

Committee 3rd Generation). No obstant això, no hi ha desplegaments comercials MIMO 

de TDT. D'altra banda, la indústria mòbil ha desenvolupat una tecnologia de radiodifusió 

mòbil, coneguda com avui dia com a 5G Broadcast, basat en LTE (Long Term Evolution). 

Tot i que LTE incorpora MIMO per a transmissions unicast punt a punt, 5G Broadcast 

només utilitza una única antena en transmissió. 

Aquesta tesi doctoral té com a objectiu avaluar el rendiment de MIMO per a 

radiodifusió (terrestrial broadcast) per a sistemes sense fil de radiodifusió de nova 

generació, tant TDT com sistemes cel·lulars. Durant l'estandardització dels sistemes 

MIMO TDT, el disseny inicial té en compte condicions de recepció perfectes, per 

exemple demoduladors òptims, informació d'estat del canal (CSI) perfecta, estimació 

perfecta de la potència del soroll, etc. L´objectiu principal d´aquesta tesi doctoral és 

avaluar i optimitzar el rendiment de les transmissions de radiodifusió MIMO en escenaris 

realistes. Aquesta tesi doctoral proposa nous models de canals de propagació MIMO 

terrestres basats en mesures de camp que es poden utilitzar per a l'avaluació del rendiment 

del sistema MIMO TDT. A més, també optimitza les diferents configuracions de 

transmissió i recepció MIMO, com l'estimació dels canals MIMO al receptor, i el 

processament de senyal. L'escenari considerat a la tesi són torres d'alta potència amb 

recepció fixa, característic de les xarxes de TDT. 
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Els resultats d‟aquesta tesi han contribuït al fòrum d‟estandardització ATSC, al sector 

de radiocomunicacions de la Unió Internacional de Telecomunicacions (UIT-R) i al 

projecte nacional japonès de recerca sobre el sistema TDT de propera generació. 
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Chapter 1 Introduction 

1.1. State-of-the-Art of DTT Systems 

Terrestrial broadcasting is the primary means of delivering Television (TV) service in 

many countries as it can provide near-universal coverage to a potentially unlimited 

number of users by means of point-to-multipoint transmissions since the 1950s. The 

switch from analogue to digital processing in the 1990s brought various benefits, such as 

increased spectral efficiency, noise-free viewing, enhanced video and sound quality 

known as High Definition TV (HDTV), flexible broadcasting networking configurations 

(e.g., coverage area, multiple bitrates for video/audio services, multiple robustness 

services for mobile/fixed receivers) and the introduction of multimedia or interactive 

contents. 

The utilization of broadcasting systems for the delivery of Digital Terrestrial TV 

(DTT) has grown very strongly during the last decade, and Digital Terrestrial TV 

Broadcasting (DTTB) networks are already in place in many countries all over the world. 

Several first-generation broadcasting standards are available today for the provision of 

DTT services: Advanced Television Systems Committee (ATSC) in North America [1], 

Integrated Services Digital Broadcasting - Terrestrial (ISDB-T) in Japan [2], Terrestrial - 

Digital Multimedia Broadcasting (T-DMB) in Korea [3], Digital Terrestrial Multimedia 

Broadcast (DTMB) in China, and Digital Video Broadcasting - Terrestrial (DVB-T) [4] 

in Europe. As to second-generation DTT system, DVB - Terrestrial 2nd Generation 

(DVB-T2) [5] was developed in Europe, and Advanced Television Systems Committee 

3rd Generation (ATSC 3.0) has started commercialization in Korea and in the U.S 

progressively. Figure 1.1 shows the distribution of all DTT systems mentioned above that 

have been currently implemented (or adopted) in the world [6]. 

On the other hand, the mobile broadband demand is increasing in the last years due to the 

penetration of new devices in the market, such as smart phones or tablets. At the moment, 

mobile broadband system is not still perceived as viable alternatives to DTTB systems. 

The reasons derived from broadband cannot support large-scale consumption of TV 

services, and newly deployed Fifth Generation of Wireless Systems (5G) mobile 

broadcasting networks are expensive to deploy due to the large investment in 
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infrastructure required to provide acceptable coverage levels [7]. Hence, it is expected 

that terrestrial broadcasting will remain very important at least on medium term.  Due to this 

situation, a new generation of DTT standards is emerging. Today, it is already available 

a second generation of DVB system, DVB-T2 standard [5], which provides a 50% 

increase of spectral efficiency over its predecessor [4][8]. Moreover, the U.S. 

broadcasting standardization body, Advanced Television Systems Committee (ATSC), 

initiated the study of new technical approaches to evolve its terrestrial broadcasting 

standards to a new version, known as ATSC 3.0 in 2013. It aims at developing an 

advanced standard combining the most advanced transmission technologies that could 

exploit the optimum combination among large coverage, large capacity and efficient use 

of the scarce spectrum involving worldwide manufactures, broadcasters and research 

institutes [9]. 

Due to the continuous demand of spectrum by mobile broadband communications [10], 

further efficient utilization of the DTT spectrum has been required. The adoption of the 

DTT led to the release of a number of frequency channels over the Very High Frequency 

(VHF) and Ultra High Frequency (UHF) bands, formerly assigned to broadcasting 

services, known as Digital Dividend (DD) [11]. In the World Radiocommunication 

Conference (WRC) of 2007, the International Telecommunications Union (ITU) decided 

to allocate the upper part of the TV broadcasting band to International Mobile 

 

Figure 1.1 DTT system implemented or adopted by the different countries in the world [6]. 
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Telecommunications (IMT) technologies. Hence, Regions 1i and 3ii allocated the 800 

MHz band (790-862 MHz, channels 61-69) for Long Term Evolution (LTE) services [12] 

with a guard band of only 1 MHz, and Region 2iii allocated the 700 MHz band (698-806 

MHz, channels 52-69) with a guard band of 5 MHz. In addition, the ITU WRC-12 [13] 

concluded with a decision to allocate additional UHF spectrum to mobile services and 

invited to perform further coexistence studies and report the results to the WRC-15. The 

new mobile allocation, also known as Second Digital Dividend (DD2), was made in 

Region 1 in the 700 MHz band. Implementing the DD2 within ITU Region 1 may affect 

up to eleven more DTT channels (49-60), creating several challenges. The DD2 may be 

particularly problematic in countries where terrestrial television is the main distribution 

platform, such as the United Kingdom, France, Spain, Portugal and Italy. For most 

countries, releasing the 700 MHz band will require a new re-tune of existing DTTB 

networks. As for the WRC-23, agenda item 1.5, which reviews the spectrum use and 

spectrum needs of existing services in the frequency band 470-960 MHz in Region 1, was 

set and broadcasters have been conducting studies on the spectrum requirements [14]. 

The agenda item considers possible regulatory actions in the frequency band 470-694 

MHz in Region 1 on the basis of the review in accordance with Resolution 235 (WRC-

15) [15]. 

Additional demand on DTT spectrum is the higher data rates needed for the delivery 

of new content such as 4K/8K Ultra-High Definition TV (UHDTV) [16] and multi-

dimensional audio system [17]. It is obvious that in this time of competitiveness, DTTB 

networks should significantly increase their spectrum efficiency to cope with the limited 

spectrum use. To cope with these demands ATSC 3.0 has been developing new DTT 

technologies in North America [18]. Higher spectral efficiencies are achieved by the 

utilization of new technological, i.e., more sophisticated Modulation and Coding 

(MODCOD) schemes [19]. The use of advanced Low Density Parity Check (LDPC) 

codes [20] greatly improves the performance close to the theoretical limits [21] in 

Additive White Gaussian Noise (AWGN). Further improvement in performance, i.e., 

spectral efficiencies, for the next generation DTT system is difficult by developing the 

 

i Europe, Africa, the Commonwealth of Independent States, Mongolia, and the Middle East west of the 

Persian Gulf, including Iraq 
ii most of non-FSU Asia east of and including Iran, and most of Oceania 
iii Americas including Greenland, and some of the eastern Pacific Islands 
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modulation and coding schemes. On the other hand, the progress in video compression 

technologies significantly reduces the bit rate with the High Efficiency Video Coding 

(HEVC) which can reduce by 50% the video bit rate compared with the previous 

H.264/AVC codec version for the same video quality [22]. The next-generation video 

coding standard, versatile video coding (VVC), has been developed [23]. The coding 

efficiency of VVC has been targeted to be 30% better than that of HEVC. 

As a background for this thesis, an overview of the first generation and the second 

generation DTT systems are briefly described below. 

1.1.1. First generation DTT systems 

DVB-T is the first-generation International DTT standard developed in Europe. It is the 

most widely deployed DTT system in the world [6], including Spain. The standard is 

aimed at providing services for fixed rooftop to migrate from analogue to digital television 

service. It is assumed that the transmit and receive antenna in DVB-T have single element 

as analogue television system, i.e., DVB-T is a standard for Single-Input Single-Output 

(SISO) transmission. DVB-T is the first DTT system which utilizes Orthogonal 

Frequency Division Multiplexing (OFDM) [24][25] to cope with the signal distortion 

caused by multipath echoes in terrestrial transmission channel. The degradation of the 

reception performance by multipath echoes has been considered as a significant problem 

for analogue television system and for the first ATSC DTT standard [1]. Due to the 

robustness for the multipath echoes, Single Frequency Network (SFN) is applied in DVB-

T system, in which a couple of adjacent transmitters can provide DTT services in the 

same spectrum. Although the transmitters should be synchronized to configure SFN, 

further efficient utilization of the DTT spectrum was achieved in DVB-T. 

1.1.2. Second generation DTT systems 

DVB-T2 is the second-generation International DTT standard developed in Europe. It 

offers more robustness, flexibility and at least 50% more spectrum efficiency than the 

first-generation DTT standard. The waveform in DVB-T2 is based on OFDM as DVB-T and 

more flexible DTTB network including SFN can be configured. DVB-T2 incorporates some 

important features in terms of the spectrum efficiency. DVB-T2 is the first DTT system which 

adopted LDPC codes [26] for the Forward Error Correction (FEC) to improve its 

robustness. It is known that LDPC codes greatly improve the transmission performance 
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compared with convolutional codes which is used in DVB-T, not only in AWGN channel 

but also in an actual propagation channel [27].  

Additionally, DVB-T2 adopted a Multiple-Input Single-Output (MISO) scheme 

based on a site distributed configuration with Space Frequency Block Coding (SFBC) 

reusing the existing transmitter infrastructure and the existing receive antenna 

installations. The SFBC scheme adopted in DVB-T2 is based on Alamouti coding [28] 

defined to exploit only diversity gain. The Alamouti code is designed for achieving full 

diversity with reduced linear complexity at the receiver side with two transmit antennas. 

By using the Alamouti code in a distributed manner, it is possible to improve the 

performance in SFN transmission. The Alamouti code requires orthogonal pilot patterns 

between antennas which imposes doubling the number of transmitted pilots to achieve 

the same resolution of channel estimation as with single antenna transmissions. Despite 

the potential improvements shown in theory by the distributed MISO scheme in SFN 

scenarios, results from simulation in [29] and field measurements carried out in 

Germany in portable and mobile scenarios [30] do not recommend the use of MISO 

based on Alamouti coding. 

DVB-NGH [31][32] is the first broadcast system to employ Multiple-Input Multiple-

Output (MIMO), i.e. with Spatial Multiplexing (SM) gains, as key technology exploiting 

the benefits of the MIMO channel. DVB-NGH is the handheld evolution of DVB-T2. 

While the core of the system is based on DVB-T2, two types of MIMO schemes are 

specified in the specification of DVB-NGH [33]. The first type of techniques is known in 

DVB-NGH as MIMO rate 1 codes, which exploit the spatial diversity of the MIMO 

channel without the need of multiple antennas at the receiver side. They can be applied 

across the transmitter sites of SFNs to reuse the existing network infrastructure, i.e., 

DVB-T and DVB-T2, as well as to an individual transmitter site equipped with multiple 

transmit antennas. These codes include the Alamouti code, already featured in DVB-T2, 

together with a scheme known as enhanced Single Frequency Network (eSFN). The 

second type of techniques is known in DVB-NGH as MIMO rate 2 codes, which exploit 

the diversity and multiplexing capabilities of the MIMO channel. In this category DVB-

NGH has adopted a novel scheme known as Enhanced Spatial Multiplexing with Phase 

Hopping (eSM-PH). The eSM-PH was designed to overcome the spatial correlation in 

the MIMO channel retaining the multiplexing capabilities of SM MIMO. With eSM-PH 

the information symbols are weighted and combined before their transmission across the 
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antennas according to a specified rotation angle. This rotation angle has been tuned for 

every combination of constellation order and deliberated transmit Power Imbalance (PI). 

To ease dual polar operation, MIMO rate 2 codes can be transmitted with deliberated PI 

between the transmit antennas with values of 0 dB, 3 dB and 6 dB. In addition, eSM-PH 

includes a periodical Phase Hopping (PH) term to the second antenna to randomize the 

code structure and avoid the negative effect of certain channel realizations. To 

demodulate an eSM-PH signal it is necessary to employ orthogonal pilot patterns (as for 

the Alamouti code) between antennas. 

During the standardization process of DVB-NGH, a channel sounding campaign took 

place in July 2010 in Helsinki, Finland, focusing on cross-polar UHF transmission and 

reception in order to compare candidate schemes in simulation with a realistic 

measurement-based channel model [34]. The trials included a number of practical designs 

for antennas suitable for a handheld terminal. From the measurements, the following 

channel models were developed: an outdoor mobile model, an outdoor portable model 

and an indoor portable model. For the mobile case, user velocities of 60 km/h or 300 km/h 

were considered, whereas for the portable case, user velocities of 0 km/h or 3 km/h were 

considered. 

ATSC 3.0 is the current state-of-the art DTT system developed as the U.S. terrestrial 

broadcasting standard, which aims at becoming the reference terrestrial broadcasting 

technology, outperforming DVB-T2 and DVB-NGH in terms of coverage and 

capacity. It is focused on the efficient delivery of emerging UHDTV services as well 

as to cope with the broadcast spectrum shortage due to the rapidly growing demand 

for wireless broadband services. The standardization process started in Oct. 2013 [9]. 

MIMO technology has been further developed and fully standardized in ATSC 3.0 [35] 

not only for mobile broadcasting. The higher flexibility of MIMO antenna technology 

allows broadcasters to select the configuration that better suits the capacity and coverage 

requirements per service. In practice, MIMO in DTT is implemented using cross-

polarized 2×2 MIMO, i.e., horizontal and vertical polarization to decorrelate the channel 

even in Line-of-Sight (LOS) reception conditions [36]. This means that at least two 

antenna elements are equipped at both transmitter and receiver sides. 

Figure 1.2 illustrates the ATSC 3.0 MIMO transmission chain standardized in [37]. 

The MIMO profile re-uses as much as possible the SISO baseline profile. The main new 
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block compared to SISO is so cold the MIMO Demultiplexer (DEMUX) and MIMO 

precoding. In addition, 2×2 SM MIMO requires doubling the pilot overhead compared to 

SISO to keep the channel estimation performance. DVB-NGH adopted an orthogonal 

Scattered Pilot (SP) encoding scheme, namely Walsh-Hadamard (WH) encoding, which 

is the same configuration used in DVB-T2 for MISO mode [5]. ATSC 3.0 adopted WH 

encoding for MIMO channel estimation together with another SP encoding algorithm 

known as Null Pilot (NP) encoding [35]. The NP encoding scheme was firstly adopted in 

LTE [38] for MIMO mode. However, the scheme was modified and it was the first time 

ever to be introduced in DTT specification ATSC 3.0. The MIMO pilot positions in LTE 

are different from SISO depending on the antenna configuration. On the other hand, the 

MIMO pilot positions in ATSC 3.0 are located at the same positions as SISO and the pilot 

positions are selectable out of 16 pilot patterns. Another novelty of pilot configuration in 

ATSC 3.0 is that the pilot boosting is selectable out of five pilot boosting values. 

The MIMO precoding in ATSC 3.0 acts on a pair of input constellation symbols (X2i, 

X2i+1), where i is the index of the cell pair within the FEC block, and creates a pair of 

output constellation symbols as depicted in Figure 1.3 [37]. Encoded cell pairs (S2i, S2i+1) 

shall be transmitted on the same OFDM symbol and carrier from transmit antenna #1 

 

Figure 1.2 MIMO block diagram in ATSC 3.0 [37]. 

 

 

Figure 1.3 Generic MIMO Pre-coder block diagram in ATSC 3.0 [37]. 
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(Tx1) and transmit antenna #2 (Tx2), respectively. The MIMO pre-coder is based on SM, 

and consists of three different steps, Stream Combining (SC), IQ Polarization Interleaving 

(IQPI), and PH. The SM encoding scheme in DVB-NGH was simplified not to have the 

transmit PI function and standardized as the SC in ATSC 3.0. The PH in ATSC 3.0 is 

standardized as that in DVB-NGH. Note that MIMO profile for mobile broadcasting 

service was optimized in DVB-NGH, whereas MIMO was fully standardized for 

fixed/mobile reception scenario in ATSC 3.0. Regarding the implementation, it should be 

noted that MIMO signal processing requires higher-spec hardware compared with the 

conventional SISO transmitter/receiver for the higher computational complexity. 

1.1.3. Mobile broadband systems 

From 3G cellular networks, mobile industry has developed several mobile broadcast 

technologies to support large-scale consumption of mass multimedia services on mobile 

devices. The broadcast capabilities are referred to as Evolved Multimedia Broadcast 

Multicast Services (eMBMS) from Release 9 [12]. The higher potential of eMBMS 

together with the increase of video traffic demand have led to the first trials and 

commercial eMBMS networks in 2014 [39]. As some examples, in January 2014, Verizon 

Wireless used the Super Bowl in New York as a test case for eMBMS technology and 

Korea Telecom completed the world's first commercial launch of LTE Broadcast services 

using eMBMS technology. 

One of the most important means to achieve the high data rate objectives for LTE is 

MIMO transmission [40]. In LTE downlink it is supported one, two or four transmit 

antennas at the evolved Node B (eNB) and one, two or four receive antennas at the User 

Equipment (UE). In LTE-Advanced, the maximum number of antennas is increased up 

to eight. Multiple antennas can be used in different ways. When the Signal-to-Noise Ratio 

(SNR) is high, MIMO can be used to increase the data rate by creating several parallel 

channels with SM. For situations with low SNR, it is better to use other types of multi-

antenna techniques to obtain additional transmit/receive diversity and improve the SNR. 

Third Generation Partnership Project (3GPP) has not standardized any MIMO scheme for 

multicast broadcast transmissions, and LTE/LTE-A does not include MIMO for its 

extension eMBMS. Therefore, eMBMS data are provided using single antenna mode. 

However, the MIMO schemes adopted for DVB-NGH and ATSC 3.0 share similar 

technologies with LTE/LTE-A open loop single user downlink schemes as the way to 

exploit the benefits of the MIMO channel. Regarding the number of transmitting elements, 
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MIMO DTTB systems define a maximum of two transmit antennas, while for LTE the 

maximum number is four, and eight for LTE-A. Increasing the number of transmit 

antennas generally improves the system performance at expense of higher system 

complexity. 

In LTE-Advanced Pro Release 14, 3GPP completed the standardization of a DTTB-

like mode (e.g., receive-only, broadcast and downlink only, free to air, support for high-

power high-tower (HPHT) infrastructure, etc.) based on eMBMS [41]. In Release 14, the 

eMBMS radio interface efficiency and flexibility are greatly enhanced by introducing a 

new type of subframe without unicast control region and removing the restriction that up 

to 60% subframe can be allocated for broadcast [42]. Thus, the name has been updated as 

Further evolved to Multimedia Broadcast Multicast Service (FeMBMS). However, 

MIMO technology was not introduced to the FeMBMS. Release 16 defines a so-called 

LTE-based 5G Terrestrial Broadcast solution based on the work in Release 14 [43],[44]. 

The target is to enable a Multimedia Broadcast multicast service Single Frequency 

Network (MBSFN) to support SFN with a cell coverage range of up to 100 km and mobile 

reception with speeds up to 250 km/h [45]. However, Release 16 doesn’t support MIMO 

broadcasting either.  

1.2. Motivation and Problem Statement 

1.2.1. Motivation 

In Japan, research on transmission methods for next-generation terrestrial broadcasting 

started within a national program in 2014 [P1] and further developed [P2] with the 

participation of broadcasters, manufacturers, and universities. The objective is to study 

technologies that improve transmission efficiency while inheriting the features of the 

current DTTB system and to establish an SFN that promotes the effective use of the radio 

spectrum. The projects have explored different ways of advancing the current DTTB 

system, Integrated Services Digital Broadcasting-Terrestrial (ISDB-T), to provide 

UHDTV and HDTV services within a single 6-MHz channel [46]. To provide 4K/8K 

UHDTV services through terrestrial broadcasting in a 6-MHz channel, the transmission 

capacity should be further increased. One option being considered for increasing the 

capacity is to introduce MIMO antenna schemes with SM [47]. 

The main requirement for the next generation broadcasting system is high spectral 

efficiency, due to the increase of the data traffic and the scarcity of other recourses such 
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as bandwidth or transmitting power. The MIMO technology has emerged as one of the 

most promising technologies [48], since this technology allows to increase the 

transmission capacity, reliability and coverage without the need of extra bandwidth or 

power cost. In fact, MIMO technology has been adopted by many wireless standards such 

as LTE [49], LTE-Advanced (LTE-A) [50], Worldwide interoperability for Microwave 

Access (WiMAX) [51], IEEE 802.11n/ac [52], and 5G systems [53]. 

MIMO refers to a transmission technology employing at least two transmit antennas 

and two receive antennas. A conventional topology for DTT comprising a single transmit 

antenna and a single receive antenna is referred to as SISO. The increasing interest in 

MIMO systems has given rise to its consideration for terrestrial broadcasting and its 

performance was evaluated [54] by information-theoretical study and simulations. The 

utilization of MIMO for broadcasting systems was discussed in the ATSC 3.0 

standardization process to expand the transmission capacity, however MIMO broadcasting 

has not been commercialized mainly due to the absence of a strong market at the present 

moment. Many of the state-of-the-art DTT standards has been developed with new 

technologies to improve the performance, mainly to increase the capacity at a certain SNR. 

Even though MIMO broadcasting system requires additional investments for both service 

providers and receivers, MIMO has been recognized as a breakthrough to greatly increase 

transmission capacity. 

1.2.2. Problem Statement 

During the standardization of new DTT systems the initial design accounts for perfect 

reception conditions, e.g., optimal demodulators, perfect Channel State Information (CSI), 

perfect noise power estimation, and infinite-precision number representations. For 

instance, that was the approach to design DVB-T2, DVB-NGH and ATSC 3.0. However, 

due to complexity constraints for practical use, it is crucial for the overall system 

performance to carefully design receiver algorithms. MIMO channel estimation is one of 

the factors that increase complexity because of the MIMO pilots decoding at the receiver. 

MIMO transmit/receive signal processing also increases complexity.  

The previous research in iTEAM aimed at studying fundamental MIMO performance 

for ATSC3.0 with ideal channel estimation. On the other hand, the practical 2×2 SM 

MIMO system requires doubling the pilot overhead compared to SISO to keep the 

channel estimation performance. To evaluate the MIMO system performance including 
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channel estimation overhead and channel estimation errors, MIMO pilot schemes for 

ATSC3.0 should be evaluated with the physical layer simulator focusing on the encoding 

scheme, pilot boosting and frequency interpolation. ATSC 3.0 adopted WH encoding and 

NP encoding for MIMO channel estimation, and the selection of the optimum MIMO 

pilot configuration (pilot encoding scheme, pilot pattern and pilot boosting) is not 

straightforward. The optimum configuration represents a trade-off between quality of the 

channel estimation and overhead. The pilots should be sufficiently dense to follow 

channel fluctuations, but the denser pilots reduce the net transmission capacity. Although 

different studies have shown the pilot optimization for SISO in ATSC 3.0, e.g. [55], the 

impact of pilot encoding for MIMO transmission has not been fully evaluated. Indeed, 

the two pilot encoding algorithms were not deeply compared in the standardization 

process in terms of the channel estimation algorithms and channel conditions [35]. 

Moreover, the MIMO pilots are directly standardized so as to have the same positions 

(pilot patterns) and the same amplitudes (pilot boosting) as SISO. 

To improve the spectral efficiency and/or the transmission robustness of 2×2 MIMO, 

DVB-NGH introduced eSM-PH as the MIMO precoding scheme, which consists of a 

spatial multiplexing precoding followed by an additional phase hopping [56]. The MIMO 

precoding adopted in ATSC 3.0 is based on SM and consists of three different steps 

known as SC, IQPI and PH. Each of the three steps of the MIMO precoding is optional. 

SC and PH are based on the precoding scheme in DVB-NGH, however the IQPI 

precoding component is completely novel, being the first time introduced in a DTT 

specification. Although different studies have analyzed the MIMO precoding 

performance in DVB-NGH, see e.g. [57], the impact of each component of the MIMO 

precoding in ATSC 3.0 has not been yet fully evaluated. Indeed, the MIMO precoding 

scheme has not been compared in terms of practical cross-polarized 2×2 MIMO 

configuration and practical channel conditions. For more efficient use of the broadcast 

spectrum, Non-Uniform Quadrature Amplitude Modulation (NUQAM) also called one-

dimensional Non-Uniform Constellation (NUC) has been firstly introduced in DVB-

NGH, and two-dimensional NUC has been implemented in ATSC 3.0. NUCs reduce the 

gap between conventional uniform Gray-labelled Quadrature Amplitude Modulation 

(QAM) constellations and the theoretical Shannon limit. The challenge is to design 

constellations that improve the system performance, and to use simplified sub-optimum 
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demappers that reduce the demapping complexity at the receiver without any significant 

loss. 

Terrestrial MIMO TV broadcasting in the low UHF band has been demonstrated in 

field trials by the public broadcasters BBC (U.K.) [58], [59] and NHK (Japan) [60], [61], 

in which a cross-polarized (horizontal and vertical) antenna was introduced to retain full 

spatial multiplexing capabilities in LOS conditions. Although a MIMO TV broadcasting 

system requires updating both transmit and receive antennas, the enhancement of the 

transmission system allows broadcasters to select the configuration that better suits the 

capacity and coverage requirements per service. In an earlier study, NHK conducted 

preliminary field experiments to evaluate the transmission performance of MIMO by 

using small-scale experimental test stations built in a rural area and confirmed the 

feasibility of MIMO broadcasting [36]. Although the feasibility of MIMO technology in 

DTT system was confirmed, further experiment and analysis should be conducted at more 

reception points under a wider range of conditions to assess the MIMO capacity gain 

obtained in practical DTTB reception scenario.  

As for the MIMO channel model, various 2×2 channel models have been proposed for 

system performance evaluation by simulations [62]. As a fixed reception model, the 

MGM (Modified Guilford Model) [63], which is a cross-polarized 2×2 MIMO fixed 

reception channel model for broadcasting, has been introduced by BBC based on field 

measurements in UK [59], [64]. The MGM was defined as a stochastic model and used 

in the standardization process of DVB-NGH and ATSC 3.0. However, since the MGM 

has many parameters to be set and its implementation takes some efforts, it is desirable 

to construct a simple deterministic model for practical use. 

Figure 1.4 shows the relationship between the transmission capacity and the maximum 

video bit rate for broadcasting emission. The recommended video bit rates when using 

 

 

Figure 1.4 Relationship between transmission capacity and maximum video bit rate for broadcasting 

emission. 
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HEVC/H.265 standard is 30-40 Mbps for 4K and 80-100 Mbps for 8K [65]. The coding 

efficiency of VVC [23] is 30 percent better than that of HEVC, and the required video bit 

rates when using VVC can be estimated as 21-28 Mbps for 4K and 56-70 Mbps for 8K. 

The next generation broadcasting system considered in Japan, so called advanced ISDB-

T, is capable of transmitting one UHDTV 4K program by using HEVC in a single 6-MHz 

channel for fixed SISO reception. When VVC is introduced, it is expected that an 

UHDTV 8K program can be transmitted in a single 6-MHz channel by 2×2 SM MIMO 

transmission with the progress of methods for improving the video coding efficiency [66]. 

1.3. Objectives and Scope 

The author aims at investigating and assessing MIMO for next generation broadcasting 

not only by simulations but also laboratory and field experiments. The main goals of the 

thesis are focused on evaluating the MIMO gains in comparison with SISO in practical 

scenarios, i.e., not in perfect reception conditions. To clarify the benefits of MIMO, the 

work is divided into several phases. For practical use, a cross-polarized 2×2 SM with 

horizontal and vertical polarizations is analyzed. Currently, an advanced ISDB-T system 

is being developed to provide simultaneously 4K terrestrial broadcasting service for fixed 

reception and 2K service for mobile reception. We evaluate the transmission parameters 

that are candidates for practical use for the required Carrier-to-Noise Ratio (CNR) of 20 

dB, which is equivalent to the operational parameters for fixed reception of the current 

DTTB in Japan. 

MIMO performance has been evaluated mainly in fixed reception environment 

targeting 4K/8K UHDTV transmission assuming fixed roof top receiving antenna in 

terms of the following scopes.  

1.3.1. Broadcast MIMO channel estimation 

We assess the MIMO performance by simulations and provide an optimum 

configuration for MIMO regarding the waveform parameters, Pilot Pattern (PP), Fast-

Fourier Transform (FFT) size and Guard Interval (GI) with the signal structure of ATSC 

3.0. 2×2 MIMO requires doubling the pilot overhead compared to SISO to keep the 

resolution of channel estimation. The performance evaluation and optimization of MIMO 

channel estimation are performed in fixed/mobile reception scenarios with a practical 

receiver implementation including channel interpolation. Details are provided in    

Chapter 3. 



1.4  Thesis Outline and Contributions 

14 

 

1.3.2. Broadcast MIMO signal processing 

A study of the MIMO transmit/receive signal processing, for instance MIMO 

precoding and demapping complexity reduction, is carried out. The MIMO precoding 

blocks standardized in ATSC3.0, i.e., SC, IQPI and PH, are evaluated in several reception 

conditions for cross-polarized 2×2 MIMO by simulations. A Space Time Coding (STC) 

based 4×2 MIMO SFN scheme is evaluated based on the signal structure of an advanced 

ISDB-T in laboratory and field experiments. Details are provided in Chapter 4. 

1.3.3. Broadcast MIMO practical gain and channel modeling 

We compare the performance of SISO and MIMO in a large-scale HPHT network in 

in Tokyo and Osaka using the signal structure of an advanced ISDB-T system studied in 

Japan [46]. The amount of improvement in transmission capacity and required CNR due 

to the introduction of MIMO is verified. We evaluate the fixed reception performance by 

computer simulations using 101 channel responses captured in real environment in Osaka. 

We create a simple terrestrial MIMO channel models which can be utilized for DTT 

system performance evaluation. The channel model is derived from the MIMO channel 

snapshots captured in Osaka area. Details are provided in Chapter 5. 

1.4. Thesis Outline and Contributions 

With this Ph.D. thesis, the investigations have been performed in the context of the 

next-generation U.S. DTT system ATSC 3.0, which was being updated. The author takes 

advantage of the fact that the iTEAM Research Institute of the Universitat Politècnica de 

València is a full member of the U.S. digital television standardization forum ATSC [F1]. 

The author also has been working on specifications and verification of advanced ISDB-

T as a member of Japanese national research projects funded by the Ministry of Internal 

Affairs and Communications [P1], [P2]. Additionally, iTEAM was the project manager 

of the 5G Infrastructure Public Private Partnership (5G-PPP) project Broadcast and 

Multicast Communication Enablers for the Fifth Generation of Wireless Systems (5G-

Xcast) [P3]. Hence, this thesis can contribute to the framework of the standardization 

processes of ATSC 3.0, advanced ISDB-T and 5G Broadcast systems. 

This thesis is divided into six chapters and one appendix. The thesis is structured as 

follows. 
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Chapter 2 Background and Methodology 

This chapter describes an overview of the system model and DTTB system studied in 

the thesis. The methodologies and the setup, e.g., channel models, signal processing at 

the receivers, simulations, laboratory experiments and field experiments are presented. 

Chapter 3 Broadcast MIMO Channel Estimation 

Regarding MIMO channel estimation, two pilot encoding algorithms known as Walsh-

Hadamard encoding and Null Pilot encoding are possible in ATSC 3.0. The two MIMO 

pilot algorithms are standardized so as to have the same pilot positions and the same pilot 

boosting as SISO, and the optimum pilot configuration has not been fully evaluated for 

MIMO. This chapter focuses on the performance evaluation and optimization of the pilot 

boosting, pilot pattern and pilot encoding in ATSC 3.0 using physical layer simulations. 

This chapter provides a great benefit to broadcasters to select the MIMO pilot 

configuration including pilot boosting, pilot pattern and pilot encoding algorithm that 

better suits their service requirements. Several channel interpolation algorithms have been 

considered as a typical receiver implementation in both fixed SFN reception and mobile 

reception. 

The results showed that the encoding scheme and the frequency interpolation do not 

make much difference in lower SNR region. The Mean Square Error (MSE) between the 

estimated channel and the real channel indicated that NP encoding and linear frequency 

interpolation is the best combination in mobile and fixed reception scenario for SNRs 

below 10 dB. On the other hand, WH encoding can provide a better performance in 

mobile reception conditions especially at high SNRs. Linear frequency interpolation is 

not suited for SFNs with long delay echoes at high SNRs. 

Chapter 4 Broadcast MIMO Signal Processing 

We evaluated the transmission performance of NUQAMs with a simplified demapping 

algorithm that approximates the Log Likelihood Ratio (LLR) as a simple distance from a 

boundary of only the in-phase or quadrature component. Simulations using the MIMO 

channel response captured in an urban area demonstrated that the higher-order NUQAMs 

mitigate the degradation caused by the LLR approximation compared with conventional 

QAMs. The results show that the degradation in the simplified demapping algorithm in 

the required CNR is approximately 0.4 dB and that the LLR approximation is applicable 

to transmission systems with high-order NUQAMs. 
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Regarding MIMO precoding, three precoding blocks, so called SC, IQPI and PH, are 

possible in ATSC 3.0. The three MIMO precoding blocks are standardized as optional, 

but the performance has not been fully evaluated. We focus on the performance 

evaluation of the three MIMO precoding blocks in ATSC 3.0 using physical layer 

simulations. Potential gains in required SNR for several MODCOD combinations have 

been evaluated in a fundamental cross-polarized 2×2 MIMO transmission model and 

MIMO channel snapshots actually captured in an urban area. The simulation results 

showed that SC provides some gain with QPSK and 16QAM in a PI channel and that 

IQPI provides small gain only in an extremely high PI channel. SC and PH provide some 

gains in a small Cross Polarization Discrimination (XPD) case. The study based on the 

practical MIMO channel snapshots concluded that SC potentially provides some gains 

especially with QPSK and high code rate, but IQPI and PH are less likely to beneficial in 

an actual static reception scenario. The main contribution is to provide an analysis on 

MIMO precoding in practical reception scenarios for the potential MIMO ATSC3.0 

broadcasters. 

To evaluate DTTB network for 2×2 cross-polarized MIMO, two experimental stations 

composed of an advanced SFN using STC technology were set up in Hitoyoshi area, 

Kumamoto, Japan. The transmission capacity of each experimental station is a maximum 

of 91.8 Mbps when using dual-polarized MIMO and 4096 QAM modulation. To evaluate 

an advanced SFN with a 4×2 MIMO system, we conducted field experiments in Hitoyoshi 

area to compare two SFN schemes: STC-SFN and conventional SFN without coding. The 

results of the field tests showed that the required received power of the STC-SFN is lower 

than that of the conventional SFN, and the amount of improvement is up to 3 dB when 

the power ratio of the main wave and the SFN wave is 6 dB. 

Chapter 5 Broadcast MIMO Practical Gain and Channel Modeling 

The transmission performance of 2×2 cross-polarized MIMO is studied to determine 

how to increase the capacity of DTTB and make it more robust. In this chapter, the 

performance was evaluated in laboratory experiments and large-scale field experiments 

in central Tokyo under three deployment scenarios. The results showed that the required 

received power can be improved by 7.3 dB when MIMO is introduced to enhance 

transmission robustness, i.e., maintaining the same transmission capacity as SISO. 

Alternatively, the transmission capacity can be doubled by introducing MIMO for the 

same robustness as SISO, requiring a slight increase in received power of 0.9 dB 
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compared with SISO. The field experiments were performed by using a prototype 

advanced ISDB-T system developed in Japan, however the results obtained are also valid 

for 5G Broadcast systems. Regarding the feasibility of the DTTB system operating at a 

target bit rate of about 60 Mbps to distribute a VVC-based 8K program within a 6-MHz 

channel bandwidth, an increased received power of 3.7 dB compared with SISO was 

required for MIMO to achieve 60 Mbps order transmission capacity in the worst case for 

28 reception points evaluated in urban areas. 

In previous studies [58] and [59], the performance of MIMO transmission was 

evaluated with a MODCOD having the same robustness as the reference SISO 

configuration. In other studies, e.g., [60], [36], the MIMO transmission performance was 

evaluated with several MODCOD, however the performance was not compared with 

SISO. In this chapter, it is clarified that the amount of degradation in the required received 

power for MIMO is higher than that for SISO with several MODCOD having different 

levels of robustness. As a follow-up verification to the field experiments, we conducted 

performance evaluation with channel snapshots captured in the field experiments, 

removing uncertainties such as a fluctuation in the electric field strength or the effect of 

man-made noise occurring at the time of measurement. The results of the field 

experiments and the follow-up laboratory experiments confirmed that the degradation in 

MIMO transmission performance was not negligible compared with SISO. In addition, 

the field experiments have the novelty of being a feasibility study on a DTTB system that 

operates at a target bit rate of about 60 Mbps so that a VVC-based 8K program can be 

distributed within a single 6-MHz channel. 

The fixed reception performance of MIMO transmission was verified in simulations 

with the MIMO channel snapshots of 101 points captured in Osaka. When compared with 

MIMO with a required CNR of 18 dB, which provides almost the same robustness as 

SISO with a required CNR of 20 dB, the transmission capacity increases approximately 

1.8 times. The MIMO parameters that have the same transmission capacity as SISO, the 

gain in transmission robustness was approximately 7 dB. Note that when comparing SISO 

and MIMO with a constant transmission power, the amount of improvement decreases by 

3 dB, and the MIMO gain is reduced to about 4 dB. 

We created 8-tap fixed rooftop reception MIMO channel models based on 101 

snapshots captured in the field experiments. The MIMO capacity gain obtained at the 
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required CNR of 10 dB was 1.5 to 1.7 times in 50, 80, 90 and 95-percentile channels. The 

gain at 20 dB and 30 dB was 1.7 to 1.8 times in 50, 80, 90 and 95-percentile channels. 

The results concludes that the MIMO practical gain obtained in the current fixed rooftop 

reception of DTTB assuming a required CNR of 20 dB is roughly 1.7 times. 

Chapter 6 Conclusions and Future Work 

The conclusions and future work are summarized in this chapter reviewing the results 

of the simulation, laboratory and field experiments. The methodologies and systems used 

for evaluation and optimization of each component are summarized in Table 1.1. 
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Chapter 2 Background and Methodology 

This chapter presents fundamental concepts on wireless communications utilized in 

this thesis. Theoretical definitions presented in this chapter constitute the background of 

the following Chapter 3, Chapter 4 and Chapter 5. Section 2.1 provides a system model 

overview and consists of the fundamentals of MIMO wireless communications looking 

at the channel matrix representation. The basics of DTTB systems used in this thesis are 

explained in Section 2.2 to describe the different transmit/receive components providing 

a general description of the Bit Interleaved Coding and Modulation (BICM) and 

waveform generation. Section 2.3 introduces channel models used for the system 

performance evaluation. Section 2.4 consists of the fundamentals of MIMO signal 

processing at the receiver side, which describes practical receiver implementations. 

Section 2.5, 2.6 and 2.7 are devoted to the methodologies for simulation, laboratory 

experiments and field experiments.  

2.1. System Model Overview 

This section presents the fundamental ideas and concepts on broadcasting 

communications used in this thesis. Figure 2.1 shows a simplified broadcasting 

transmission system model, in which the channel h(t) distorts the characteristics of the 

transmitted signal s(t) producing the received signal y(t). The channel h(t) is different for 

each possible receiver, and the received signal y(t) is also different for each receiver. The 

received signal is expressed as: 

𝑦(𝑡) = ℎ(𝑡) ∗ 𝑠(𝑡) + 𝑤(𝑡) (2. 1) 

where w(t) represents an additive noise at the receiver and the operator ∗ denotes the 

convolution. The noise is caused by thermal noise of the receiver and/or external noise 

such as man-made noise in urban areas. The receiver then recovers the transmitted 

information. It is assumed that the information is transmitted every T second in digital 

communications, which produces an information rate of 1/T Hz proportional to the signal 

bandwidth. To retrieve the transmitted information, receivers need to sample the signal 
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y(t) at every 0, T, 2T, …period. Assuming that the Nyquist rate signaling criterion [67] is 

fulfilled, the digital received signal can be represented by the discrete time baseband 

model: 

𝑦[𝑛] = ℎ[𝑛]𝑠[𝑛] + 𝑤[𝑛] (2. 2) 

where n represents the nth sample. The noise w[n] ∼ 𝒞𝒩(0, 𝜎2) is modeled as additive 

circularly symmetric complex Gaussian noise, where 𝜎2 represents the noise power.  

The described system can be modeled using a basic transmission system diagram as 

shown in Figure 2.2. From the sampled received signal y[n] the receiver corrects part of 

the received information which is corrupted due to the h[n] and w[n] terms. 

When Nt transmit antennas and Nr receive antennas are used in a multi-antenna 

transmission system, the discrete received signal is modeled as: 

𝐲[𝑛] = 𝐇[𝑛]𝐬[𝑛] + 𝐰[𝑛] (2. 3) 

where s is the Nt × 1 transmitted vector, y is the Nr×1 received vector, H is the Nr × Nt 

channel matrix and w ∼ 𝒞𝒩(𝟎, 𝜎2𝐈) is the Nr × 1 additive circularly symmetric complex 

Gaussian noise. H is represented by the expression 

 

Figure 2.1 DTTB transmission system model. 

 

 

Figure 2.2 Simplified transmission system diagram. 
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𝐇 =

[
 
 
 
ℎ11 ℎ12 ⋯ ℎ1𝑁𝑡

ℎ21 ℎ22 ⋯ ℎ2𝑁𝑡

⋮ ⋮ ⋱ ⋮
ℎ𝑁𝑟1 ℎ𝑁𝑟2 ⋯ ℎ𝑁𝑟𝑁𝑡]

 
 
 

(2. 4) 

where hij is the channel coefficient between the ith receive antenna and jth transmit 

antenna. The index n is omitted for simplicity in the rest the thesis. The Nr × Nt MIMO 

transmission system is also shown in Figure 2.3. At the ith receive antenna the signal is 

represented as: 

𝑦𝑖 = ∑ℎ𝑖𝑗𝑠𝑗 + 𝑤𝑖

𝑁𝑡

𝑗

,          for  𝑖 = 1, 2, … ,𝑁𝑟 (2. 5) 

where the received signal at the ith antenna is the combination of all the signals from all 

the transmit antennas plus the AWGN. At the ith receive antenna, the symbol from the 

jth transmit antenna when 𝑖 = 𝑗  is considered as the desired message and the other 

transmitted symbols 𝑖 ≠ 𝑗  behave as interference. The received signal y can be 

decomposed as: 

𝑦𝑖 = ℎ𝑖𝑖𝑠𝑖 + ∑ℎ𝑖𝑗𝑠𝑗 + 𝑤𝑖

𝑁𝑡

𝑗≠𝑖

,          for  𝑖 = 1, 2, … ,𝑁𝑟 (2. 6) 

where we can observe the inter-antenna interference, which need to be considered at the 

receiver.  

All h coefficients are distributed as 𝒞𝒩(0, 1). SISO refers to the case when a single 

antenna is used at both sides, i.e., the number of transmit (Nt) and receive (Nr) are equal 

 

Figure 2.3 MIMO transmission system diagram. 
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to 1. In this thesis, only 2×2 MIMO systems are considered. This implies the transmitted 

vector s with 2×1 elements, the received vector y with 2×1 elements, and the channel H 

with 2×2 elements as follows. 

𝐇 = [
ℎ11 ℎ12

ℎ21 ℎ22
] (2. 7) 

In this thesis, the channel power is defined as the squared Frobenius matrix norm as 

follows: 

‖𝐇‖𝐹
2 = ∑ |ℎ𝑖𝑗|

2

𝑁𝑟,𝑁𝑡

𝑖,𝑗

(2. 8) 

where |ℎ𝑖𝑗| denotes the modulus of each channel coefficient. Note that the channel power 

is normalized to Nr. 

‖𝐇‖𝐹
2 = ∑ |ℎ𝑖𝑗|

2

𝑁𝑟,𝑁𝑡

𝑖,𝑗

= 𝑁𝑟 (2. 9) 

For instance, the channel power of 1×1 SISO system is equal to 1. The channel power of 

2×2 MIMO system is equal to 2 as shown in (2.10). 

‖𝐇‖𝐹
2 = |ℎ11|

2 + |ℎ12|
2 + |ℎ21|

2 + |ℎ22|
2 = 2 (2. 10) 

In this thesis, the matrix H considers that one transmit/receive antenna has horizontal 

polarization, and the other transmit/receive antenna has vertical polarization, or vice-

versa. Additionally, PI and XPD for the two receive antennas are introduced. The matrix 

H can be multiplied by two additional factors, obtaining a modified channel matrix �̃�: 

�̃� = 𝐏𝐗⨀𝐇 (2. 11) 

where the matrix P is the PI between two recived signals caused by the difference in the 

receiving system, e.g., antenna gain or feeder loss, X is the XPD factor, H is the channel 

model matrix, and ⨀ represens the Hadamard element-wise multiplication. The PI is 

modeled using one configuration parameter: p [dB], which defines the power ratio of 

vertical polarization to horizontal polarization as shown in (2.12)(2.12). In this thesis, 

intentional PI at the transmitter is not included in the modified channel matrix �̃� and can 

be introduced as part of the transmitted vector s if needed. When p is a positive value in 

(2.12), it means that the received power of vertical polarization is high. The factor 2 is 
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introduced in (2.12) to make the channel models easier to understand in Section 2.3 

satisfying the channel power constraint in (2.10). Note that the factor 2 can be omitted 

because the normalization in (2.9) applies to the modified channel matrix �̃�. 

𝐏 =

[
 
 
 √2 (1 + 10

𝑝
10)⁄ 0

0 √(2 × 10
𝑝
10) (1 + 10

𝑝
10)⁄ ]

 
 
 

(2. 12) 

On the other hand the XPD is modeled using one configuration parameter: x [dB], which 

represents the average power ratio of the co-polar channel coefficient and the cross-polar 

channel coefficient. For the 2×2 cross-polarized MIMO under study in this thesis, the 

matrix X is expressed as follows. 

𝐗 =

[
 
 
 √1 (1 + 10−

𝑥
10)⁄ √10−

𝑥
10 (1 + 10−

𝑥
10)⁄

√10−
𝑥
10 (1 + 10−

𝑥
10)⁄ √1 (1 + 10−

𝑥
10)⁄ ]

 
 
 

(2. 13) 

High or low XPD values x represent low or high coupling between polarizations, 

respectively. For the extreme case with full coupling, i.e., pure co-polarized case, the 

XPD parameter x is set to 0 [dB]. While for no coupling, i.e., two isolated parallel 

channels, x is set to ∞ [dB]. The last element of �̃� is the matrix H, which depends on the 

channel model itself used, and is elaborated in Section 2.3. Note that 1×1 SISO system 

simplifies the channel model as ℎ̃ = ℎ, since no PI and XPD factors are considered. 

In the rest of the thesis the following notation is used: lower case letters z denotes 

scalars, boldface lower case letters z denote column vectors, boldface upper case letters 

Z denote matrices, the superscripts -1, T, H denote matrix inversion, transposition and 

Hermitian transposition, the operator 𝐸𝑧{∙} denotes the expectation over the variable z, Nt 

and Nr are the number of transmit and receive antennas, respectively. 

2.2. DTTB System Overview 

This section describes a channel coding scheme developed in ATSC 3.0 [9] and 

national research projects funded by the Ministry of Internal Affairs and Communications 

in Japan[68],[69]. 
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2.2.1. ATSC3.0 System Overview 

Figure 2.4 presents the block diagram of 2×2 MIMO transmitter in ATSC 3.0. The 

input bit stream passes through a BICM chain that is a pragmatic approach where a bit-

wise interleaver permits the independent design of modulation and coding. The details of 

the BICM is described in 2.2.2. The BICM provides two symbol streams to be transmitted 

on antenna #1 and #2. In the Framing & Interleaving chain, the input symbol streams are 

time-interleaved and frequency-interleaved. The Framing & Interleaving chains of both 

antennas have the same configuration. The Waveform Generation chain is composed of 

pilots insertion, Inverse Fast Fourier Transform (IFFT) and GI insertion blocks. Figure 

2.5 shows the block diagram of the receiver. The active symbol period is extracted from 

the received signals, which are then converted into frequency domain signals by the FFT. 

The channel estimation is conducted using the MIMO pilots. The received signals are 

equalized and demultiplexed by MIMO detection. The details of the Waveform 

Generation parameters are described below. 

A. Pilots 

Table 2.1 gives an overview of the different types of pilots and the corresponding 

MIMO pilot encoding mechanism per antenna. Pilots for MIMO fall on exactly the same 

positions as for SISO, but the amplitudes and/or phases of the scattered, continual, edge, 

and subframe boundary pilots may be modified compared to SISO. The SPs are used for 

channel estimation, and they are regularly inserted in time and frequency direction. The 

 

Figure 2.4 Block diagram of ATSC 3.0 MIMO transmitter. 

 

 

Figure 2.5 Block diagram of ATSC 3.0 MIMO receiver. 
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common and additional continual pilots are transmitted on predefined carriers, and they 

are basically used for synchronization at the receiver. The edge pilots are transmitted on 

both edge carriers to complete the frequency interpolation procedure in the channel 

estimation. The subframe boundary pilots are transmitted on the last OFDM symbol of a 

subframe to terminate the time interpolation procedure in the channel estimation. The 

WH algorithm differs from NP only in the scattered and the additional continual pilots. 

In Table 2.1, SISO indicates that the pilots are not modified compared to the pilots used 

in SISO configuration. The details of pilot encoding algorithms WH and NP are described 

in Section 3.1.3. 

The terminology employed for the MIMO pilot patterns is described as MPa_b, where 

a=DX and b=DY are defined. DX is the number of carriers between the scattered pilot 

bearing carriers and DY is the number of symbols between the scattered pilots in a single 

pilot bearing carrier. Taking the Nyquist limits into account, the SP patterns allowed for 

the GI/FFT combinations with WH encoding for MIMO are presented in Table 2.2. 

Table 2.1 MIMO pilots overview of ATSC 3.0 

Pilot 

Encoding 
Algorithm 

Antenna 

Scattered 

Pilot 

Common 

Continual 
Pilot 

Additional 

Continual 
Pilot 

Edge 

Pilot 

Subframe 

Boundary 
Pilot 

WH 
#1 SISO SISO SISO SISO SISO 

#2 WH SISO SISO/WH WH WH 

NP 
#1 NP SISO SISO SISO SISO 

#2 NP SISO SISO/NP WH WH 

 

Table 2.2 Allowed SP patterns for Walsh-Hadamard encoding 

GI 
Pattern 

GI 
Samples 

8K FFT 16K FFT 32K FFT 

GI1_192 192 MP16_2, MP16_4, 

MP8_2, MP8_4 

MP16_2, MP16_4 MP16_2 

GI2_384 384 MP8_2, MP8_4, 

MP4_2, MP4_4 

MP16_2, MP16_4, 

MP8_2, MP8_4 

MP16_2 

GI3_512 512 MP6_2, MP6_4, 

MP3_2, MP3_4 

MP12_2, M12_4, 

MP6_2, MP6_4 

MP12_2 

GI4_768 768 MP4_2, MP4_4 M8_2, M8_4, 

MP4_2, MP4_4 

MP16_2, 

MP8_2 

GI5_1024 1024 MP3_2, MP3_4 MP6_2, MP6_4, 
MP3_2, MP3_4 

MP12_2, 
MP6_2 

GI6_1536 1536 N/A MP4_2, MP4_4 MP8_2, MP4_2 

GI7_2048 2048 N/A MP3_2, MP3_4 MP6_2, MP3_2 

GI8_2432 2432 N/A MP3_2, MP3_4 MP6_2, MP3_2 

GI9_3072 3072 N/A N/A MP3_2 

GI10_3648 3648 N/A N/A MP3_2 

GI11_4096 4096 N/A N/A MP3_2 

GI12_4864 4864 N/A N/A  MP3_2 
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Compared with the table for SISO [55], DX is reduced to half to keep the Nyquist limits 

for WH. The SP patterns for NP encoding is shown in Table 2.3. The combination of DX 

and DY are the same as in SISO. 

B. Inverse Fast Fourier Transform 

ATSC 3.0 has adopted three different FFT sizes: 8k, 16k and 32k. OFDM systems are 

sensitive to inter-carrier interference (ICI), and the sensitivity depends on the FFT size. 

The smaller the FFT size, the more ICI the system can withstand. On the other hand, the 

smaller FFT size has a drawback to introduce the higher overhead of GI compared with 

the higher FFT size. 

C. Guard Interval 

ATSC 3.0 has adopted twelve GI lengths: 192, 384, 512, 768, 1024, 1536, 2048, 2432, 

3072, 3648, 4096, and 4864 samples. GI length must be, at least, equal to the length of 

the delay time between the multipath signals in order to eliminate inter-symbol 

interference (ISI), which is also important for SFN. The further separation between the 

transmitters is allowed with the longer GI duration, i.e., the larger SFN area can be 

realized. However, the longer GI also increases the overhead. Thus, not all GI lengths are 

allowed for the three FFT sizes. 

Table 2.3 Allowed SP patterns for Null Pilot encoding 

GI 

Pattern 

GI 

Samples 
8K FFT 16K FFT 32K FFT 

GI1_192 192 MP32_2, MP32_4,  

MP16_2, MP16_4 

MP32_2, MP32_4 MP32_2 

GI2_384 384 MP16_2, MP16_4,  

MP8_2, MP8_4 

MP32_2, MP32_4,  

MP16_2, MP16_4 

MP32_2 

GI3_512 512 MP12_2, MP12_4,  
MP6_2, MP6_4 

MP24_2, MP24_4,  
MP12_2, MP12_4 

MP24_2 

GI4_768 768 MP8_2, MP8_4,  

MP4_2, MP4_4 

MP16_2, MP16_4,  

MP8_2, MP8_4 

MP32_2, 

MP16_2 

GI5_1024 1024 MP6_2, MP6_4,  

MP3_2, MP3_4 

MP12_2, MP12_4,  

MP6_2, MP6_4 

MP24_2, 

MP12_2 

GI6_1536 1536 MP4_2, MP4_4 MP8_2, MP8_4,  
MP4_2, MP4_4 

MP16_2, 
MP8_2 

GI7_2048 2048 MP3_2, MP3_4 MP6_2, MP6_4,  

MP3_2, MP3_4 

MP12_2, 

MP6_2 

GI8_2432 2432 N/A MP6_2, MP6_4,  

MP3_2, MP3_4 

MP12_2, 

MP6_2 

GI9_3072 3072 N/A MP4_2, MP4_4 MP8_2, MP3_2 

GI10_3648 3648 N/A MP4_2, MP4_4 MP8_2, MP3_2 

GI11_4096 4096 N/A MP3_2, MP3_4 MP6_2, MP3_2 

GI12_4864 4864 N/A N/A MP6_2, MP3_2 
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2.2.2. Advanced ISDB-T System Overview 

This subsection presents an overview of the advanced ISDB-T system examined in 

this thesis. This system adopts frequency division multiplexing (FDM) based on a 

segment structure, which is a feature of the current terrestrial broadcasting transmission 

system, ISDB-T [70]. The segment structure is similar to the resource block structure 

introduced in the downlink physical channel in LTE [71]. The carrier modulation of 

advanced ISDB-T ranges from QPSK to 4096 QAM with non-uniform constellations [72] 

to improve the robustness performance. The system also supports MIMO transmission in 

order to provide large capacity content. An open-loop plain spatial multiplexing with 

cross-polarized 2×2 MIMO can be configured. 

A. Basic Configuration of Channel Coding 

The basic configuration of the channel coding of advanced ISDB-T is shown in Figure 

2.6. Three hierarchical-frame signals (on layers A, B, and C), transmission and 

multiplexing configuration control (TMCC) information, and low latency channel (LLch) 

information are output from the input interface (Input I/F). The former signals are input 

into BICM blocks and are subjected to error-correction coding and mapping to carrier 

symbols. Furthermore, the power for each layer is adjusted, e.g., the power of layer A can 

be boosted, at the level-adjustment blocks. After that, the layer combining blocks 

combine the carrier symbols for hierarchical layers A, B, and C. Then, band splitting, 

time interleaving (TIL), frequency interleaving (FIL), and band combining are performed 

to form data segments. 

 

Figure 2.6 Block diagram of channel coding in advanced ISDB-T. 
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To achieve low-latency transmission, processing that differs from the hierarchical 

frame of the three layers is applied to LLch information, and differential binary phase-

shift keying (DBPSK) modulation is performed after the differential reference bit is added 

to the beginning of the LLch. Some predetermined carriers are assigned to LLch for each 

OFDM segment, and these carriers can be used for various purposes according to service 

requirements. At the OFDM framing blocks, a pilot signal, LLch signal, and TMCC 

signal are added to the data segments to construct an OFDM frame. OFDM modulation 

is then applied to the frame by using an IFFT, a GI is added, and the output OFDM signal 

is generated. The signal for SISO transmission is generated via path (1)-(2)-(3) in Figure 

2.6 

In the case of MISO transmission, the MISO encoding unit applies STBC [28] or 

SFBC to the carrier symbols for data after band combining. The OFDM frame is then 

formed and subjected to OFDM modulation. Signal output 1 for MISO transmission is 

generated by the same path (1)-(2)-(3) as for SISO transmission, and signal output 2 is 

generated by path (1)-(4)-(5). MISO encoding aims to improve the transmission 

robustness by exploiting the transmission-diversity in a poor reception environment, and 

the transmission capacity is equivalent to that in the case of SISO. 

Moreover, in the case of advanced ISDB-T, it is possible to configure SM MIMO [73], 

which transmits different information from signal outputs 1 and 2, to expand the 

transmission capacity. For MIMO transmission, it is advantageous that the transmission 

capacity can be doubled compared with that possible with SISO; however, to achieve 

satisfactory transmission characteristics by reducing the correlation between propagation 

paths 1 and 2 in a LOS reception environment, it is necessary to install transmit and 

receiving antennas that support orthogonal polarization (horizontal and vertical 

polarization), which requires an initial cost for broadcasters and viewers. In MIMO 

transmission, the level-adjusted carrier symbols are separated by symbol-separation 

blocks into two streams, OFDM frames are formed and subjected to OFDM modulation, 

and the two signals are output. Signal outputs 1 and 2 of the MIMO transmission are 

generated via paths (1)-(2)-(3) and (6)-(7)-(5), respectively. For the FIL in MIMO 

transmission, different interleaving processes are applied for signal outputs 1 and 2 to 

improve the interleaving effect. 
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Although SISO, 2×1 MISO, and 2×2 MIMO are introduced in advanced ISDB-T, in 

the case of using one transmit antenna, it is supposed that all layers are transmitted via 

SISO. In the case where two transmit antennas are available, MISO or MIMO can be 

selected for each layer. For example, it is possible to improve the reception robustness 

with layer A (for mobile reception) using MISO and to expand the transmission capacity 

with layer B (for fixed reception) using MIMO. 

B. Bit-Interleaved Coded Modulation 

A detailed configuration of the BICM block is shown in Figure 2.7. For FEC, a 

combination of concatenated codes (with the LDPC code as the inner code and BCH code 

as the outer code) is adopted. Transmission capacity close to the Shannon limit [74] can 

be obtained by optimizing LDPC codes in combination with bit interleaving and NUC. 

For high code rates of 8/16 or higher, the irregular repeat accumulate (IRA) type parity 

check matrix is used [75]. For low coding rates of 7/16 or less, the multi edge type (MET) 

parity check matrix characterized by a structure in which two parity check matrices are 

combined is used [76]. 

In the block for FEC block encapsulation shown in Figure 2.7, the variable-length 

Type Length Value (TLV) packet [77], which is the input data, is encapsulated in a fixed-

length FEC block. The configuration of the FEC block is shown in Figure 2.8. In the case 

of advanced ISDB-T, to increase the error-correction capability, codes were designed 

with an FEC block length of 69,120 bits. This block length is longer than that of ISDB-

S3 [78], DVB-T2 [79], and ATSC3.0 [37]. The parity length of the LDPC code is 

determined according to the code rate of the LDPC code. The information bits of the 

LDPC code include the parity of the BCH code, and the length of the BCH parity is 192 

bits regardless of the code rate of the LDPC code. 

The variable-length TLV packets are stored in the main data area shown in Figure 2.8. 

When a TLV packet cannot fit in this area, it is divided and partly stored there, while the 

rest is stored in the main data area of the next FEC block. At that time, the start position 

of the TLV packets in each FEC block is designated by the TLV packet pointer in the 

FEC block header shown in Figure 2.8. The bit length of each part of the FEC block of 

advanced ISDB-T is listed in Table 2.4 

In general, as the number of decoding iterations and the block length of the LDPC code 

increase, a larger amount of calculation is required at the receiver. Although it depends 
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on the decoding algorithm, the computational complexity of LDPC code decoding in 

advanced ISDB-T is considered larger than that of Viterbi decoding in ISDB-T. 

 

 

Figure 2.7 Configuration of BICM block. 

 

 

Figure 2.8 Configuration of FEC block. 

 

Table 2.4 Bit length of FEC block for each code rate 

LDPC code BCH code 
FEC block 

header 
Main data 

Code rate 
Code 

length 

Parity bit 

length 

Information 

bit length 

Parity bit 

length 

Information 

bit length 

2/16 69,120 60,480 8,640 192 8,448 16 8,432 

3/16 69,120 56,160 12,960 192 12,768 16 12,752 

4/16 69,120 51,840 17,280 192 17,088 16 17,072 

5/16 69,120 47,520 21,600 192 21,408 16 21,392 

6/16 69,120 43,200 25,920 192 25,728 16 25,712 

7/16 69,120 38,880 30,240 192 30,048 16 30,032 

8/16 69,120 34,560 34,560 192 34,368 16 34,352 

9/16 69,120 30,240 38,880 192 38,688 16 38,672 

10/16 69,120 25,920 43,200 192 43,008 16 42,992 

11/16 69,120 21,600 47,520 192 47,328 16 47,312 

12/16 69,120 17,280 51,840 192 51,648 16 51,632 

13/16 69,120 12,960 56,160 192 55,968 16 55,952 

14/16 69,120 8,640 60,480 192 60,288 16 60,272 
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C. Waveform Generation 

The transmission parameters of advanced ISDB-T are listed in Table 2.5. Although the 

new scheme attempts to expand the transmission capacity compared with that of ISDB-T 

by enhancing the frame structure (by increasing the FFT size and reducing the GI ratio 

while inheriting the functions of hierarchical transmission), considering the migration 

from the current terrestrial broadcasting to the next-generation system, a GI ratio of 

800/NFFT was included for setting the GI length to 126 μs, which is the same as the 

operational parameter used in Japan for the current ISDB-T. Here, NFFT indicates the FFT 

size, which is 8,192 (8k), 16,384 (16k), or 32,768 (32k). 

Regarding the signal bandwidth, it is possible to choose either the normal mode 

(bandwidth: 5.83 MHz, where the guard band is reduced compared with that for ISDB-

T) using 35/36 of the 6 MHz channel bandwidth or a compatible mode (5.57 MHz: the 

same bandwidth as for ISDB-T). 

 

Table 2.5 Transmission Parameters of advanced ISDB-T and ISDB-T 

 Advanced ISDB-T ISDB-T 

Channel 

bandwidth 
6 MHZ 

Number of segment 
divisions 

36 14 

Bandwidth of 

segment 
166.7 kHz 428.6 kHz 

Number of segments 35 33 + adjusting band 13 

Signal bandwidth 5.83 MHz 5.57 MHz 5.57 MHz 

Number of layers Up to 3 layers 

Number of segments 

in partial reception 

band 

9 1 

FFT size (NFFT) 8,192, 16,384, 32,768 2,048, 4,096, 8,192 

FFT sampling 

frequency 

6.321 MHz 

(=512/81) 

8.127 MHz 

(=512/63) 

Guard interval ratio 
(GI ratio) 

1/4, 1/8, 1/16, 1/32, 800/NFFT 1/4, 1/8, 1/16, 1/32 

Carrier modulation 

QPSK, 16QAM, 64QAM, 

256QAM, 1024QAM, 4096QAM 

(Non-uniform) 

DQPSK, QPSK, 16QAM, 64QAM 

(Uniform) 

FEC 

Inner 

code 
LDPC code Convolutional code 

Outer 

code 
BCH code RS code 

System 

configuration 
SISO, 2×1 MISO, 2×2 MIMO SISO 
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2.2.3. 5G Broadcast System Overview 

The numerology of LTE-based 5G Terrestrial Broadcast for HPHT networks being 

specified in 3GPP Release 16 [80] are listed in Table 2.6. For comparison, the 

transmission parameters of advanced ISDB-T are also shown in Table 2.6. Note that we 

focus on a broadcasting system for fixed reception with a 6-MHz bandwidth in this thesis, 

and the numerology of LTE-based 5G terrestrial broadcasting for fixed reception in 

HPHT networks with a 5-MHz bandwidth is excerpted for comparison in the table. Guard 

interval is referred to as the cyclic prefix (CP) in the 3GPP specification. 

 

 

 

 

 

 

Table 2.6 Transmission parameters of LTE-based 5G Terrestrial Broadcast 

 LTE-based 5G Terrestrial 

Broadcast 
Advanced ISDB-T 

Modulation Cyclic Prefix-OFDM 

Channel bandwidth 5 MHz 6 MHz 

Signal bandwidth 4.5 MHz 
Normal mode: 5.83 MHz 

Compatible mode: 5.57 MHz 

Number 
of segments 

25 resource blocks 
Normal mode: 35 

Compatible mode: 33 + adjusting bands 

Bandwidth 

of segments 
180 kHz 167 kHz 

FFT size 41,472 8,192 16,384 32,768 

Number 

of carriers 
12,150 7,561 15,121 30,241 

Carrier spacing 370.37 Hz 771.60 Hz 385.80 Hz 192.90 Hz 

Scattered pilot ratio 1/6, 1/12 1/3, 1/6, 1/12, 1/24, 1/48 

Carrier modulation 
QPSK,16QAM, 64QAM, 

256QAM (Uniform) 

QPSK, 16QAM, 64QAM, 256QAM, 1024QAM, 

4096QAM  

 (Non-uniform) 

Number 

of OFDM symbols 

per frame 

13 224 112 56 

Effective OFDM 

symbol length 
2,700 µsec 1,296 µsec 2,592 µsec 5,184 µsec 

Guard interval ratio 1/9 
1/4, 1/8, 

800/8,192 
1/4, 1/8, 1/16, 

800/16,384 
1/8, 1/16, 1/32, 

800/32,768 

Inner code Turbo code LDPC code 

Outer code N/A BCH code 

System SISO SISO, 2×1 MISO, 2×2 MIMO 
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2.3. Channel Models 

During the development of the DVB-T2 specification, different channel models [81] 

have been used to provide simulated performance results. Although the main objective in 

this thesis is evaluation and optimization of the fixed reception performance of a dual-

polarized MIMO, the channels have been chosen to verify the performance in a wide 

range of reception conditions including fixed, mobile and SFN.  

2.3.1. AWGN channel 

In this channel model only AWGN is considered to the signal and there is only one 

direct path. Given the ideal channel h[n]=1 in (2.2), a received signal y at the nth sample 

is expressed as follows. 

𝑦[𝑛] = 𝑠[𝑛] + 𝑤[𝑛] (2. 14) 

Although this model is simple and straightforward, it can be applied to a wide set of 

communication channels. Shannon-Hartley theorem [82] indicates that the capacity of the 

AWGN channel, i.e., the maximum rate at which information can be communicated 

across noisy channel with arbitrary reliability, is: 

𝐶 = log2(1 + SNR)  bits s Hz⁄⁄ (2. 15) 

where SNR is the signal-to-noise ratio in linear units, which is expressed as 𝑃/𝜎2 where 

𝑃 being the variance of the transmitted signal s and 𝜎2 being the variance of noise w.  

For 2×2 MIMO system, the matrix �̃� is calculated as: 

�̃� = 𝐏𝐗⨀𝐇

= [
1 0
0 1

] [
1 0
0 1

]⨀ [
ℎ11 ℎ12

ℎ21 ℎ22
] = [

1 0
0 1

] (2. 16)
 

where PI parameter p is set to 0 [dB] in (2.12) and XPD parameter x is set to ∞ [dB] in 

(2.13). Setting each coefficient h11=h22=1, the matrix �̃� can be considered as the identity 

matrix I, and a received signal 𝐲 at the nth sample (2.3) is expressed as follows. 

𝐲[𝒏] = 𝐬[𝒏] + 𝐰[𝒏] (2. 17) 

It should be emphasized that the SNR for MIMO in this thesis is defined as  

(𝑃1 + 𝑃2)/𝜎
2   for ATSC3.0 following the methodologies used in the standardization 

work, where P1 and P2 are the transmitted power of each transmit antenna. On the other 

hand, the CNR for MIMO is defined as 𝑃𝑎𝑣𝑒/𝜎
2 for advanced ISDB-T from a practical 
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perspective, where 𝑃𝑎𝑣𝑒 is the average received power of all the transmit antennas. The 

detailed reasons are discussed in Section 2.5. Due to this assumption 2×2 MIMO uses 

double transmit power than SISO for the same CNR. The definition is constant between 

the simulations, the laboratory experiments and the field experiments of advanced ISDB-

T system. 

2.3.2. Power imbalance channel 

In this model, PI is introduced with the configuration parameter: p [dB], which adjusts 

the power ratio of vertical polarization to horizontal polarization. The modified channel 

matrix �̃� is represented as: 

�̃� =

[
 
 
 √2 (1 + 10

𝑝
10)⁄ 0

0 √(2 × 10
𝑝
10) (1 + 10

𝑝
10)⁄ ]

 
 
 

[
1 0
0 1

]⨀ [
ℎ11 ℎ12

ℎ21 ℎ22
] (2. 18) 

where XPD parameter x=∞.  

For instance, 10 dB higher power for the vertical polarized received signal is configured 

with p=10, and the matrix �̃� is calculated as: 

�̃� = [
√2 11⁄ 0

0 √20 11⁄
] [

1 0
0 1

]⨀ [
ℎ11 ℎ12

ℎ21 ℎ22
] = [

√2 11⁄ 0

0 √20 11⁄
] (2. 19) 

where h11=h22=1. 

2.3.3. Cross polarized channel 

High/Low coupling between polarizations are introduced with Low/High configuration 

parameter: x [dB], which adjusts the power ratio of the co-polarized channel component 

and the cross-polarized channel component. The modified channel matrix �̃�  is 

represented as: 

�̃� = [
1 0
0 1

]

[
 
 
 √1 (1 + 10−

𝑥
10)⁄ √10−

𝑥
10 (1 + 10−

𝑥
10)⁄

√10−
𝑥
10 (1 + 10−

𝑥
10)⁄ √1 (1 + 10−

𝑥
10)⁄ ]

 
 
 

⨀ [
ℎ11 ℎ12

ℎ21 ℎ22
] (2. 20) 

where PI parameter p=0. 

For instance, full coupling pure co-polarized channel is modeld with x=0, and the 

matrix �̃� is calculated as: 
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�̃� = [
1 0
0 1

] [
√1 2⁄ √1 2⁄

√1 2⁄ √1 2⁄
]⨀ [

ℎ11 ℎ12

ℎ21 ℎ22
] = [

√1 2⁄ √1 2⁄

√1 2⁄ √1 2⁄
] (2. 21) 

where h11= h12= h21=h22=1. Furthermore, in the case of full coupling channel with PI 

parameter p=10, the channel matrix is modified as follows. 

�̃� = [
√2 11⁄ 0

0 √20 11⁄
] [

√1 2⁄ √1 2⁄

√1 2⁄ √1 2⁄
]⨀ [

ℎ11 ℎ12

ℎ21 ℎ22
] = [

√2 22⁄ √2 22⁄

√20 22⁄ √20 22⁄
] (2. 22) 

 

2.3.4. Simple two path channel 

This channel includes two paths. Each path is defined by the excess delay, amplitude 

and phase of the coefficients h11, h12, h21 and h22. The first tap models the direct path and 

the second tap models a multipath echo that causes signal distortion in terrestrial 

transmission channel. This model also represents SFN channel, i.e., a fixed receiver 

located between two transmitters. The delay, amplitude and phase are configured to the 

second tap with the delay time τ [µs], Desired-to-Undesired signal Ratio (DUR) parameter 

d [dB] and phase parameter θ [rad], respectively. Note that the frequency offset is outside 

the scope of this study. 

2.3.5. NGH mobile outdoor channel 

The NGH mobile outdoor channel [62] characterizes a fast-fading mobile reception 

model composed of eight taps. This model was extracted from a measurement that took 

place in Helsinki in 2010. This model was used during the DVB-NGH [33] 

standardization process to evaluate performance of the MIMO schemes in realistic 

scenarios. The first tap is complete LOS component, and the other taps are non-line of 

sight (NLOS) with Rayleigh distribution. The time domain channel model for 2×2 MIMO 

is expressed as: 

𝐇(𝑡, 𝜏) = [
ℎ11(𝑡, 𝜏) ℎ12(𝑡, 𝜏)

ℎ21(𝑡, 𝜏) ℎ22(𝑡, 𝜏)
] (2. 23) 

Table 2.7 Tap values of simple two path channel 

Tap number Excess delay [µs] 
h11, h12, h21, h22 

[linear] [rad] 

1 0 √10
𝑑
10 (1 + 10

𝑑
10)⁄  0 

2 τ √1 (1 + 10
𝑑
10)⁄  θ 
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where ℎ𝑖𝑗(𝑡, 𝜏) is the impulse response between the jth transmit antenna and the ith 

receive antenna, 𝑡 is the time index, and 𝜏 is the delay time. The channel model can be 

decomposed into LOS and NLOS components in vector form as: 

vec(𝐇𝑇(𝑡, 𝜏)) = h̅𝛿(𝑡) + ∑ 𝐑𝑛
1 2⁄

�̿�𝑛𝛿

8

𝑛=1

(𝑡 − 𝜏𝑛) (2. 24) 

where vec(𝐇𝑇(𝑡, 𝜏)) = (ℎ11(𝑡, 𝜏) ℎ12(𝑡, 𝜏) ℎ12(𝑡, 𝜏) ℎ22(𝑡, 𝜏))
𝑇 , �̅�  represents the 

NtNr×1 vectorized LOS term, and the summation over the eight taps is the NtNr×1 

vectorized NLOS term. For each nth tap, the NtNr×NtNr covariance matrix Rn describes 

the correlation between the channel paths, a NtNr×1 random vector �̿�𝑛 is the i.i.d. complex 

Gaussian components of unit variance, and τn is its excess delay defined in Table 2.8. The 

spatial correlation matrix Rn for taps n = 2, 3, …, 8 is presented as: 

𝐑𝑛 = 𝜎11
2 (𝜏𝑛) [

1 0.06 0.06 0.05
0.06 0.25 0.03 0.05
0.06 0.03 0.25 0.06
0.05 0.05 0.06 1

] (2. 25) 

where 𝜎11
2 (𝜏𝑛) is the co-polar gain in linear unit defined in Table 2.8. Note that the DVB-

NHG mobile outdoor channel assumes XPD = 6 [dB] and K factor =∞ for the first tap, 

i.e., only LOS component is considered with R1=0. 

In mobile channels, the time dependent variation of the channel realizations produces 

frequency shifts, and the Doppler effect introduced needs to be considered. The maximum 

frequency shift Fd in the received signal due to the Doppler effect is: 

𝐹𝑑 =
𝑣

𝑐
𝑓𝑐 cos 𝛼 (2. 26) 

where v is the receiver velocity, c is the speed of light, fc is the RF frequency of the signal, 

and α is the angle between directions of the receiver velocity and the arriving signal. 

Table 2.8 Tap values of NGH mobile outdoor channel [62] 

Tap number n Excess delay τn[µs] 𝜎11
2 , 𝜎22

2  [dB] 𝜎12
2 , 𝜎21

2  [dB] 

1 (LOS) 0 -4.0 -10.0 

2 (NLOS) 0.1094 -7.5 -13.5 

3 (NLOS) 0.2188 -9.5 -15.5 

4 (NLOS) 0.6094 -11.0 -17.0 

5 (NLOS) 1.109 -15.0 -21.0 

6 (NLOS) 2.109 -26.0 -32.0 

7 (NLOS) 4.109 -30.0 -36.0 

8 (NLOS) 8.109 -30.0 -36.0 

 



Chapter 2  Background and Methodology 

39 

 

Under the assumption that signals propagate between the transmitter and the receiver in 

horizontal plane, the angles of arrival at the receive antenna are uniformly distributed, 

and a circular symmetric radiation pattern for the receive antenna, the power spectral 

distribution follows so-called Jakes power spectral density. The Jakes power spectral 

density is specified to be used at a particular tap in conjunction with a fixed frequency 

offset proportional to Fd. The spectrum of each tap is represented as: 

{
𝑆(𝑓 − 3𝐹𝑑 4⁄ , 𝐹𝑑 4⁄ ) for  𝑛 = 2, 3

𝑆(𝑓 + 3𝐹𝑑 4⁄ , 𝐹𝑑 4⁄ )              for  𝑛 = 4, 5, 6, 7, 8
(2. 27) 

where the tap n=1 is LOS with no Doppler shift. 

2.4. Multi-Antenna Receivers 

Regarding the signal detection at the receiver, some methods are uniquely determined 

according to the transmission schemes, and the other methods can be applied to any 

transmission schemes. Here, the reception methods are briefly outlined according to the 

classification in Table 2.9. 

First, when the number of streams, i.e., the number of signals to be transmitted, is one, 

the purpose of a MIMO system is to improve the SNR at the receiver. Antenna selection 

transmit diversity is a method of selecting an optimal antenna for transmitting a stream 

from multiple transmit antennas. Maximum ratio combining (MRC) transmit diversity is 

a method of forming a transmit beam using multiple transmit antennas and transmitting 

one stream [83]. These methods require a part of or all the MIMO channel information at 

the transmitter side to select an optimal antenna or to form an optimal transmit beam. On 

the other hand, a STC was proposed that does not require MIMO channel information at 

the transmitter side, which can be used in systems without feedback, such as broadcasting. 

STC is one method for transmit diversity, and space-time block coding (STBC) [28] and 

space-time trellis code (STTC) [84] are used. In the case of STTC, maximum likelihood 

sequence estimation (MLSE) [85] is applied, so when the number of trellis states is high, 

a large amount of calculation is required. Since STC does not require channel information 

at the transmitting side, the complexity of the transmitting side is quite low. 

Next, an overview of signal detection schemes for MIMO systems that aim to expand 

transmission capacity is provided. When the number of transmission streams is two or 

more, each stream is spatially multiplexed, and this is called SM. An input stream is 
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generally divided into multiple streams and transmitted simultaneously, and each divided 

stream is called a substream. In the case of SM, classification similar to the above-

mentioned transmission diversity can be made. When channel information is not available 

at the transmitting side, each substream can be transmitted from each transmit antenna 

with equal power. In this thesis, this method of SM without beam forming is called as 

space division multiplexing (SDM) in a precise sense [86]. Since SDM uses all transmit 

antennas, when the MODCOD of substreams are the same, the transmission capacity can 

be multiplied by the number of transmit antennas. However, since the spatially 

multiplexed substreams interfere with each other at the receiver, a separate detection 

technique is required. 

Optimal detection method, known as Maximum Likelihood Detection (MLD) [85], uses 

channel information to generate replicas of received signals for all possible combinations 

of transmitted signals, and searches for the closest point among them. Therefore, when 

the number of possible combinations is high, the complexity increases exponentially with 

the number of the transmit antennas. In contrast, the simplest and most practical signal 

detection scheme in SDM is spatial filtering, which is equivalent to forming beam toward 

desired signals and null points toward unwanted signals at the receiving side. In this thesis, 

two algorithms, Zero Forcing (ZF) and Minimum Mean Square Error (MMSE), are used 

to reduce complexity, which are described in following subsections. Note that Eigenbeam 

SDM (E-SDM) that requires channel information at the transmitter side [87] and ordered 

successive detection that repeats spatial filtering as many times as the number of 

substreams [88] are out of the scope of this thesis. 

Table 2.9 Signal detection in MIMO receiver 

Number of streams Transmit scheme Receive scheme Complexity 

1 

Space Time Coding Space Time Decoding 
Low (STBC) 

High (STTC) 

Antenna Selection/MRC 

Transmit diversity 

MRC 

Receive diversity 
Low 

2 or more 

SDM 

Spatial filtering 
Low (ZF) 

Mid (MMSE) 

Ordered successive detection 

(BLAST, SIC) 
Mid 

MLD High 

E-SDM 

Spatial filtering 
Low (ZF) 

Mid (MMSE) 

Ordered successive detection 
(BLAST, SIC) 

Mid 

MLD High 

MRC 

Receive diversity 
Low 
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2.4.1. ZF Detection 

Linear detectors represent a good alternative to the optimum MIMO detection, since 

they reduce drastically the complexity while maintaining a good performance. This type 

of detectors transforms the joint MIMO demapping into independent single-antenna 

demapping processes. For instance, in a 2×2 MIMO system, a demapper with complexity 

M2
 is transformed into two independent demappers with complexity M. Here, M denotes 

the number of signal points in the constellation used for carrier modulation. The ZF 

detector sets the interferers amplitude to zero, which is simply done by inverting the 

channel matrix [89]. In case 𝑁𝑟 ≥ 𝑁𝑡 , the Moore-Penrose inverse matrix H+ of the 

channel matrix H is represented as: 

𝐇+ = (𝐇H𝐇)−1𝐇H (2. 28) 

where H is the channel matrix, and the superscripts -1, H denote matrix inversion and 

Hermitian transposition. The ZF detection results are given by: 

�̂� = 𝐇+𝐲 (2. 29) 

where 𝐲 = 𝐇𝐱 + 𝐰 is the received vector, �̂� is the estimated transmitted vector. The main 

drawback of ZF detection is the fact that the algorithm attempts to completely separate 

signals even if the SNR deteriorates significantly. which enhances the noise. In particular, 

when the channel matrix (HHH) is ill-conditioned, i.e., the determinant is small, the noise 

power is enhanced. 

2.4.2. MMSE Detection 

MMSE detection can be used to counteract the noise enhancement problem of the ZF 

detection. The MMSE detection estimates �̂� minimizing the error caused by the noise and 

the interference combined, and the results are given by [90]: 

�̂� = (𝐇H𝐇 + 𝜎2𝐈)−1𝐇H𝐲 (2. 30) 

where 𝐲 = 𝐇𝐱 + 𝐰 is the received vector, H is the channel matrix, �̂� is the estimated 

transmitted vector, I is the identity matrix and 𝜎2 is the noise power. 

2.4.3. MLD and Max-Log Demapping 

The optimum MLD (also known as ML demapper) computes LLRs λk for all coded bits 

bk, k=1, 2, …, U×Nt, where U denotes the number of bits per symbol in carrier modulation 

and Nt denotes the number of transmit antenna. For the LLR calculation, a total number 
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of 𝑀𝑁𝑡 Euclidean distances between the received vector y and the transmitted vector x is 

calculated. Here, M denotes the number of signal points in the constellation. A single 

output λk is computed as: 

𝜆𝑘 = log
∑ exp (−

‖𝐲 − 𝐇𝐱‖2

𝜎2 )𝐱∈𝜒𝑘
1

∑ exp (−
‖𝐲 − 𝐇𝐱‖2

𝜎2 )𝐱∈𝜒𝑘
0

(2. 31) 

where H is the channel matrix, σ2 is the noise power, 𝜒𝑘
1 and 𝜒𝑘

0 are the set of constellation 

symbols with the corresponding bit label bk to 1 and 0, respectively. The complexity 

increases exponentially with the number of bits per symbol U and the number of transmit 

antenna Nt. For each demapping execution, the complexity order is 𝒪(𝑀𝑁𝑡) 

To reduce the complexity of MLD, the max-log approximation is introduced. The 

computation of logarithmic and exponential functions is replaced to a minimum distance 

problem as following. 

log(∑exp(𝑥𝑖)

𝑖

) ≈max
𝑖

(𝑥𝑖) (2. 32) 

Applying the max-log approximation, the LLR can be computed as: 

𝜆𝑘 = min
𝐱∈𝜒𝑘

0
(
‖𝐲 − 𝐇𝐱‖2

𝜎2
) − min

𝐱∈𝜒𝑘
1
(
‖𝐲 − 𝐇𝐱‖2

𝜎2
) (2. 33) 

where the complexity of each execution has still order 𝒪(𝑀𝑁𝑡). 

2.5. Simulations 

The methodology to evaluate the potential capacity improvement that can be achieved 

with MIMO techniques in DTT systems is summarized as follows: 

A set of physical layer simulations are conducted in order to validate the MIMO 

performance with different types of channel estimation schemes, channel interpolation 

methods, MODCOD combinations, demapping algorithms and MIMO precoding 

schemes for different channel models using the physical layer simulator developed. In 

order to obtain the performance of 2×2 SM MIMO or combined with other technologies, 

a physical layer simulator was developed. The simulated performance was evaluated in 

terms of Bit Error Rate (BER) for a given SNR or CNR.  
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For ATSC 3.0 system evaluation in this thesis, SNR was used to maintain consistency 

with the standardization work. For MIMO transmission, the SNR was defined as the ratio 

of the total transmit power for two polarized signals (antenna #1 and #2) to the AWGN 

power at each receiver (either antenna #1 or #2) in this thesis. With the definition, the 

transmitting power of SISO and MIMO is equal, and a fair comparison can be made from 

the perspective of power consumption efficiency [54]. In this thesis, the required SNR 

was defined as the SNR to achieve BER =1×10-4 for ATSC 3.0.  

Alternatively for advanced ISDB-T system evaluation, CNR was used from a practical 

perspective for the following laboratory and field experiments. For MIMO transmission, 

the CNR was defined as the ratio of the average received power for two polarized signals 

to the AWGN power at each receiver. More specifically the transmit power of each 

transmit antenna is constrained as equal and the CNR is defined as CNR = 𝑃𝑎𝑣𝑒 𝜎2⁄ , 

where 𝑃𝑎𝑣𝑒  is the average received power of all the receive antennas. For instance, in 1×1 

SISO system, the average received power Pave= P1=1. In 2×2 MIMO system, with the 

received power of each antenna P1 = P2 = 1, the average is calculated as 𝑃𝑎𝑣𝑒 =

(𝑃1 + 𝑃2) 2 = 1⁄ . Note that according to this assumption 2×2 MIMO uses double 

transmit power than SISO for the same CNR value. The transmitting power constraint in 

this thesis is expressed as follows. 

∑𝑃𝑗 = 𝑁𝑡

𝑁𝑡

𝑗

(2. 34) 

Here, Pj denotes the transmit power of jth antenna and the number of transmit antenna 

Nt= 2. In this thesis, the required CNR was defined as the CNR to achieve BER = 1×10-7 

[91] for advanced ISDB-T. 

In the literature multiple definitions are used for SNR or CNR and most MIMO studies 

assume that the total transmit power is kept constant between MIMO and SISO for fair 

comparison especially for theoretical analysis [54]. However, since this thesis focuses on 

the performance comparison between MIMO and SISO in practical deployment scenarios, 

we decided to use the CNR definition based on the average received power 𝑃𝑎𝑣𝑒. This is 

because when MIMO is deployed, there is a high possibility that a new transmitter will 

be added to support 2×2 MIMO transmission to the existing SISO transmitter. As a 

practical rollout scenario, the total transmission power would be doubled to improve 

transmission capacity and services, when it is permitted by radio regulations. In the field 
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experiments, MIMO signals were emitted with two transmitters under the condition of 

twice the transmission power compared with SISO.  

We measured the BER characteristics and found the required SNR or CNR for a given 

BER threshold. The SISO performance was evaluated with the channel frequency 

response (CFR) from the horizontal transmit antenna to the horizontal receive antenna. 

To evaluate the MIMO performance, four CFRs were used to reproduce the MIMO 

channel in the channel simulator.  

In an OFDM system the CNR can be defined with respect to the SNR. In practical use, 

some of the outer end carriers of an OFDM signal are unused (null carriers) to reduce the 

potential interfere to adjacent RF channels due to the spectrum roll-off. The number of 

null carriers depend on the FFT size, the larger the FFT size the quicker the spectrum roll-

off and therefore more carriers can be used for data transmission [81]. In the CNR 

definition used in this thesis the carrier power refers to effective carrier power. Since the 

noise added at the receiver in time domain affects all the carriers, i.e., effective and null 

carriers, the signal to noise ratio at the input of the OFDM demodulator in time domain 

(SNR) and the signal to noise ratio at the baseband signal for each carrier (CNR) has the 

following relationship in dB. 

CNR = SNR + 10 ∙ log10 (
𝑁FFT

𝑁Number of carriers
) (2. 35) 

2.5.1. Channel Estimation 

The performance of MIMO scattered pilot is evaluated by physical layer simulations. 

The transmitter chain complies with the ATSC 3.0 specification. MIMO channel 

estimation algorithms are described in Section 3.1. 

The two MIMO pilot encoding schemes are compared in terms of BER after BCH 

decoding. Moreover the MSE between the estimated channel and the real channel is also 

evaluated. MSE is defined as: 

𝑀𝑆𝐸 = 𝐸𝑙,𝑘 {
1

𝑁𝑡𝑁𝑟
∑∑‖ℎ𝑖𝑗[𝑙, 𝑘] − ℎ̂𝑖𝑗[𝑙, 𝑘]‖

2

𝑁𝑟

𝑖=1

𝑁𝑡

𝑗=1

} (2. 36) 
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where ℎ𝑖𝑗[𝑙, 𝑘] and ℎ̂𝑖𝑗[𝑙, 𝑘] denote the real and estimated CFR of ith receive antenna and 

jth transmit antenna for carrier k of the OFDM symbol number l, respectively. El,k{·} 

refers to the expectation calculation over l and k. 

Both mobile and fixed reception scenarios have been considered with the NGH mobile 

outdoor channel [62] and the simple two path SFN channel, respectively. In the channel 

estimation evaluation shown in Chapter 3, the DUR parameter d=3 [dB], the delay time 

τ=0.5 GI duration and the phase parameter θ=π/2 are configured to the simple two path 

channel as a typical fixed reception environment in an SFN. 

The basic transmission parameters for simulations are shown in Table 2.10. In the 

simulation parameters, FFT size, modulation and GI ratio are selected to be the same as 

the operational parameters in current DTT system ISDB-T in Japan [70]. The required 

SNR of the current service for SISO rooftop reception is about 20 dB [92]. Using 64NUC 

12/15, the SNR for MIMO would be about the same threshold with the same total transmit 

power as SISO, i.e. half power in each antenna. The mobile reception service known as 

One-Seg, which targets at handheld terminals and launched on April 1st, 2006, in Japan, 

has been provided with QPSK 2/3 with SISO [70], and the QPSK 5/15 is selected as the 

parameters to provide the same capacity with MIMO. It is assumed that the XPD 

parameter x is infinite as an ideal case (AWGN), 18 dB as a practical fixed reception 

scenario (SFN) [93] and 6 dB for the mobile reception scenario (Rice, NGH outdoor) [62]. 

The performance is evaluated with a MMSE detector. Long LDPC codes (64k) and NUCs 

standardized in ATSC 3.0 are used [94]. Convolutional Time Interleaver (CTI) with the 

parameter Nrows=724 (time interleaving depth of approximately 100 ms) is adopted and 

FIL is also applied.  

Table 2.10 Basic parameters for channel estimation evaluation in ATSC 3.0 

FFT size 8k 

Number of carriers 6913 

Signal bandwidth 5.83 MHz 

Modulation and  

code rate 

QPSK 5/15 

64 NUC 12/15 

GI pattern 
GI5_1024  

(GI ratio: 1/8, GI length: 148 µs) 

MIMO scattered pilot 

 encoding 

Walsh-Hadamard  

Null Pilot 

Frequency Interpolation 
DFT 

 Linear 
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2.5.2. System Performance Evaluation 

The transmission performance of each configuration is evaluated by physical layer 

simulations. The block diagram of the simulations is shown in Figure 2.9. The 

performance measure is BER, which is generally used for evaluating DTTB systems. The 

BER is measured after BCH decoding for ATSC 3.0, and we specified the required SNR 

to be the smallest SNR at which a BER lower than 1×10-4 can be obtained. Alternately 

the BER is measured before BCH decoding for advanced ISDB-T, and the required CNR 

is measured at which a BER lower than 1×10-7, where the value assumes that data 

transmission is unidirectional, and data cannot be retransmitted. Note that Quasi Error 

Free (QEF) is obtained at the required CNR after decoding the BCH code in advanced 

ISDB-T, but QEF is not achieved in 5G Broadcast because CRC code allows for only 

error detection. 

For the evaluation of broadcast MIMO practical gain, we evaluated the required CNR 

of several parameter sets in an ideal channel (AWGN) for the SISO/MIMO configurations 

with advanced ISDB-T system. The output signals of the modulator were input to a 

channel simulator, and two independent AWGNs with equal power were added to the 

signals. The channel responses were configured in the channel simulator shown in Figure 

2.9, and the actual reception environments were reproduced for follow-up verification. 

Note that the CNR definition in advanced ISDB-T simulations is consistent with that in 

laboratory and field experiments. 

2.6. Laboratory Experiments 

This section describes the performance evaluation methodologies and the experimental 

setup for laboratory experiments. We evaluated the required CNR of several parameter 

sets in an ideal channel (AWGN) for the SISO/MIMO configuration in laboratory 

experiments. Figure 2.10 shows a block diagram of the experiments. The output signals 

 
 

Figure 2.9 Block diagram of simulation. 
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of the modulator were input to a channel simulator, and two independent AWGNs were 

added to the signals.  

The MIMO channel snapshots were configured in the channel simulator shown in 

Figure 2.10, and the actual reception environments were reproduced for follow-up 

verification. The SISO performance was evaluated with the CFR from the horizontal 

transmit antenna to the horizontal receive antenna. To evaluate the MIMO performance, 

four CFRs were used to reproduce the MIMO channel in the channel simulator. For 

MIMO, the required CNR was defined as the average value of the required CNRs between 

input signals #1 and #2 to the demodulator. The required CNR is defined as the minimum 

CNR at which the BER before BCH decoding is below 1×10-7. 

2.7. Field Experiments 

Figure 2.11 shows a block diagram of the transmission and reception for the field 

experiments. A single pseudo random bit sequence was generated, coded with BCH codes 

and LDPC codes, and then modulated in a prototype advanced ISDB-T modulator. The 

modulated SISO/MIMO signals were converted into RF signals at the same frequency and 

amplified to the desired power level. After that, the signals were transmitted from the dual-

polarized antenna installed at an experimental test station. At the receiver site, the 

transmitted signals were received by the dual-polarized Yagi antenna. Each received signal 

was filtered by a band-pass filter and attenuated by a variable attenuator (ATT). The 

required received power is measured while setting the input point of a low noise amplifier 

(LNA) as the specified point for the received power. In a prototype demodulator, the 

received signals were demodulated with ZF detection, and the BER was measured on a 

measurement vehicle. The required received power is defined as the minimum received 

power at which the BER before BCH decoding is below 1×10-7. 

 

 
 

Figure 2.10 Block diagram of laboratory experiments. 
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In the field experiments, SISO performance was evaluated by transmitting a 

horizontally polarized radio wave with the experimental test station. The required 

received power was specified at the input point of the LNA for horizontal wave with the 

horizontal element of the receiving antenna. For MIMO parameters, radio waves were 

transmitted with horizontal and vertical polarization, and the required received power was 

specified as the average received power of the horizontally and vertically polarized waves. 

The required received power was measured by inserting the same amounts of attenuations 

into both received signals of the horizontally and vertically polarized waves, decreasing 

the received power, and when a BER of 1×10-7 or less was achieved, the average value 

was calculated as the required received power. Assuming fixed rooftop reception in an 

HPHT network, the receiving antenna height was set 10 m above ground level. The 

required received power in an ideal AWGN channel with the experimental equipment 

was measured, and the degradation in the required received power from the ideal channel 

was evaluated in the field experiments. 

Figure 2.12 shows a prototype FPGA-based modulator and demodulator used for the 

experiments. Figure 2.13 shows the transmit and receive antennas for the UHF channel 

46 used for STC-SFN field experiments in Hitoyoshi city shown in Section 4.3.          

 
 

Figure 2.11 Block diagram of transmission and reception equipment for field experiments. 

 

  
 

Figure 2.12 Modulator (left) and demodulator (right) used for experiments. 
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Figure 2.14 shows the transmit antenna installed at Tokyo Tower and the receive antenna 

that was used for the measurements. The transmit/receive antennas are developed for the 

UHF channel 28 and used for practical gain evaluation in Tokyo shown in Section 5.1. 

Figure 2.15 depicts the transmit antenna installed at the test station on the hillside of Mt. 

Ikoma and the receive antenna used for the field measurements in Osaka shown in Section 

5.2. The transmit/receive antennas are designed for the UHF channel 19.  

Table 2.11 lists details on the experimental test stations used for the field experiments. 

We installed a cross-polarized (horizontal and vertical) transmit antenna shared by 

SISO/MIMO at each transmitter site. Two transmitters were installed at the stations to 

handle the MIMO transmission. 

 
 

Figure 2.13 Transmit antenna (left) and receive antenna (right) used for field experiments in Section 4.3. 

 

 
 

Figure 2.14 Transmit antenna (left) and receive antenna (right) used for field experiments in Section 5.1. 

 

 

Figure 2.15 Transmit antenna (left) and receive antenna (right) used for field experiments in Section 5.2. 
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Table 2.12 shows specifications of the receive antenna used. A dual-polarized Yagi 

antenna was equipped on a measurement vehicle to receive SISO/MIMO signals. The 

receiving antenna was mounted on a pole so that the orthogonal antenna elements were 

horizontal and vertical. 

 

 

  

Table 2.11 Specifications of experimental test stations 

Transmitter site 

Kumamoto Tokyo Osaka 

Hitoyoshi City Mizukami Village 
Tokyo Tower 

(Shiba, Minato-ku) 

Mt. Ikoma 

(Higashiosaka City) 

Transmission frequency 

671.143 MHz 

(UHF Ch 46 in Japan) 

563.143 MHz 

(UHF Ch 28 in Japan) 

509. 143 MHz 

(UHF Ch 19 in Japan) 

Polarization Horizontal Vertical Horizontal Vertical Horizontal Vertical Horizontal Vertical 

Transmission power 10 W 10 W 3 W 3 W 1 kW 1 kW 1 kW 1 kW 

E.R.P 140 W 135 W 25 W 25 W 2.1 kW 2.1 kW 4.6 kW 4.6 kW 

Transmitting antenna 

type and configuration 

Dual-polarized multi-

stage dipole antenna 
one-stage one-sided 

Dual-polarized multi-

stage dipole antenna 
one-stage one-sided 

Dual-polarized multi-

stage dipole antenna 
two-stage three-sided 

Dual-polarized multi-

stage dipole antenna 
two-stage two-sided 

Transmitting antenna 

height 
632 m above sea level 1080 m above sea level 280 m above sea level 570 m above sea level 

 

Table 2.12 Specifications of receiving antenna 

Antenna type 8-element dual-polarized Yagi antenna 

Gain 9.0 dBd 

Front-to-back ratio Over 13 dB 

Cross-polarization 
discrimination 

Over 25 dB (Boresight) 
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Chapter 3 Broadcast MIMO Channel Estimation 

Regarding the MIMO pilot configuration in ATSC 3.0, five different boosting values 

are available per 16 different pilot patterns for each pilot encoding algorithm. This chapter 

focuses on the performance and optimization on the pilot boosting, pilot pattern and the 

MIMO pilot encoding algorithms considering the channel interpolation method at the 

receiver. It should be noted that the analysis on the optimum pilot boosting for both 

MIMO pilot encoding algorithms for ATSC 3.0 is novel because the performance has not 

been evaluated in literature. The study greatly contributes to the selecting the pilot 

configuration in ATSC3.0, because the newly introduced NP encoding algorithm has not 

been evaluated and compared with Walsh-Hadamard so far. The performance is evaluated 

with the plain SM MIMO standardized in ATSC 3.0. The main contribution of this 

chapter is to provide a guideline on MIMO pilot configuration in ATSC3.0 for 

broadcasters.  

The optimum pilot boosting is theoretically deduced and evaluated by physical layer 

simulations with an ATSC 3.0 simulator. The evaluations of the pilot pattern and the 

encoding algorithm are extracted from physical layer simulations in both fixed and mobile 

reception scenarios. 

3.1. Channel Estimation in ATSC 3.0 

As the result of pilot encoding process, MIMO pilots are divided into two subsets (one 

per antenna). The two subsets are designed to be orthogonal in phase or amplitude to 

observe the channel separately. The details of the channel estimation parameters are 

described as follows. 

3.1.1. Pilot Encoding 

Figure 3.1 illustrates the MIMO scattered pilot MP3_2, i.e., DX = 3, DY = 2, for WH 

encoding and NP encoding. The differences between the two MIMO pilot encoding 

algorithms are described next. 
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A. Walsh-Hadamard Encoding 

With WH encoding, the phases of all pilots transmitted from antenna #1 are not 

modified. Regarding the signal transmitted from antenna #2, the pilots can be partitioned 

into two subsets, and the phases of the scattered pilots are inverted every second pilot 

bearing carrier. That results that the half of scattered pilots transmitted from antenna #2 

are not modified and that the other half pilots are inverted. As the result of the phase 

inversion on every second pilot bearing carrier, the number of carriers between the 

scattered pilot bearing carriers in each subset is doubled. 

B. Null Pilot Encoding 

With NP encoding, the amplitudes of the scattered pilots of both subsets are modified 

in both signals transmitted from antennas #1 and #2. With NP encoding, antenna #1 

alternately transmits scattered pilots with 3 dB increased transmit power and scattered 

pilots with null power (zero amplitude). Scattered pilots of antenna #2 are transmitted 

with null power and with 3 dB gain in reverse order. The 3 dB boosting keeps the total 

signal power of the scattered pilot to be the same as SISO. 

3.1.2. Pilot Decoding 

2×2 MIMO OFDM system can be modeled as: 

  

Figure 3.1 MIMO pilots for Walsh-Hadamard encoding (left) and Null Pilot encoding (right). For Antenna #1 (top) and 

#2 (bottom). 

 

0 12 24
0 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

1 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

2 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

3 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

4 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

5 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

6 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

7 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

8 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

0 12 24
0 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

1 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

2 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

3 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

4 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

5 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

6 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

7 3 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0 0 0 -1 0 0 0

8 2 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 1

Normal Inverted

Edge Pilots Edge Pilots

Normal Inverted
Scattered Pilots Scattered Pilots

O
F

D
M

 S
y

m
b

o
l 

(T
im

e)
Carrier Number ( Frequency)

Carrier Number ( Frequency)

O
F

D
M

 S
y

m
b

o
l 

(T
im

e)

Payload Cell

0 12 24
0 2 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1

1 3 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0

2 2 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1

3 3 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0

4 2 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1

5 3 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0

6 2 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1

7 3 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0

8 2 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1

0 12 24
0 2 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1

1 3 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0

2 2 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1

3 3 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0

4 2 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1

5 3 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0

6 2 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1

7 3 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0

8 2 0 0 0 0 0 1 0 0 0 0 0 -1 0 0 0 0 0 1 0 0 0 0 0 -1

Normal Inverted

Edge Pilots Edge Pilots

3dB Boosted Null
Scattered Pilots Scattered Pilots

O
F

D
M

 S
y

m
b

o
l 

(T
im

e)

Carrier Number ( Frequency)

Carrier Number ( Frequency)

O
F

D
M

 S
y

m
b

o
l 

(T
im

e)

Payload Cell



Chapter 3  Broadcast MIMO Channel Estimation 

53 

 

[
𝑦1

𝑦2
] = [

ℎ11 ℎ12

ℎ21 ℎ22
] [

𝑥1

𝑥2
] + [

𝑤1

𝑤2
] (3. 1) 

where yi is the received symbol for receive antenna #i, xj the transmitted symbol for 

transmit antenna #j, wi the noise for receive antenna #i, hij the CFR from transmit antenna 

#j to receive antenna #i. Here, xj corresponds to the output constellation symbol of a BICM 

block. 

The first channel estimation step is to estimate the CFRs at the scattered pilot positions. 

A basic technique is the Least Square (LS) estimation, which does not exploit the 

correlation of the channel across frequency and time [95]. The next step is channel 

interpolation. In order to reduce the complexity, channel interpolation is performed with 

a cascade of two 1-dimentional operations. First operation is a linear time interpolation 

to obtain the CFRs at scattered pilot bearing carriers. Linear interpolation is a common 

option for time interpolation since it only requires two points to be known. The second is 

frequency interpolation. Here, two common interpolations are investigated for the 

frequency interpolation. One option is linear interpolation which is the computationally 

least expensive but provides poor interpolation in cases where the data to be interpolated 

is non-linear. The second option is Discrete Fourier Transform (DFT) interpolation [96], 

[97]. The frequency interpolation is applied to fulfill the CFRs for all data carriers in a 

single OFDM symbol. 

Considering the interpolation operations mentioned above and the characteristics of 

both MIMO pilot encoding algorithms, the equivalent values of DX and DY after channel 

interpolation are summarized in Table 3.1. The channel estimation with each pilot 

encoding algorithm is explained as follows. 

A. Walsh-Hadamard Decoding 

The resulting CFRs obtained by LS estimation are the sum or the difference of the 

two subsets, because the phase inversion is applied in WH encoding scheme. ksum, the set 

of carrier indexes on which normal scattered pilots are transmitted from antenna #2 in 

Figure 3.1 (left, bottom), is defined as ksum = 2×N×DX. where N is a non-negative 

Table 3.1 Equivalent DX and DY in MIMO pilots 

SISO 

MIMO 

Walsh-Hadamard 

encoding 

Null Pilot encoding 

DX 2DX DX 

DY DY 2DY 
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integer (N=1, 2, …). The sum of the two CFRs is estimated from the scattered pilots on 

the carrier number ksum of the OFDM symbol number lsum as: 

ℎ̃sum1[𝑙sum, 𝑘sum] =
𝑦1[𝑙sum, 𝑘sum]

𝑥1[𝑙sum, 𝑘sum]
= ℎsum1[𝑙sum, 𝑘sum] +

𝑤1[𝑙sum, 𝑘sum]

𝑥1[𝑙sum, 𝑘sum]
(3. 2) 

ℎ̃sum2[𝑙sum, 𝑘sum] =
𝑦2[𝑙sum, 𝑘sum]

𝑥1[𝑙sum, 𝑘sum]
= ℎsum2[𝑙sum, 𝑘sum] +

𝑤2[𝑙sum, 𝑘sum]

𝑥1[𝑙sum, 𝑘sum]
(3. 3) 

  

where x1=x2, hsum1 = h11+ h12, hsum2= h21+ h22 [81]. lsum is the OFDM symbol number 

which satisfies ksum mod (DX×DY) = DX×(lsum mod DY). ℎ̃sum1and ℎ̃sum2 are obtained 

for the scattered pilot cell as the LS estimations of hsum1 and hsum2, respectively. On the 

other hand, the difference between the two channel responses is estimated from the 

scattered pilots on the carrier number kdif = (2×N－1) ×DX of the OFDM symbol 

number ldif as: 

ℎ̃dif1[𝑙dif, 𝑘dif] =
𝑦1[𝑙dif, 𝑘dif]

𝑥1[𝑙dif, 𝑘dif]
= ℎdif1[𝑙dif, 𝑘dif] +

𝑤1[𝑙dif, 𝑘dif]

𝑥1[𝑙dif, 𝑘dif]
(3. 4) 

ℎ̃dif2[𝑙dif, 𝑘dif] =
𝑦2[𝑙dif, 𝑘dif]

𝑥1[𝑙dif, 𝑘dif]
= ℎdif2[𝑙dif, 𝑘dif] +

𝑤2[𝑙dif, 𝑘dif]

𝑥1[𝑙dif, 𝑘dif]
(3. 5) 

where x1=x2, hdif1 = h11－h12, hdif2 = h21－ h22. ldif is the OFDM symbol number which 

satisfies kdif mod (DX×DY) = DX×(ldif mod DY). ℎ̃dif1and ℎ̃dif2  are obtained for the 

scattered pilot cell as the LS estimations of hdif1 and hdif2, respectively. In order to obtain 

the estimates of the sum and difference of the CFR on all cells, time interpolation is 

performed first on every pilot bearing carrier. Next, frequency interpolation is performed 

separately on each subset, i.e., sum and difference estimates. After the 2-dimentional 

interpolation, the sum and difference estimates ℎ̂sum1, ℎ̂sum2, ℎ̂dif1 and ℎ̂dif2 are obtained 

for each cell, and the estimated CFR matrix, i.e., ℎ̂11, ℎ̂12, ℎ̂21 and ℎ̂22, can be obtained 

for each cell as below. 

[
ℎ̂11 ℎ̂12

ℎ̂21 ℎ̂22

] =
1

2
[
ℎ̂sum1+ℎ̂dif1 ℎ̂sum1−ℎ̂dif1

ℎ̂sum2+ℎ̂dif2 ℎ̂sum2−ℎ̂dif2

] (3. 6) 

Consequently, the Nyquist limit of the channel estimation in frequency falls to half 

compared to the uncoded scattered pilot in SISO as shown in Table 3.1. 
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B. Null Pilot Decoding 

The CFRs from transmit antenna #1 to receive antenna #1 and #2 (h11 and h21) are 

estimated on the 3 dB boosted scattered pilots transmitted by antenna #1 as: 

ℎ̃11[𝑙1, 𝑘1] =
𝑦1[𝑙1, 𝑘1]

𝑥1[𝑙1, 𝑘1]
= ℎ11[𝑙1, 𝑘1] +

𝑤1[𝑙1, 𝑘1]

𝑥1[𝑙1, 𝑘1]
(3. 7) 

ℎ̃21[𝑙1, 𝑘1] =
𝑦2[𝑙1, 𝑘1]

𝑥1[𝑙1, 𝑘1]
= ℎ21[𝑙1, 𝑘1] +

𝑤2[𝑙1, 𝑘1]

𝑥1[𝑙1, 𝑘1]
(3. 8) 

where [l1, k1] indicates the location of the scattered pilots colored in red in Figure 3.1 

(right, top). ℎ̃11and ℎ̃21 are obtained for the 3 dB boosted scattered pilot cell as the LS 

estimations of h11 and h21, respectively. The CFRs from transmit antenna #2 (h12 and h22) 

are estimated in the same manner on the 3 dB boosted scattered pilots transmitted by 

antenna #2 as: 

ℎ̃12[𝑙2, 𝑘2] =
𝑦1[𝑙2, 𝑘2]

𝑥2[𝑙2, 𝑘2]
= ℎ12[𝑙2, 𝑘2] +

𝑤1[𝑙2, 𝑘2]

𝑥2[𝑙2, 𝑘2]
(3. 9) 

ℎ̃22[𝑙2, 𝑘2] =
𝑦2[𝑙2, 𝑘2]

𝑥2[𝑙2, 𝑘2]
= ℎ22[𝑙2, 𝑘2] +

𝑤2[𝑙2, 𝑘2]

𝑥2[𝑙2, 𝑘2]
(3. 10) 

where, [l2, k2] indicates the location of the scattered pilots colored in red in Figure 3.1 

(right, bottom). ℎ̃12 and ℎ̃22 are obtained for the 3 dB boosted scattered pilot cell as the 

LS estimations of h12 and h22, respectively. Note that the locations of the CFRs estimated 

for transmit antenna #1 in (3.7), (3.8) are different from that for transmit antenna #2 in 

(3.9), (3.10). 

In order to obtain the estimated CFR matrix, i.e., ℎ̂11 , ℎ̂12 , ℎ̂21  and ℎ̂22 , time and 

frequency interpolation are performed separately on the values of (3.7), (3.8), (3.9) and 

(3.10). As the result of the nulling for the scattered pilot, the Doppler limit of channel 

estimation in time equivalently falls to half compared to SISO as shown in Table 3.1. On 

the other hand, 3 dB higher SNR is obtained in the channel estimation results compared 

to SISO as the result of the 3 dB boosting. 

3.1.3. Pilot Boosting 

The pilot boosting defines the boosted power level of the scattered pilot compared with 

the data carriers. The pilot boosting affects the performance because higher pilot boosting 

improves channel estimation accuracy. Meanwhile the higher pilot boosting also 
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decreases the power of the data carriers, thus the choice of the pilot boosting is not 

straightforward. The pilot boosting values for each MIMO SP pattern in ATSC 3.0, which 

is completely the same as SISO, are listed in Table 3.2. The corresponding power 

reduction of the data carriers for each SP pattern and pilot boosting is listed in Table 3.3. 

The continual and edge pilots are considered to be data carriers to calculate the power 

reduction values in Table 3.3. 

 

Table 3.2 ATSC 3.0 MIMO Scattered Pilot Boosting Power 

SP 

Pattern 

Boosting Power b [dB] 

0 1 2 3 4 

MP3_2 0 0 1.40 2.20 2.90 

MP3_4 0 1.40 2.90 3.80 4.40 

MP4_2 0 0.60 2.10 3.00 3.60 

MP4_4 0 2.10 3.60 4.40 5.10 

MP6_2 0 1.60 3.10 4.00 4.60 

MP6_4 0 3.00 4.50 5.40 6.00 

MP8_2 0 2.20 3.80 4.60 5.30 

MP8_4 0 3.60 5.10 6.00 6.60 

MP12_2 0 3.20 4.70 5.60 6.20 

MP12_4 0 4.50 6.00 6.90 7.50 

MP16_2 0 3.80 5.30 6.20 6.80 

MP16_4 0 5.20 6.70 7.60 8.20 

MP24_2 0 4.70 6.20 7.10 7.70 

MP24_4 0 6.10 7.60 8.50 9.10 

MP32_2 0 5.40 6.90 7.70 8.40 

MP32_4 0 6.70 8.20 9.10 9.70 

 

Table 3.3 ATSC 3.0 Data Carrier Power Reduction 

SP 

Pattern 

Power Reduction [dB] 

0 1 2 3 4 

MP3_2 0 0 0.27 0.45 0.64 

MP3_4 0 0.14 0.33 0.48 0.59 

MP4_2 0 0.08 0.33 0.51 0.65 

MP4_4 0 0.17 0.34 0.45 0.57 

MP6_2 0 0.16 0.36 0.52 0.63 

MP6_4 0 0.18 0.32 0.42 0.51 

MP8_2 0 0.18 0.36 0.48 0.60 

MP8_4 0 0.17 0.29 0.39 0.46 

MP12_2 0 0.19 0.34 0.45 0.54 

MP12_4 0 0.16 0.26 0.34 0.40 

MP16_2 0 0.19 0.31 0.41 0.49 

MP16_4 0 0.15 0.24 0.31 0.36 

MP24_2 0 0.17 0.28 0.36 0.42 

MP24_4 0 0.14 0.21 0.27 0.31 

MP32_2 0 0.16 0.26 0.32 0.38 

MP32_4 0 0.12 0.19 0.24 0.27 
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3.2. MIMO Pilot Boosting Analysis 

In the ATSC 3.0 standardization process, the equalized data signal-to-noise ratio 

(SNREQ) was the metric used for obtaining the best overall performance taking into 

account the pilot boosting value and the channel interpolation method for SISO [55]. 

SNREQ was used to design the pilot boosting values for SISO in the standardization 

process. SNREQ is estimated as: 

𝑆𝑁𝑅𝐸𝑄 =
𝜎𝑆

2 × 𝑎

𝜎𝑁
2 + 𝜎𝑁

2 × 𝑓int 𝑏⁄
= 𝑆𝑁𝑅 ×

𝑎

1 + 𝑓int 𝑏⁄
(3. 11) 

where σS
2 is the data signal power, σN

2 the noise power, b the scattered pilot boosting 

power compared with the data signal power in linear unit, a the power normalization a = 

(DX×DY)/(DX×DY－1＋b), and fint = fint,time×fint,freq is the noise reduction factor by time 

and frequency interpolation. The value of fint,time was set to {0.750, 0.688} for SISO with 

DY = {2, 4}, which can be calculated from the distance between the two symbols to be 

linear interpolated [81]. The values of fint,freq varies depending on the receiver design, and 

the five different boosting values of ATSC 3.0 are standardized so that the boosting values 

are optimum for fint,freq = {0, 0.25, 0.5, 0.75, 1}. It should be noted that the pilot boosting 

value for MIMO is directly adopted as the same value for SISO. 

The equalized data signal-to-noise ratio for 2×2 MIMO (SNREQ_MIMO) is considered as: 

𝑆𝑁𝑅𝐸𝑄_𝑀𝐼𝑀𝑂 =
𝜎𝑆

2 × 𝑎

𝜎𝑁
2 + 2 × 𝜎𝑁

2 × 𝑒 × 𝑓int 𝑏⁄
= 𝑆𝑁𝑅 ×

𝑎

1 + 2 × 𝑒 × 𝑓int 𝑏⁄
(3. 12) 

where e is the noise reduction factor of pilot encoding/decoding process. Note that the 

noise power caused by the channel estimation error is doubled compared with SISO in 

(3.11) because the result of MIMO detection is affected by the channel estimation errors 

from transmit antenna #1 and #2, hence the factor 2 is introduced. With WH encoding the 

value of e is set to 0.5, because the channel estimation error is reduced to half by the 

averaging process following the adding/subtracting the sum and difference of the CFR in 

(3.6). With NP encoding, although the value of e is 1, the scattered pilot power b is 

doubled compared with SISO because of 3 dB boosting. Consequently, SNREQ_MIMO is 

equivalent to SNREQ with both pilot encoding algorithms in ATSC 3.0.  

The value of fint for MIMO pilot can be different from SISO. The value of fint,time 

remains to {0.750, 0.688} for DY = {2, 4} with WH encoding, but {0.688, 0.672} for DY 
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= {2, 4} with NP encoding because the equivalent DY is doubled. The values of fint,freq and 

the consequent fint for WH and NP encodings are numerically calculated and summarized 

in Table 3.4. Whereas the larger DX offers the smaller fint,freq with linear interpolation, it 

remains constant with DFT interpolation when it takes into account the Nyquist 

bandwidth in the interpolation process. 

Figure 3.2 presents the SNREQ divided by SNR for DY=2 with WH encoding and DFT 

interpolation (top), and linear interpolation (bottom) under the noise reduction factors in 

Table 3.4. The higher SNREQ/SNR corresponds to the lower degradation due to the channel 

estimation. As to the selectable five different boosting in Figure 3.2 (top), boost4 

corresponds exactly to the optimum boosting, because the boosting value of boost4 is 

designed to be optimum for the receiver with fint,freq = 1 and the value of fint,freq corresponds 

to 1 for DFT interpolation. With the higher DX, the higher optimum amplitude is obtained. 

Note that the gain in SNREQ/SNR obtained by the optimum pilot boosting from boost0 is 

at most 0.4 dB in MP3_2, and over 1.5 dB with MP32_2 in Figure 3.2 (top). 

Figure 3.2 (bottom) presents SNREQ/SNR with frequency linear interpolation. The 

optimum boosting becomes smaller than that of DFT interpolation depicted in Figure 3.2 

(top), because fint,freq of linear interpolation is smaller than DFT interpolation. Figure 3.2 

(bottom) indicates that boost2 or boost3 are optimum in this configuration and that the 

optimization on SP boosting power yields less gain compared with DFT interpolation. It 

is considered that the smaller fint,freq reduces the noise power in the channel estimation 

result, hence the smaller boosting is enough to obtain the best performance. SNREQ/SNR 

Table 3.4 Noise Reduction Factor with fint,time = {0.750, 0.688} for DY= {2, 4} 

MIMO 
Pilot 

Pattern 

Walsh-Hadamard Null Pilot 

fint,freq fint fint,freq fint 

linear DFT linear DFT linear DFT linear DFT 

MP3_2 0.676 1 0.507  0.750  0.704 1 0.484  0.688  

MP3_4 0.676 1 0.465  0.688  0.704 1 0.473  0.672  

MP4_2 0.672 1 0.504  0.750  0.688 1 0.473  0.688  

MP4_4 0.672 1 0.462  0.688  0.688 1 0.462  0.672  

MP6_2 0.669 1 0.502  0.750  0.676 1 0.465  0.688  

MP6_4 0.669 1 0.460  0.688  0.676 1 0.454  0.672  

MP8_2 0.668 1 0.501  0.750  0.672 1 0.462  0.688  

MP8_4 0.668 1 0.459  0.688  0.672 1 0.451  0.672  

MP12_2 0.667 1 0.500  0.750  0.669 1 0.460  0.688  

MP12_4 0.667 1 0.459  0.688  0.669 1 0.449  0.672  

MP16_2 0.667 1 0.500  0.750  0.668 1 0.459  0.688  

MP16_4 0.667 1 0.459  0.688  0.668 1 0.449  0.672  

MP24_2 0.667 1 0.500  0.750  0.667 1 0.459  0.688  

MP24_4 0.667 1 0.458  0.688  0.667 1 0.448  0.672  

MP32_2 0.667 1 0.500  0.750  0.667 1 0.459  0.688  

MP32_4 0.667 1 0.458  0.688  0.667 1 0.448  0.672  
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for boost0 with linear interpolation is better by 0.7 dB than that with DFT interpolation, 

i.e., SNREQ /SNR = -2.45 dB for DFT interpolation and -1.75 dB for linear interpolation 

in Figure 3.2 (top) and Figure 3.2 (bottom) all SP patterns, respectively. 

Figure 3.3 (top) shows SNREQ/SNR for DY=2 with NP encoding and DFT interpolation. 

The optimum boosting for NP becomes slightly smaller than that of WH encoding in 

Figure 3.2 (top), because the noise reduction factor fint,time is smaller than WH encoding. 

The value of boost4 was standardized to be optimum for SISO only with fint,time = {0.750, 

0.668} for DY = {2, 4}. Hence for NP encoding boost4 does not correspond perfectly to 

the optimum boosting value. Figure 3.3 (top) shows that boost3 or boost4 are optimum in 

 
 

 
 

Figure 3.2 Equalized SNR performance for DY=2 with WH encoding and DFT interpolation (top). With WH 

encoding and linear interpolation (bottom). 

 

× boost0 ♢ boost1 ＋boost2

□ boost3 * boost4 optimum

× boost0 ♢ boost1 ＋boost2

□ boost3 * boost4 optimum
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this configuration. Note that SNREQ/SNR for boost0 is better by 0.2 dB with NP encoding 

than WH encoding, i.e. SNREQ /SNR = -2.45 dB for WH and -2.25 dB for NP. This gain 

is considered to be introduced by the 3 dB boosting in SP power.  

Figure 3.3 (bottom) presents SNREQ/SNR for DY =4 with WH encoding and DFT 

interpolation. Boost4 corresponds to the optimum boosting. The gain obtained by the 

optimization on pilot boosting power with DY = 4 becomes greater than DY = 2.           

SNREQ /SNR for boost0 is better by 0.2 dB with DY = 4 than DY = 2, i.e. SNREQ /SNR =      

-2.25 dB for DY = 4 and -2.45 dB for DY = 2 in Figure 3.3 (bottom) and Figure 3.2 (top), 

respectively. This gain is introduced by the noise reduction factor fint,time. 

 

 
 

 
 

Figure 3.3 Equalized SNR performance for DY=2 with NP encoding and DFT interpolation (top). DY=4 with 

WH encoding and DFT interpolation (bottom). 

 

× boost0 ♢ boost1 ＋boost2

□ boost3 * boost4 optimum

× boost0 ♢ boost1 ＋boost2

□ boost3 * boost4 optimum
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3.3. Channel Estimation Evaluation 

3.3.1. Pilot Boosting 

We evaluated the optimum pilot boosting with the densest pilot pattern MP3_2 as an 

example with the parameters in Table 2.10. The BER performance comparison for SP 

boosting with WH encoding and DFT interpolation is shown in Figure 3.4. Here, XPD 

parameter x is set to be infinite and AWGN channel is used to evaluate the ideal condition. 

The result showed that the best performance is achieved with pilot boost4 or boost3, and 

the gain compared to boost1 is 0.3 dB at BER =1×10-4. It is assumed that the gain can be 

larger for a stricter BER criterion. Therefore, the analysis of the equalized SNR (Figure 

3.2, top) has a consistency with the BER evaluation results. 

Figure 3.5 shows the required SNR for several SP patterns with WH encoding and 

DFT interpolation. The transmission parameters in Table 2.10 are used. The result 

showed that the best performance is achieved with boost4 or boost3 for all SP patterns. 

The gain of MP3_4 from MP3_2 with boost0 is 0.2 dB and the gain becomes the same 

value theoretically calculated from Figure 3.2 (top) and Figure 3.3 (bottom). The gain of 

boost4 from boost0 becomes over 1 dB with MP16_2 and MP16_4. These results 

conclude that the boosting value should be selected carefully with higher DX and DY, but 

the best boosting is boost4 or boost3 regardless of pilot pattern. 

Figure 3.6 shows the required SNR comparison for several SP configurations with 

MP3_2. The transmission parameters in Table 2.10 are used. Compared with DFT 

interpolation, linear interpolation shows better performance by about 0.7 dB for WH 

encoding with boost0 as described in Figure 3.2 (top) and (bottom). It can be also 

observed that NP-DFT shows 0.2 dB better result than WH-DFT with boost0 as 

mentioned in Figure 3.2 (top) and Figure 3.3 (top), because of the smaller fint,freq. We 

confirmed that the best boosting value varies depending on the configuration, e.g. the best 

boosting is boost4 or boost3 for DFT interpolation but boost3 or boost2 for linear 

interpolation. 

Figure 3.7 shows the required SNR comparison for AWGN, SFN, Rice (K factor = 10) 

and NGH outdoor (maximum Doppler frequency: Fd =33.3 Hz) with MP3_2 and WH-

DFT. The transmission parameters in Table 2.10 are used with QPSK 5/15. This result 

indicates that the best boosting value is boost4 for all channels, which keeps a consistency 

with the equalized SNR analysis shown in Figure 3.2 (top). Additionally, the gain 
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introduced by the pilot boosting is constant regardless of the channel. It is confirmed that 

the gain obtained by the pilot boosting optimization with QPSK 5/15 in AWGN is almost 

the same as 64NUC 12/15 (WH-DFT in Figure 3.6). From these results, the optimum 

boosting value is considered as an independent parameter from the modulation and code 

rate. 

The simulation results concluded that boost3 is practically the best pilot boosting for 

all configurations evaluated in this subsection. In the following subsections, we 

conducted the performance evaluation with boost3. 

 
 

Figure 3.4 BER comparison for pilot boosting with MP3_2, Walsh-Hadamard encoding and DFT 

interpolation in AWGN channel. 

 

 
 

Figure 3.5 Required SNR comparison for MIMO pilot pattern with Walsh-Hadamard encoding and DFT 

interpolation in AWGN channel. 
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3.3.2. Frequency Interpolation 

We compared two common interpolation algorithms, i.e. DFT and linear interpolation, 

for the frequency interpolation with both MIMO pilot encoding schemes. Figure 3.8 

shows MSE comparison with both MIMO pilot encoding schemes in the SFN channel. 

The other parameters are the same described in Table 2.10. This result showed that MSE 

of linear interpolation converges on a value even with a high SNR, and the estimation 

error is caused by the frequency interpolation.  

Figure 3.9 shows MSE comparison in the SFN channel with SNR = 20 dB and different 

delays. This result showed that the error increases gradually as the delay time increases. 

In this result, linear interpolation achieved slightly lower MSE than DFT interpolation 

because of the smaller fint,freq with short delay echoes. However, linear interpolation is 

 

 
 

Figure 3.6 Required SNR comparison for MIMO pilot encoding and frequency interpolation with MP3_2 in 

AWGN channel. 

 

 
 

Figure 3.7 Required SNR comparison for different channel models with MP3_2, Walsh-Hadamard and DFT 

interpolation. 
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gradually degraded as the delay time increases because of the frequency interpolation 

error. It is confirmed that MSE of WH-Linear is rapidly increased with long echoes due 

to the virtually double DX. DFT interpolation showed lower MSE than linear interpolation 

with long delay echoes up to GI (148 µs) regardless of the MIMO pilot encoding. 

 
 

Figure 3.8 MSE comparison with MP3_2 in SFN channel (d = 3dB, τ =0.5 GI). 

 

 
 

Figure 3.9 MSE comparison with MP3_2 in SFN channel (d = 3dB, SNR = 20 dB). 

 

 
 

Figure 3.10 BER comparison with MP3_2 in SFN channel (d = 3dB, τ =0.5 GI) with 64NUC 12/15. 

 

 

0.5 GI 
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Comparing WH and NP, NP showed slightly better MSE because of the 3dB pilot 

boosting and the smaller fint,time. 

The BER performance in the SFN channel is shown in Figure 3.10. This result shows 

a consistency with MSE evaluation in Figure 3.8, i.e. NP-DFT shows the best 

performance in BER and also the lowest MSE at around SNR = 23 dB. In addition, it is 

confirmed that QEF is not achieved with WH-Linear configuration in the SFN channel, 

because the MSE is higher than the required SNR. 

Figure 3.11 shows MSE comparison for different MIMO pilot encoding with MP3_2 

in NGH outdoor channel (Fd = 33.3 Hz). This result shows that MSE of all configurations 

converges on a value around -25 dB that is the tracking error for the time varying channel. 

Note that the MSEs in Figure 3.11 become straight lines in the low SNR region (below 

10 dB), because the SNR is dominant compared with the tracking error. 

Figure 3.12 shows MSE comparison in the NGH outdoor channel with SNR = 5 dB 

for different maximum Doppler frequency. This result shows that the error increases 

gradually as the maximum Doppler frequency increases. In low Fd region, NP showed 

slightly better MSE than WP because of the 3dB pilot boosting and the smaller fint,time. 

However, MSE of NP is rapidly increased in high Doppler frequency channel because the 

tracking error is increased due to the virtually doubled DY. In this result, linear 

interpolation showed better performance than DFT interpolation for all Fd spans with both 

MIMO pilot encoding schemes. It is considered that the noise reduction factor for the 

channel estimation is dominant in such a low SNR region.  

The BER performance with QPSK 5/15 in NGH outdoor channel is shown in Figure 

3.13. It is confirmed that NP-Linear is the best performance in BER. This result shows a 

consistency with MSE evaluation, i.e. the lowest MSE is obtained with NP-Linear at 

around SNR = 6 dB in Figure 3.11. It is considered that the channel is composed of some 

short echoes (up to 8.1 µs delay in time), thus linear frequency interpolation works well. 

The simulation results concluded that DFT interpolation is better for the SFN channel 

to cope with long echoes. On the other hand, linear interpolation works well in a mobile 

channel in which only short delay echoes exist. Especially, since the tracking error is 

much smaller than the SNR, linear interpolation is better than DFT because of the smaller 

noise reduction factor. It should be noted that the DFT interpolator is defined as            
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fint,freq = 1 in this thesis. The conclusion that linear interpolation is better in a mobile 

channel can vary if the DFT interpolator is implemented with the smaller fint,freq. 

 

 
 

Figure 3.11 MSE comparison with MP3_2 in NGH Outdoor channel (Fd = 33.3Hz). 

 

 
 

Figure 3.12 MSE comparison with MP3_2 in NGH Outdoor channel (SNR = 5 dB). 

 

 
 

Figure 3.13 BER comparison with MP3_2 in NGH Outdoor channel (Fd = 33.3Hz) with QPSK 5/15. 

 

 

33.3 Hz 
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3.3.3. MIMO Scattered Pilot Recommendation 

We evaluated the optimum MIMO scattered pilot configuration for fixed/mobile 

reception scenario with several GI/FFT combinations. The GI length is a parameter 

selected by broadcasters depending on the required coverage, i.e. network configuration, 

geographical condition and the required distance between the SFN transmitters. First, we 

evaluated the required SNR in three SFN scenarios, i.e. with short GI (GI1_192: 28 µs), 

middle GI (GI5_1024: 148 µs) and long GI (GI7_2048: 296 µs) for all the FFT size. The 

simulation parameters are summarized in Table 3.5. 

Figure 3.14 shows the required SNR for GI5_1024 with all the allowed SP 

configurations for each FFT size. The results of WH and NP encoding are shown in solid 

and dashed line, respectively. The results are grouped according to DX, e.g. 8k-DX3-WH 

presents the results for MP3_2 and MP3_4 with 8k FFT and WH encoding. The values 

of SP overhead, 16.7 % and 8.3 %, correspond to MP3_2 and MP3_4 in 8k-DX3-WH. 

The result shows that NP encoding provides slightly better performance than WH with 

the same SP overhead. It is considered that 3 dB pilot boosting and the smaller fint,time 

introduces this gain. From the point of FFT size, larger FFT achieves the same Nyquist 

limit with the sparser SP patterns and better performance with the smaller fint,freq. 

Figure 3.15 and Figure 3.16 describe the results with GI1_192 and GI7_2048. Note 

that the allowed SP patterns are different for each GI length as shown in Table 2.2 and 

Table 2.3. NP encoding showed better performance than WH regardless of GI duration. 

With short GI case, the required SNR becomes the lowest with the sparsest SP because 

of the smallest fint,freq. We conclude that NP encoding with larger FFT size and larger DX 

SP pattern is the best configuration for fixed reception scenario, such as the time invariant 

SFN channel.  

Next, we evaluated the required SNR in two NGH outdoor scenarios with a middle 

speed and a high-speed reception. GI5_1024 and the parameters in Table 3.5 are used. 

Table 3.5 Transmission parameters for MIMO pilot recommendation 

FFT size 8k 16k 32k 

Number of carriers 6913 13285 27649 

Signal bandwidth 5.83 MHz 

Modulation and code rate 
64 NUC 12/15 for SFN channel 

QPSK 5/15 for NGH Outdoor 

MIMO scattered pilot 
 encoding 

Null Pilot 
Walsh-Hadamard 

Frequency Interpolation 
DFT for SFN channel 

Linear for NGH Outdoor 

Pilot boosting boost3 
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Figure 3.17 shows the result in a middle speed reception (Fd = 33.3 Hz, 60 km/h@600 

 
Figure 3.14 Required SNR comparison in SFN channel (d = 3dB, τ =0.5 GI) with GI5_1024 and 64NUC 

12/15. 

 

 
Figure 3.15 Required SNR comparison in SFN channel (d = 3dB, τ =0.5 GI) with GI1_192 and 64NUC 12/15. 

 

 
Figure 3.16 Required SNR comparison in SFN channel (d = 3dB, τ =0.5GI) with GI7_2048 and 64NUC 

12/15. 
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MHz) with all the allowed SP configurations for GI5_1024. The results are grouped 

according to DY. The result showed that the performance of NP encoding with 16k-DY4 

and 32k-DY2 are degraded to a large extent compared with the other configurations. It is 

considered that the equivalent DY is doubled in NP encoding scheme, thus the 

performance in the time varying channel is severely degraded especially with larger FFT 

and larger DY. 

Figure 3.18 shows the result in a high-speed reception (Fd = 55.5 Hz, 100 km/h@600 

MHz) with GI5_1024. The worst configurations, 16k-DY4-NP and 32k-DY2-NP are 

excluded here. The simulation indicated that WH shows slightly better performance than 

NP with the same SP overhead. Comparing 16k-DY4-WH and 32k-DY2-WH, it is 

confirmed that the performance with 32k FFT is degraded in such a high-speed time 

 
Figure 3.17 Required CNR comparison in NGH Outdoor channel (Fd = 33.3 Hz) with GI5_1024 and QPSK 

5/15. 

 

 
Figure 3.18 Required SNR comparison in NGH Outdoor channel (Fd = 55.5 Hz) with GI5_1024 and QPSK 

5/15. 
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varying channel even with DY = 2. We conclude that WH encoding with smaller FFT size 

and smaller DY is the best configuration for mobile reception scenario. 

3.4. Conclusions 

This chapter evaluates the two MIMO pilot encoding algorithms adopted in ATSC 3.0, 

known as Walsh-Hadamard and Null Pilot encoding. Regarding the pilot boosting 

evaluation, a theoretical analysis and a physical layer simulation considering two channel 

interpolation algorithms, namely DFT interpolation and linear interpolation for frequency 

interpolation, conclude that boost3 is a practical option as the optimum pilot boosting for 

both pilot encoding algorithms. The pilot boosting values were standardized for SISO, 

but the five different boosting values cover the optimum boosting values for MIMO. It is 

confirmed that the optimum pilot boosting greatly improves the performance especially 

with higher DX and DY and that the maximum gain in required SNR reaches over 1.5 dB.  

Based on the optimization of the pilot boosting described above, the optimum MIMO 

pilot configuration including pilot pattern and pilot encoding algorithm for fixed/mobile 

reception scenario is evaluated by physical layer simulations. The studies were conducted 

with different channels, a SFN channel for fixed reception and DVB-NGH outdoor 

channel for mobile reception. 

From the simulation results in a fixed SFN channel, it can be observed that Null Pilot 

encoding provides better performance than Walsh-Hadamard encoding and that larger DX 

SP pattern is the best configuration. The simulation results confirmed that larger FFT size 

can reduce the pilot overhead and achieve lower required SNR in a fixed-time invariant 

SFN channel. In long echo SFN channel, DFT interpolation provides better performance 

than linear interpolation in terms of the frequency interpolation at the receiver. In contrast, 

it was confirmed that Walsh-Hadamard encoding with smaller DY SP pattern is the best 

configuration in a high Doppler time varying mobile channel. From the simulation results 

in DVB-NGH outdoor channel, it can be observed that smaller FFT size and linear 

interpolation at the receiver can achieve the lowest required SNR. It should be noted that 

Null Pilot encoding is rapidly degraded especially with (16k FFT, DY=4) or (32k FFT 

DY=2) in time varying channel because of the virtually doubled DY and that Walsh-

Hadamard encoding with linear frequency interpolation can be severely degraded in 

frequency selective fading channel because of the virtually doubled DX. 
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Chapter 4 Broadcast MIMO Signal Processing 

This chapter presents signal processing technologies for complexity reduction and 

transmission robustness improvement in a cross-polarized 2×2 MIMO transmission 

model. The transmission performance is evaluated in fixed reception scenario using 

MIMO channel response captured in an urban area by physical layer simulations. To 

evaluate DTTB network for 2×2 cross-polarized MIMO, two experimental stations were 

set up and STC based 4×2 MIMO SFN scheme was evaluated in laboratory and field 

experiments. 

4.1. Low-Complexity Demapping 

NUCs have been developed in recent digital broadcasting systems [98] to close the 

gap to the Shannon limit. NUCs improve the transmission performance, especially for 

high-order constellations. Maximum likelihood (ML) demapping is known to be an 

optimal algorithm, but the implementation cost of the ML demapper greatly increases in 

high-order constellations such as 4096 NUCs at the receiver. 

To solve the demapping complexity, some demapping algorithms have been 

investigated for two-dimensional (2D) NUCs [99], [100], [101]. We focused on one-

dimensional (1D) NUCs (called NUQAMs in this thesis) and conducted computer 

simulations to examine the degradation in the transmission performance by applying a 

decision threshold (DT) demapping algorithm [102] to reduce the complexity in the LLR 

calculation. We assessed the degradation in the transmission performance caused by the 

DT demapper in several MIMO transmission channels captured in an actual environment.  

4.1.1. Demapping Algorithm 

The receiver first applies a linear MIMO signal detection such as ZF or MMSE, 

followed by per stream demapping. In the LLR calculation, the 2D ML demapper 

generally requires the calculations of a total number of M Euclidean distances between 

the received symbol and all the candidate symbols, where M indicates the number of 

signal points in a constellation. The LLR calculation can be expressed as: 

λ(𝑏𝑘|𝑦) = 𝑙𝑛
𝑃(𝑏𝑘 = 1|𝑦)

𝑃(𝑏𝑘 = 0|𝑦)
= 𝑙𝑛

∑ 𝑒𝑥𝑝 [−
(𝑦 − 𝑥)2

2𝜎2 ]𝑥∈𝑋𝑘
1

∑ 𝑒𝑥𝑝 [−
(𝑦 − 𝑥)2

2𝜎2 ]𝑥∈𝑋𝑘
0

(4. 1) 
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where λ denotes the value of LLR, bk denotes the bit value in bit position k transmitted by 

a symbol, σ2 denotes the noise power, y denotes the received symbol after equalization, 

X denotes all the transmitting symbols, and Xk
0 and Xk

1 denote the subsets of X in which 

bk = 0 and bk = 1, respectively. For example, the 2D ML demapper calculates 4096 

Euclidean distances in the in-phase (I) and the quadrature (Q) components in both 4096 

NUQAM and 4096 QAM. Figure 4.1 illustrates the signal point arrangements of a 4096 

NUQAM we designed and a conventional 4096 QAM. Because the shapes are squares, 

NUQAMs and QAMs are thought of as two Pulse Amplitude Modulation (PAM) signals 

in the I/Q components [103]. The 1D ML demapper for PAM signals, such as the I 

component, can be represented as: 

𝜆(𝑏𝑘|𝑦𝐼) = 𝑙𝑛
𝑃(𝑏𝑘 = 1|𝑦𝐼)

𝑃(𝑏𝑘 = 0|𝑦𝐼)
= 𝑙𝑛

∑ 𝑒𝑥𝑝 [−
(𝑦𝐼 − 𝑥𝐼)

2

2𝜎𝐼
2 ]𝑥𝐼∈𝑋𝑘

1

∑ 𝑒𝑥𝑝 [−
(𝑦𝐼 − 𝑥𝐼)2

2𝜎𝐼
2 ]𝑥𝐼∈𝑋𝑘

0

(4. 2) 

where λ denotes the value of LLR, bk denotes the bit value in bit position k transmitted by 

the I component of a symbol, σI
2 denotes the noise variance in the I component axis, yI 

denotes the I component of the received symbol after equalization, X denotes the 

candidate value of the I component given by all the transmitting symbols. In this case, the 

1D ML demapper calculates √𝑀 = √4096 = 64 Euclidean distances in the I component 

for each bit in both 4096 NUQAM and 4096 QAM. The process needs to be also done 

for Q component. 

-2

-1

0

1

2

-2 -1 0 1 2
-2

-1
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2

-2 -1 0 1 2  

(a) 4096 NUQAM                                             (b) 4096 QAM 

Figure 4.1 Constellations used in demapping algorithm verification. 
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The DT demapper in [102] is a way of reducing the computational complexity for 

gray-labeled QAMs. Figure 4.2 shows an example of gray-labeled 64 QAM used in 

conventional digital terrestrial television broadcasting [104]. The three bits “b0b2b4” and 

the rest “b1b3b5” are transmitted by a single symbol on the I and Q components, 

respectively. The PAM amplitude of the constellation is denoted by uj. Here, j is 

incremented by one with increasing amplitude, and the maximum j corresponds to        

(2(U-2)/2 -1). U denotes the number of bits transmitted by a symbol, e.g. U = 12 for 4096 

NUQAM and 4096 QAM. 

The DT algorithm in [102] requires only one Euclidean distance in the I (Q) component 

to calculate the LLR for each bit regardless of the number of signal points in the 

constellation. Therefore, the computational complexity is greatly decreased especially in 

high-order modulation. These approximations correspond to calculating the LLR as the 

distance of the received equalized signal yI from the nearest partition boundary. In the 

case of 64 QAM, the decision thresholds Dk are shown in Figure 4.3. The nearest Dk from 

the received symbol yI is chosen as the reference boundary for the distance calculation. 

 

Figure 4.2 Bit allocation of gray-labeled QAM.  

 

 

Figure 4.3 Decision threshold for 64 QAM 

 



4.1  Low-Complexity Demapping 

74 

 

In a conventional QAM, the amplitudes {u0, u1, u2, and u3} are equally spaced, and the 

values {1, 3, 5, and 7} are specified for the amplitudes before normalization [104]. In this 

case, the LLRs for the I component can be described as below. 

λ(𝑏0|𝑦𝐼) = −
2

𝜎𝐼
2
[𝑦𝐼] (4. 3) 

λ(𝑏2|𝑦𝐼) = −
2

𝜎𝐼
2
[|𝑦𝐼| − 4] (4. 4) 

λ(𝑏4|𝑦𝐼) = −
2

𝜎𝐼
2 [||𝑦𝐼| − 4| − 2] (4. 5) 

In this thesis we generalized the formula of the DT algorithm for NUQAMs as: 

𝜆′(𝑏𝑘|𝑦𝐼) = −
(𝑢𝑎 − 𝑢𝑏)

𝜎𝐼
2 {|𝑦𝐼| −

(𝑢𝑎 + 𝑢𝑏)

2
} (−1)𝑐, 

for  𝑘 = 0,2,4,6,8,⋯ 

𝑎 = (𝑐 − 1) ∗ 2
𝑈−𝑘

2 + 2
(𝑈−2)−𝑘

2  

𝑏 = 𝑎 − 1 

𝑐 = (𝑑 div 2
𝑈−𝑘

2 ) + 1 

𝑑 =  arg min
𝑛

|𝑦𝐼 − 𝑢𝑛| (4. 6) 

where λ' denotes the value of LLR calculated by DT demapper, d denotes the index of the 

nearest PAM amplitude from yI, and “div” denotes the operation of calculating the 

quotient. Equation (4.7)  shows example of the formula for k=0 and 2. Figure 4.4 

illustrates an example of the index d, in which d = 2, indicating that u2 is the nearest 

amplitude from the received symbol yI. 

 

 

 

Figure 4.4 Index d of nearest PAM amplitude. 
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𝜆′(𝑏0|𝑦𝐼) = −
2𝑢0

𝜎𝐼
2

[𝑦𝐼] 

𝜆′(𝑏2|𝑦𝐼) = −
(𝑢𝑎 − 𝑢𝑏)

𝜎𝐼
2 {|𝑦𝐼| −

(𝑢𝑎 + 𝑢𝑏)

2
} 

𝑎 = (2
𝑈−4

2 )  div 2 

𝑏 = 𝑎 − 1 (4. 7) 

4.1.2. Demapping Evaluation 

By using the 1D ML and DT demappers described before, we conducted computer 

simulations with 15 MIMO channel snapshots captured in an urban area [105]. The block 

diagram of the simulations is illustrated in Figure 2.9. The transmission parameters are 

shown in Table 4.1. We used the NUQAMs and QAMs in a dual-polarized MIMO-

OFDM scheme and evaluated the transmission performances. We measured the BER 

characteristics and evaluated the required CNR. The BER was measured before BCH 

decoding.  

Table 4.1 Transmission parameters for demapping evaluation. 

FFT size 32 k 

Number of radiated carriers 22465 

Signal bandwidth 5.57 MHz 

Carrier modulation scheme 

16 QAM/NUQAM 
64 QAM/NUQAM 

256 QAM/NUQAM 

1024 QAM/NUQAM 
4096 QAM/NUQAM 

Guard interval duration 126 s (Guard interval ratio: 1/32) 

FEC 

LDPC Code 

- code length: 64800 
- code rate R: 3/4 

MIMO detection Zero forcing 

Pilot signal ratio 
SP/CP: 4.2% 

TMCC/LLch: 1.0% 

 

  

(a) Line-of-sight (MIMO channel index 2)              (b) Non-line-of-sight (MIMO channel index 10) 

Figure 4.5 MIMO channel snapshots captured in urban area. 
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Figure 4.5 shows examples of MIMO channels used in the simulations captured at 

LOS and NLOS reception points. In this figure, “VH” means the channel frequency 

response from the vertically polarized (V) transmit antenna to the horizontally polarized 

(H) receive antenna. Three snapshots were captured at the LOS receiving point, and the 

remaining 12 were captured at the NLOS receiving point which was shadowed by 

buildings. 

Figure 4.6 (a) shows the required CNRs of 4096 QAM using 1D ML and DT 

demappers by simulations. The required CNRs averaging the performance of 15 MIMO 

channels were 32.41 dB and 33.14 dB on average for ML and DT demappers, respectively. 

The degradation in the DT demapper from the ML demapper was 0.73 dB. Figure 4.6 (b) 

shows the results of 4096 NUQAM. The average required CNRs were 31.50 dB and 31.85 

dB for ML and DT demappers, respectively; thus, the degradation was 0.35 dB. The 

simulation results confirm that the DT demapper slightly deteriorated the required CNR 

from the ML demapper in both QAM and NUQAM in all MIMO channels.  

   

(a) 4096 QAM                                                                 (b) 4096 NUQAM 

Figure 4.6 Required CNR for ML and DT demappers with 15 MIMO channel snapshots. 

 

 

Figure 4.7 Degradation in required CNR in DT demapper from ML demapper for each bit/symbol 
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Figure 4.7 shows the degradation in the DT demapper from the ML demapper for each 

bit/symbol based on the average of the 15 MIMO channels by simulations. This result 

shows that the degradation in the required CNR of NUQAM became smaller than that of 

QAM for the number of signal points M=4096.  

We clipped the absolute value of LLR, λ and λ', to 10 considering hardware 

implementation and examined the error values of LLRs from the ML demapper. Figure 

4.8 shows the average error value |λ-λ'| of each bit transmitted on a single OFDM symbol 

in an AWGN channel, in MIMO channel index 2 (LOS), and in index 10 (NLOS) with 

the CNR being 30 dB. These graphs indicate that the errors tended to increase according 

to the channel distortion in both NUQAM and QAM, but the error value became smaller 

in NUQAM compared with QAM. We considered that the errors in LLRs caused by 

approximation became smaller in NUQAMs; consequently, the degradation in the 

required CNR also became smaller for 4096 NUQAM in Figure 4.8. 

4.2. MIMO Precoding 

This section focuses on the performance evaluation of the MIMO precoding in ATSC 

3.0 using physical layer simulations considering cross-polarized 2×2 MIMO reception 

conditions, e.g. PI in horizontal and vertical polarization and XPD of the reception 

antennas.  

The MIMO precoding performance is evaluated with physical layer simulations in 

three steps; the PI in horizontal and vertical polarization, the XPD of the reception 

antennas, and realistic channel conditions using MIMO channel responses captured in 

field measurements in an urban area. 

  

(a) 4096 QAM                                                           (b) 4096 NUQAM 

Figure 4.8 Error values of LLRs in DT demapper from ML demapper for each bit 
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4.2.1. Precoding Schemes 

The MIMO precoding scheme in ATSC 3.0 is depicted in Figure 4.9. MIMO precoding 

acts on a pair of input constellation symbols (X2i, X2i+1) and creates a pair of output 

constellation symbols (S2i, S2i+1), where 𝑖 is the index of the cell pair within the FEC Block. 

Each precoding block can be activated independently and it is possible to configure more 

than one precoding blocks together. 

A. Stream Combining 

The SC consists of a combination of the pair of input constellation symbols based on 

a rotation matrix with angle 𝜓. The SC is available only for lower modulation order with 

higher code rate, i.e. QPSK with 6/15 to 13/15 and 16QAM with 11/15 to 13/15 in 

ATSC3.0 specification. 

B. IQ Polarization Interleaving 

The IQPI is simply a switching interleaving operation, such that the output cells consist 

of the real (In-phase) component of one input symbol and the imaginary (Quadrature) 

component of the other input symbol. 

C. Phase Hopping 

The PH consists of a phase rotation of the symbols of the second transmit antenna. The 

PH is the same process as that in DVB-NGH [31], i.e. the phase rotation is initialized to 

0 radians at the beginning of each FEC Block and is incremented by 2π/9 for every cell 

pair. 

4.2.2. Precoding Evaluation 

The performance of MIMO precoding is evaluated by physical layer simulations in 

which the transmitter complies with the ATSC 3.0 specification. Ideal channel estimation 

and ideal noise estimation are assumed at the receiver. The different MIMO precoding 

configurations are compared in terms of BER after BCH decoding. This thesis focuses on 

the performance evaluation of each MIMO precoding block separately to analyze 

fundamental characteristics of each precoding scheme considering cross-polarized 2×2 

  

Figure 4.9 MIMO precoding block diagram in ATSC 3.0 
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MIMO reception conditions. Several modulation and coding schemes have been 

evaluated with each MIMO precoding scheme. In the selection of simulation parameters, 

lower modulation and higher code rate were selected to be available for SC, IQPI and PH. 

The transmission parameters for simulations are shown in Table 4.3. The performance is 

evaluated with MLD with long LDPC codes (64k) standardized in ATSC 3.0 [20]. Note 

that the SNR is defined as the ratio of the total carrier power (antenna #1 and #2) to the 

noise power at each receiver (either antenna #1 or #2) in Section 4.2 due to the simulator 

constraints, and the SNR is not consistent with the SNR definition shown in 2.3.1. The 

required SNR is defined as the SNR to achieve BER =1×10-4 in this Section. The 

precoding gain is evaluated in three steps as follows. 

A. Power Imbalance 

The influence of received PI in horizontal and vertical polarization in fixed reception 

scenario has been considered. The PI channel is modeled using one configuration 

parameter p, which gives the difference between the received signal powers in dB for 

Table 4.2 Power imbalance measured in 15 MIMO channel snapshots 

Measurement Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Power Imbalance [dB] 1.3 3.2 1.4 3.3 0.2 2.4 4.8 1.0 3.3 4.6 0.6 0.8 1.1 0.2 0.5 

 

Table 4.3 Transmission parameters for precoding evaluation 

FFT size 16 k 

Number of carriers 13825 

Signal bandwidth 5.832 MHz 

GI pattern 
GI5_1024 

(GI ratio: 1/16, GI length: 148 s) 

 

 

Figure 4.10 MIMO channel snapshots captured in urban area (MIMO channel index 7). 
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horizontal and vertical polarization as explained in 2.3.2. It is assumed that the XPD is 

infinite as an ideal case. 

Figure 4.11 shows BER performance for each MIMO precoding in an PI channel of   

p = 6 dB with QPSK and code rate R = 13/15. The BER performance is evaluated 

activating only one precoding block to confirm each precoding gain. The rotation angles 

standardized in ATSC 3.0 are used for the evaluation. This result shows that only SC 

introduces gain in the PI channel. It is considered that SC is beneficial in PI channel by 

spreading the information of the input symbols into the output symbols. This result is 

aligned with an evaluation result in a power imbalanced mobile channels as shown in a 

previous study [105]. 

The MIMO precoding gain in the required SNR obtained for the PI parameter p was 

evaluated with QPSK and code rate R = 13/15. The simulation result is shown in Figure 

 

Figure 4.11 BER performance in PI channel p = 6 dB. (QPSK, R=13/15) 

 

Figure 4.12 MIMO precoding gain in PI channel (QPSK, R=13/15). 
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4.12. This result showed that the gain obtained by SC increases as the PI increases and 

that IQPI and PH provide no gain with QPSK and code rate R = 13/15 in PI channel. 

The MIMO precoding gains with other modulation and code rate for p = 6 and 10 dB 

are shown in Figure 4.13. As extremely high PI scenarios, the gains for p = 15 and 20 dB 

are also evaluated in Figure 4.14. These results showed that SC provides a significant 

gain for lower modulation with higher code rate. It was confirmed that IQPI introduces 

some gains with lower code rate especially in extreme PI conditions. The higher PI values 

enhance the SNR gains for both SC and IQPI. 

B. Cross Polarization Discrimination 

The influence of XPD of the receiving antennas in fixed reception scenario was 

evaluated in the cross polarized channel 2.3.3. The XPD defines a crosstalk between 

horizontally and vertically polarized antenna at the receiver using one configuration 

parameter x, which is the ratio of the co-polar component of the specified polarization 

 

Figure 4.13 MIMO precoding gain in PI channel (p = 6 and 10 dB). 

 

Figure 4.14 MIMO precoding gain in PI channel (p = 15 and 20 dB). 
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compared to the orthogonal cross-polar component between both received signal powers 

in dB as shown in 2.3.3. 

The MIMO precoding gain obtained for the XPD parameter x with QPSK and code 

rate R = 13/15 is shown in Figure 4.15. This result showed that the gain obtained by PH 

increases as the XPD decreases and that SC and IQPI provide almost no gain with QPSK 

 

Figure 4.15 MIMO precoding gain for XPD (QPSK, R=13/15). 

 

Figure 4.16 MIMO precoding gain for XPD (x =1 and 3 dB). 

 

Figure 4.17 MIMO precoding gain for XPD (x = 6 and 10 dB). 
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and code rate R = 13/15. It is considered that PH is beneficial with lower XPD receiving 

antennas by reducing the correlation of the transmission paths in the CFR matrix. 

The MIMO precoding gains with other modulation and code rate for x = 1 and 3 dB as 

extremely low XPD scenarios are shown in Figure 4.16. This result showed that PH 

provides some gains especially for lower modulations and higher code rates. It was 

confirmed that SC introduced some gains for some modulations and code rates and that 

IQPI provides no gain. The lower XPD values enhance the SNR gains for both PH and 

SC. It should be noted that the gains become negligible with practical XPD values for 

fixed reception such as x = 6 and 10 dB as shown in Figure 4.17. 

C. MIMO Channel Snapshots 

The potential gain introduced by the MIMO precoding in a practical reception scenario 

has been evaluated. The MIMO precoding gain was evaluated using 15 MIMO channel 

samples captured in a field experiment in Tokyo [106]. The PI measured at the 15 

reception points is listed in Table 4.2. One example of CFR matrix of measurement 

 

Figure 4.18 MIMO precoding gain for snapshots (QPSK, R=13/15). 

 

Figure 4.19 MIMO precoding gain for snapshots (average gain for 15 snapshots). 
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number 7 is depicted in Figure 4.10. The MIMO channel snapshots were captured using 

a cross-polar receive antenna whose XPD is greater than 20 dB.  

Figure 4.18 shows the precoding gain obtained in a practical evaluation using the 

MIMO channel snapshots with QPSK and code rate R = 13/15. The result shows that the 

gain is obtained only with SC and that IQPI and PH provide no gain.  

Figure 4.19 shows the average gains obtained for 15 snapshots with other modulation 

and code rate. The average value in dB is calculated as a mean of 15 gains in dB. The 

results showed that SC provided gains for QPSK with higher code rate. IQPI and PH 

introduced no gain. It is considered that the maximum PI measured in the snapshots was 

4.8 dB, thus the gain obtained with IQPI was negligibly small. Additionally, the XPD 

value of the receiving antenna used in the MIMO channel measurements was greater than 

20 dB, therefore no gain was obtained by PH. 

4.3. Space Time Coding based SFN 

To ensure an adequate link budget for a next-generation terrestrial network especially 

when using MIMO, two experimental stations were installed in the Hitoyoshi area of 

Kumamoto, Japan. We carried out 8K terrestrial transmission (91 Mbps) over a distance 

of 27 km on a single UHF band channel (6 MHz bandwidth) with a 22 MIMO system 

[36]. We conducted 8K-UHDTV SFN field experiments using two transmission stations. 

The conventional SFN is defined as two geographically distributed stations sending the 

same signals synchronously using the same frequency. When the two signals are received 

at about the same strength in the conventional SFN, deep nulls would occur on the 

received spectrum, and the reception quality would be deteriorated. This problem is 

caused by an erasure effect, the so-called 0-dB echo effect. The study of the erasure effect 

in the single polar system has been verified by the previous works [107],[108],[109]. 

To prevent deterioration of the transmission performance in 22 MIMO transmission, 

we investigated a 2×2 MIMO STC-SFN system. In field experiment, the STC method 

was employed to improve the reliability of high data rate transmission. In this section, the 

results of the 2×2 MIMO field test using advanced SFN technology is reported. 

4.3.1. Space Time Coding Schemes 

Figure 4.20 shows the outline of a 2  2 MIMO STC-SFN system formed by two 

experimental stations, namely, the Hitoyoshi and Mizukami stations. The distance 
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between the two stations is 38 km. Both stations use dual-polarized SM MIMO. The 

Mizukami station was connected to the Hitoyoshi station by a transmitter-to-transmitter 

link (TTL) in the super high frequency (SHF) band. 

In this field experiment, the intermediate frequency TTL (IF-TTL) method was used 

to transmit an OFDM signal from the Hitoyoshi station to the Mizukami station. The 

transmission frequencies of the two stations were precisely synchronized by rubidium 

(Rb) oscillator with a global positioning system (GPS) as a backup. 

The 22 MIMO STC-SFN system used in this SFN field experiment employed STC 

technology as a new feature. The Hitoyoshi station transmitted a 91 Mbit/s 8K-UHDTV 

signal in a 6 MHz bandwidth UHF channel (channel number 46 in Japan), and the 

Mizukami station also transmitted using the same channel. 

The 22 MIMO STC-SFN system was developed for this experiment as shown in 

Figure 4.21. The transmission system can be modeled as 

[
𝑦1

𝑦2
] = [

ℎ11 ℎ12

ℎ21 ℎ22

ℎ13 ℎ14

ℎ23 ℎ24
] [

𝑥1

𝑥2

𝑥3

𝑥4

] + [
𝑤1

𝑤2
] (4. 8) 

where the transmitting carrier symbols are denoted as x1, x2, x3 and x4, and the receiving 

carrier symbols as y1 and y2. h is the channel frequency response estimated by pilot 

symbols, and hij is the component corresponding to the ith receive antenna and jth transmit 

antenna. Here, x1 and x2 are the transmitted symbols from main station, and x3 and x4 the 

 

Figure 4.20 Outline of 22 MIMO STC-SFN transmission system 
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transmitted symbols from SFN station. STC is a method of encoding carrier symbols. An 

STBC [28] is applied for the carrier symbols by pairing transmit antennas of the same 

polarization at the two transmission stations as shown in Figure 4.22. The STC scheme 

can be described as: 

[
𝑦1(𝑡)

𝑦2(𝑡)
] = [

ℎ11(𝑡) ℎ12(𝑡)

ℎ21(𝑡) ℎ22(𝑡)
ℎ13(𝑡) ℎ14(𝑡)

ℎ23(𝑡) ℎ24(𝑡)
] [

𝑠1

𝑠2

−𝑠3
∗

𝑠4
∗

] + [
𝑤1(𝑡)

𝑤2(𝑡)
] (4. 9) 

[
𝑦1(𝑡 + 1)

𝑦2(𝑡 + 1)
] = [

ℎ11(𝑡 + 1) ℎ12(𝑡 + 1)

ℎ21(𝑡 + 1) ℎ22(𝑡 + 1)
ℎ13(𝑡 + 1) ℎ14(𝑡 + 1)

ℎ23(𝑡 + 1) ℎ24(𝑡 + 1)
] [

𝑠3

𝑠4

𝑠1
∗

−𝑠2
∗

] + [
𝑤1(𝑡 + 1)

𝑤2(𝑡 + 1)
] (4. 10) 

[
 
 
 

𝑦1(𝑡)

𝑦2(𝑡)

𝑦1
∗(𝑡 + 1)

𝑦2
∗(𝑡 + 1)]

 
 
 

=

[
 
 
 

ℎ11(𝑡) ℎ12(𝑡) ℎ13(𝑡) ℎ14(𝑡)

ℎ21(𝑡) ℎ22(𝑡) ℎ23(𝑡) ℎ24(𝑡)

ℎ13
∗(𝑡 + 1) −ℎ14

∗(𝑡 + 1) −ℎ11
∗(𝑡 + 1) ℎ12

∗(𝑡 + 1)

ℎ23
∗(𝑡 + 1) −ℎ24

∗(𝑡 + 1) −ℎ21
∗(𝑡 + 1) ℎ22

∗(𝑡 + 1)]
 
 
 

[

𝑠1

𝑠2

−𝑠3
∗

𝑠4
∗

] +

[
 
 
 

𝑤1(𝑡)

𝑤2(𝑡)

𝑤1
∗(𝑡 + 1)

𝑤2
∗(𝑡 + 1)]

 
 
 
(4. 11) 

 

Figure 4.21 Space Time Coding scheme 

 

Figure 4.22 Transmission model of 2×2 MIMO STC-SFN 
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where s is a carrier symbol of a constellation with a complex value, and * means the 

complex conjugate. The transmitted symbols s1, s2, s3 and s4 are encoded, s1, s2, -s3
*

 and 

s4
* are transmitted in time t, and s3, s4, s1

*
 and -s2

* are then transmitted in time t+1, from 

each antenna. At the receiver side, the transmitted symbols s1, s2, s3 and s4 are obtained 

by decoding the received four symbols y1(t), y2(t), y1(t+1) and y2(t+1), which are received 

at two discrete times. 

Figure 4.23 shows the block diagram of the 22 MIMO STC-SFN system modulator 

and demodulator used in this field trial. To adjust the time delay between two transmission 

waves, Intermediate Frequency (IF) delay adjustment equipment with a range of 0.1 µs - 

10 ms was installed at both stations as shown in Figure 4.23. In the field tests, the ZF 

algorithm, which has less complexity than other algorithms (e.g., MMSE or MLD) at 

MIMO, is applied to (4.11)(4.11) because in the case of using higher-order modulation 

(e.g., 4096QAM per transmit antenna), the complexity of MLD algorithm is large, and it 

is difficult to implement on real hardware. 

Figure 4.24 shows the SP patterns of the 22 MIMO STC-SFN system. To estimate 

the channel responses from each transmit antenna to each receiving antenna, four 

orthogonal SP schemes, which are a hybrid of WH and NP encoding schemes [110],  were 

adopted. Note that four orthogonal SP schemes can be designed only with WH encoding 

 

Figure 4.23 Block diagram of 2×2 MIMO STC-SFN system 
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[111], but the accuracy of the channel estimation deteriorates in a doppler channel as 

shown in 3.3. 

4.3.2. Space Time Coding Evaluation 

Table 4.4 shows the parameters for MIMO transmission and the specifications of the 

Hitoyoshi and Mizukami stations are shown in Table 2.11. Figure 4.25 shows the 

equipment installed in each station. The transmit antennas at Hitoyoshi and Mizukami 

have the same characteristics. 

To compare the differences between 22 MIMO STC-SFN system and conventional 

SFN system, transmission performances were measured at three points (Points A, B, and 

C in Figure 4.26) within the area of overlap covered by both the Hitoyoshi and the 

Mizukami stations. Here, LOS stands for line of sight and NLOS stands for non-line of 

sight. Before measurement, the transmission power and time delay at both stations was 

adjusted for evaluation under identical conditions. The power ratios of the main and SFN 

waves were adjusted to 6 dB and the time delay between the main and SFN waves to 2 

µs at the receiver inputs at each test point. The power of each wave was defined as the 

average of the horizontal and vertical waves. 

 

Figure 4.24 Scattered pilot patterns for 2×2 MIMO STC-SFN system 
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Figure 4.27 plots the reception powers required for both 22 MIMO STC-SFN and 

conventional SFN at all three reception points. The required power in non SFN 

environment, i.e., single station, is used as a reference. This Figure clearly shows that the 

null is much shallower in the spectrum of 22 MIMO STC-SFN than in conventional 

SFN. Furthermore, the required power for 22 MIMO STC-SFN is 3 dB superior to that 

Table 4.4 Transmission parameters for space time coding field test 

Modulation scheme OFDM 

Occupied bandwidth 5.57 MHz 

Carrier modulation 4096-QAM 

FFT size (number of radiated carriers) 32K (22,465) 

Guard interval ratio (guard interval duration) 1/32 (126 μs) 

Error-correcting code Inner code: LDPC, coding rate R = 3/4 

Outer code: BCH 

Transmission capacity 91.8 Mbit/s 

 

 

Figure 4.25 Equipment of MIMO experimental stations 

 

Figure 4.26 Measuring points for Space Time Coding Evaluation 

 

 

Main wave is LOS 
SFN wave is LOS, but including multi-pass delay wave 

Main wave is NLOS. SFN wave is LOS. 

Main wave and SFN wave are LOS. 
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of the conventional SFN. This decreased null in the spectrum and the improvement of 

required power are clear outcomes of the application of STC technology to SFN. 

Figure 4.28 shows the required CNR of main wave measured in laboratory test. When 

the DUR is 6 dB, STC-SFN improves the required CNR, whereas conventional SFN 

degrades it. The required CNR difference between STC-SFN and conventional SFN is 

about 3 dB for DUR=6 dB, which is consistent with the results of the field experiments. 

 

Figure 4.27 Comparison of 2×2 MIMO STC-SFN with conventional SFN in field trial 

 

Figure 4.28 Comparison of 2×2 MIMO STC-SFN with conventional SFN in laboratory test 
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4.4. Conclusions 

In Section 4.1, we applied a simplified demapping algorithm to NUQAMs and 

evaluated the transmission performance in a MIMO-OFDM transmission scheme. We 

conducted simulations to verify the degradation in the transmission performance using 

MIMO channel response actually captured in an urban area. The simulation results 

indicate that the simplified demapping algorithm mitigated the degradation in the required 

CNR by not more than 0.4 dB when using the 4096 NUQAM, which has the advantage 

that the simplified demapper greatly reduces the complexity in high-order modulation. 

Section 4.2 compares the three MIMO precoding components adopted in ATSC 3.0: 

Stream Combining, IQ Polarization Interleaving and Phase Hopping. The precoding 

performances have been compared in terms of power imbalance between horizontal and 

vertical polarization, cross polarization discrimination and practically captured MIMO 

channels using physical layer simulations. The results showed that Stream Combining 

introduced much gain in a practical static reception scenario with lower modulation and 

higher code rate. However, IQ Polarization Interleaving and Phase Hopping don’t provide 

any gains. It was confirmed that IQ Polarization Interleaving provides gain only in an 

extremely high power imbalance channel. Phase Hopping is beneficial with extremely 

lower XPD reception antennas.  

In Section 4.3, 4×2 MIMO field tests using two experimental stations composed of an 

STC-SFN were conducted in Hitoyoshi city, Kumamoto, Japan. We compared two SFN 

schemes: STC-SFN and conventional SFN without coding. The results confirmed that the 

required received power of STC-SFN is 3 dB better than that of the conventional SFN 

when the power ratio of the main wave and the SFN wave is 6 dB. 



4.4  Conclusions 

92 

 

  



Chapter 5  Broadcast MIMO Practical Gain and Channel Modeling 

93 

 

Chapter 5 Broadcast MIMO Practical Gain and 

Channel Modeling 

In this chapter, the transmission performance was evaluated using a prototype 

advanced ISDB-T system in laboratory experiments and large-scale field experiments in 

central Tokyo and Osaka. The required received power improvement when MIMO is 

introduced to enhance transmission robustness was verified. Alternatively, the 

transmission capacity enhancement by introducing MIMO for the same robustness as 

SISO was also evaluated. It is clarified that the amount of degradation in the required 

received power for MIMO is higher than that for SISO with several MODCOD having 

different levels of robustness. Simple 8-tap fixed rooftop reception MIMO channel 

models are generated from 101 snapshots captured in Osaka. With the generated models, 

we evaluated the MIMO gain over SISO in fixed reception environment by physical layer 

simulation. 

5.1. Evaluation in Tokyo area 

This section describes the performance comparison between MIMO and SISO in real 

reception environment. Measurements were carried out in three steps: advance 

verification in laboratory, field experiments, and follow-up verification in laboratory. In 

field experiments, BER measurement results could be affected by several factors, such as 

fluctuation in the electric field strength, movement of the vehicles passing by the 

measurement vehicle, and man-made noise occurring at the time of each measurement. 

To remove those influences on the evaluation results, we evaluated the required CNR in 

the follow-up verification in laboratory by using the MIMO channel snapshots captured 

in the field experiments. The detailed methodologies are described in Section 2.6 and 

Section 2.7. 

The experiments were conducted with a single SISO transmission configuration and 

three MIMO configuration sets for the advanced ISDB-T system, as summarized in Table 

5.1. The SISO parameters are a reference and assumed to have the same robustness as the 

operational parameters of the current DTT system, ISDB-T, for fixed reception in Japan 
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(64 QAM, code rate = 3/4). The required CNR of the operation parameters of ISDB-T is 

about 20 dB. In the advanced ISDB-T, when 31 out of all 35 segments are used for 

UHDTV transmission, the transmission capacity reaches 26.1 Mbps. MIMO parameter 

set No. 1 (scenario 1) introduces MIMO with the same transmission capacity as the 

reference SISO configuration. We evaluated how the required received power improves 

compared with SISO. MIMO parameter set No. 2 (scenario 2) introduces MIMO with the 

same robustness as the reference SISO configuration. We evaluated how the required 

received power varies when the transmission capacity is doubled compared with SISO. 

The last parameter set No. 3 (scenario 3) introduces MIMO to greatly increase the 

capacity to provide 8K program assuming a bit rate of around 60 Mbps with VVC. The 

required CNR or the required received power was defined as the minimum CNR or the 

minimum received power at which the value of the BER before error correction of the 

Table 5.1 Parameter sets for experiments. 

 Parameter set 

SISO 

(reference) 

MIMO 

No. 1 

(scenario 1) 

No. 2 

(scenario 2) 

No. 3 

(scenario 3) 

Occupied 

bandwidth 
Normal mode: 5.83 MHz 

Number  

of segments 

Normal mode: 35 

(31 segments used for fixed reception evaluation) 

FFT size 16,384 

Guard interval 

ratio (duration) 
800/16,384 (126 µsec) 

Scattered pilot 
ratio 

1/12 1/24 

Carrier 

modulation 

256QAM  

Non-uniform 

16QAM  

Non-uniform 

256QAM  

Non-uniform 

1024QAM  

Non-uniform 

Inner code rate 12/16 11/16 

System 
SISO 

(horizontal) 

MIMO 

(open-loop spatial multiplexing 2×2 cross-

polarized) 

Transmission 

capacity 
(31 segments) 

26.1 Mbps 26.1 Mbps 52.3 Mbps 62.8 Mbps 

 

 

Figure 5.1 Scattered pilots used for experiments. Dx=6, Dy=2 (left) and Dx=6, Dy=4 (right). For SISO (top) 

and MIMO (top for signal #1 and bottom for signal #2). 
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outer code (BCH code) is below 1×10-7 [91]. The number of observation bits was set to 

1×10+10, which corresponds to about 6 minutes in SISO, although the QEF condition of a 

digital television broadcasting signal means less than one uncorrected error event per hour 

[112]. 

Figure 5.1 illustrates the pilot signals used for the experiments. For SISO, the number 

of carriers between the scattered pilot bearing carriers (Dx) was set to 6, and the number 

of symbols between the scattered pilots in a single pilot bearing carrier (Dy) was set to 2, 

which is shown in Figure 5.1 (top, left). MIMO parameter sets No. 1 and 2 were 

configured to have the same scattered pilots as SISO for output signal #1 and sign inverted 

scattered pilots for output signal #2, which are shown in Figure 5.1 (top, left) and (bottom, 

left), respectively. For MIMO parameter set No. 3, Dx = 6 and Dy = 4, shown in Figure 

5.1 (right), were selected to increase the transmission capacity. 

5.1.1. Advance Verification in Laboratory 

We evaluated the required CNR of each parameter set shown in Table 5.1 in an AWGN 

channel for the SISO/MIMO configuration in laboratory experiments. In preliminary 

MIMO field trials, a difference in electric field strength between the horizontally and 

vertically polarized waves was observed [113]. The required CNR with a specific 

 

Figure 5.2 BER characteristics in ideal AWGN channel in laboratory experiments. 

 

Table 5.2 Required CNR in advance verification in laboratory experiments. 

 Parameter set 

SISO 

(reference) 

MIMO 

No. 1 

(scenario 1) 

No. 2 

(scenario 2) 

No. 3 

(scenario 3) 

Required CNR 
in AWGN  

channel 

21.1 dB 11.5 dB 21.1 dB 23.7 dB 
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difference between the CNR values for the horizontally and vertically polarized waves 

was also evaluated for the MIMO parameter sets. 

Figure 5.2 shows the BER characteristics for each parameter set in an ideal AWGN 

channel measured in laboratory. The required CNR values are summarized in Table 5.2. 

It was confirmed that the difference in the required CNR compared with SISO were -9.6 

dB, 0 dB, and +2.6 dB for MIMO parameter sets No. 1, 2, and 3, respectively. 

Figure 5.3 shows the average value of the required CNRs between input signals #1 and 

#2 to the demodulator in Figure 2.11 with a specific difference between the CNR values 

for signals #1 and #2 for all MIMO parameter sets. The results showed that the required 

CNRs gradually degraded as the difference between each CNR increased. The 

 

Figure 5.3 Required CNR with difference between CNR values for signals #1 and #2 in laboratory 

experiments. 

 

Figure 5.4 Location of experimental test station and reception points in Tokyo 
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degradation was below 1 dB compared with the ideal condition (0 dB difference in CNR) 

when the difference was less than 3 dB.  

5.1.2. Field Experiments 

The location of the transmitting station is shown in Figure 5.4. The contour, indicated 

by a red line, corresponds to the service area for the current DTTB system, ISDB-T, with 

an electric field strength of 60 dBμV/m. We selected 28 reception points within the 

contour, and the required received power was measured. For follow-up verification, a 

MIMO channel snapshot was captured at each point. 

 

Figure 5.5 Field strength measured in field experiments in Tokyo. 

 

Figure 5.6 Distribution of field strength of horizontal and vertical polarization in field experiments in 

Tokyo. 
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A. Field Strength 

Figure 5.5 shows the measurement results of the field strength of the horizontally and 

vertically polarized waves at 28 points. The values of the horizontal wave (solid blue 

circles in Figure 5.5) were measured with the horizontal element of the receiving antenna 

while transmitting the radio wave from only Tx 1 (horizontally polarized antenna). 

Likewise, the values of the vertical wave (red circles in Figure 5.5) were observed by 

emitting the signal from only Tx 2 (vertically polarized antenna). As shown in Figure 5.5, 

the results of the field strength measured within 20 km of the transmission distance were 

lower than the calculated values with a prediction model for rural areas [114], and those 

closer points were objectively in urban areas. The field strength for the reception points 

located beyond a 20-km transmission distance were distributed along with or higher than 

the values predicted for rural areas, and those points were in rural areas. 

Figure 5.6 shows the distribution of the field strengths of the horizontally and vertically 

polarized waves at the 28 points. As shown, the strengths of both waves were almost 

equally distributed. The transmission facility was designed so that the effective radiation 

power (E.R.P) of the experimental test station had the same value for both the horizontally 

and vertically polarized waves. 

Figure 5.7 shows the distribution of the difference in field strength obtained by 

subtracting the field strength of the horizontally polarized wave from that of the vertically 

polarized wave. That is, when the difference in the field strength is a positive value, it 

meant that the vertical field strength was high. The maximum difference was 7.5 dB, at 

which the value of vertical polarization was higher than that of horizontal polarization. 

The results showed that the difference was independent of the transmission distance, and 

the field strength of vertical polarization tended to be higher than that of horizontal 

polarization. The reason the vertically polarized waves were high in the field experiments 

was due to the difference in the propagation path. It has been mentioned that one 

advantage of using horizontal polarization is that undesired polarization is not received 

because of the greater directivity obtainable at the receive antenna at UHF [93], which 

reduces the effect of reflected waves, particularly in urban areas. The experimental results 

shown in this subsection align with this description; however, the number of samples 

(reception points) was limited, so detailed analysis with a higher number of samples is 

needed to analyze the propagation for each polarization. 
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Figure 5.8 shows the cumulative probability of the absolute value of the difference in 

field strength between horizontal and vertical polarization. As shown, the 50-percentile 

absolute difference in the field strength observed was about 2.5 dB. It can be concluded 

that when introducing dual-polarized MIMO, a difference in received power is 

unavoidable. The transmitter power can be increased in one of the polarizations to 

compensate for this difference. However, it is impossible to compensate for the 

differences for all receivers since the difference in the electric field strength differs 

depending on the reception environment. 

B. Required Received Power for QEF 

Next, we compared the required received power of the SISO and MIMO parameter 

sets. Figure 5.9 shows the results of plotting the required received power of SISO and 

MIMO at the 28 reception points against the transmission capacity. The results showed 

that the plots of MIMO were widely distributed compared with SISO.  

 

Figure 5.7 Difference in field strength between horizontal and vertical polarization (vertical minus 

horizontal) in field experiments in Tokyo. 

 

Figure 5.8 Cumulative probability of absolute value of difference in field strength between horizontal and 

vertical in field experiments in Tokyo. 
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Table 5.3 summarizes the values of the required received power obtained in the field 

experiments. The methodologies are described in Section 2.7. Theoretical values were 

also calculated based on the required CNRs measured in the laboratory test results in 

Table 5.2 assuming a noise power of -104.5 dBm at the LNAs as based on the noise figure 

of 1.8 dB specified in the LNA product data sheet. The required received power in an 

ideal AWGN channel for the experimental equipment measured in the laboratory is 

shown as a reference. It was considered that the difference of 0.2 dB observed in the 

laboratory tests between SISO and MIMO parameter set No. 2 was introduced due to an 

individual difference of the noise figure characteristics at the LNAs used. The minimum, 

median, and maximum values of the required received power are shown for comparison.  

Table 5.4 shows the degradation in the required received power measured in the field 

experiments compared with the laboratory results. As shown, the median value of the 

deterioration in SISO was 0.8 dB. In MIMO parameter sets No. 1, 2, and 3, the median 

values were 1.0, 1.1, and 1.1 dB, confirming that MIMO did not experience a significant 

increase in required received power at the median compared with SISO. It should be noted 

that the maximum degradation in SISO was 1.7 dB, while the maximum degradations 

were 3.9, 2.8, and 3.0 dB for MIMO parameters sets No. 1, 2, and 3. That is, the 

degradation can increase in MIMO transmission in the worst case. Since it is assumed 

that there is no difference in urban noise (man-made noise) regarding polarization, the 

degradation in the MIMO system performance could have been influenced by urban 

buildings or terrain that caused a difference in reflection characteristics related to 

polarization. 

 

Figure 5.9 Distribution of required received power at 28 reception points. 
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Table 5.3 Required received power measured in field experiments in Tokyo. 

 

 
SISO 

(256QAM, 

12/16) 

MIMO 

No. 1 

(64QAM, 

12/16) 

No. 2 

(256QAM, 

12/16) 

No. 3 

(1024QAM, 

11/16) 

Theoretical [dBm] -83.4 -93.0 -83.4 -80.8 

Laboratory [dBm] -82.9 -92.4 -83.1 -80.5 

Field 

[dBm] 

Minimum -82.8 -92.2 -83.0 -80.2 

Median  -82.1 -91.4 -82.0 -79.4 

Maximum -81.2 -88.5 -80.3 -77.5 

 

Table 5.4 Degradation in required received power measured in field experiments in Tokyo compared with 

laboratory results. 

 

 
SISO 

(256QAM, 

12/16) 

MIMO 

No. 1 

(64QAM, 

12/16) 

No. 2 

(256QAM, 

12/16) 

No. 3 

(1024QAM, 

11/16) 

Field 

[dB] 

Minimum 0.1 0.2 0.1 0.3 

Median  0.8 1.0 1.1 1.1 

Maximum 1.7 3.9 2.8 3.0 
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Figure 5.10 compares the degradation in the required received power of SISO and 

MIMO in the field experiments. The degradations are calculated with the ideal values 

 

Figure 5.10 Comparison of degradation in required received power between SISO and MIMO in field 

experiments in Tokyo. 

 

Figure 5.11 Degradation in required received power from viewpoint of transmission distance in field 

experiments in Tokyo. 

 

Figure 5.12 Degradation in required received power from viewpoint of absolute value of difference in 

received power between horizontal and vertical polarization in field experiments in Tokyo. 
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obtained in laboratory experiments as a reference. As we can see, the required received 

powers were almost the same and distributed on the dotted line, which indicates the same 

degradation for SISO and MIMOs except for a few reception points. Figure 5.11 shows 

the degradation compared to the laboratory results in the required received power plotted 

against the transmission distance. The results showed that the degradation amount was 

independent of the transmission distance. Figure 5.12 shows the degradation compared 

to the laboratory results in the required received power versus the absolute value of the 

difference in received power between horizontal and vertical polarization. The results 

showed that the degradation in the required received power increased as the difference in 

the received power increased. Note that the difference in the received power was 

calculated on the basis of the received power measured for each polarization while 

transmitting horizontally and vertically polarized waves with Tx 1 and 2 simultaneously 

in the field experiments. 

Table 5.5 summarizes the differences in the required received power in the MIMO 

parameter sets compared with SISO, which were calculated by subtracting the required 

received power of SISO from the values of MIMO obtained in the field experiments as 

shown in Table 5.3. That is, when the difference in the received power was a positive 

value, it meant that MIMO requires a higher received power compared with SISO. The 

required power can be improved by at least 7.3 dB with MIMO parameter set No. 1, in 

which MIMO is introduced with the same transmission capacity as the reference SISO 

configuration. This demonstrated that by introducing MIMO, we can expect transmission 

to be robust in a real environment. It was confirmed that the required power is degraded 

compared to the laboratory results by at most 0.9 dB with MIMO parameter set No. 2, in 

which MIMO is introduced with the same carrier modulation and code rate as the 

reference SISO, doubling the transmission capacity. The required power is also 

deteriorated by at most 3.7 dB with MIMO parameter set No. 3, in which a transmission 

capacity of 62.8 Mbps is achieved for fixed reception assuming the provision of a VVC 

Table 5.5 Difference in required received power compared with SISO in field experiments in Tokyo (positive 

value means higher received power required) 

 

 

MIMO 

No. 1 

(64QAM, 

12/16) 

No. 2 

(256QAM, 

12/16) 

No. 3 

(1024QAM, 

11/16) 

Field 
[dB] 

Minimum -9.4 -0.2 +2.6 

Median  -9.3 +0.1 +2.7 

Maximum -7.3 +0.9 +3.7 
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encoded 8K program within a single 6-MHz channel. It is necessary to note that the 

MIMO gain (7.3 dB in robustness or greatly increased capacity) was obtained on the 

condition that the transmission power for MIMO is doubled compared with SISO. 

5.1.3. Follow-up Verification in Laboratory 

Figure 5.13 shows an example of the four CFRs of a snapshot in which we observed 

the highest difference in field strength between horizontally and vertically polarized 

waves in the field measurements. The reason for the difference, namely in the average 

value, was considered to be that the strength varied in the height direction due to the 

difference in the reflection characteristics. In the experiments, the receiving antenna 

height was fixed to 10 m above ground level, but it was observed that the values of the 

 

Figure 5.13 Example of MIMO channel frequency responses captured in field experiments in Tokyo 

 

Figure 5.14 Comparison of degradation in required CNR between SISO and MIMO for each MIMO 

channel snapshot compared with required CNR in AWGN channel in laboratory experiments. 
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vertical and horizontal electric field strengths varied independently depending on the 

reception height. 

As the main motivation to introduce MIMO in DTTB is improving the transmission 

capacity, parameter sets No. 2 and 3 were verified in the laboratory experiments. Figure 

5.14 shows the results of plotting the degradation in the required CNR of SISO and 

MIMO by using the MIMO channel snapshots captured in the field experiments compared 

with the values measured in the AWGN channel shown in Table 5.2. The results showed 

that the degradation in the required CNR for SISO was smaller than that for MIMO at all 

28 reception points when removing the uncertainties that affected the evaluation results 

in the field experiments, such as fluctuation in field strength. We observed in the 

experiments that the received power fluctuated. It was concluded that the fluctuation in 

the received power during the observation time slot for the 1E+10 bits would have affected 

the evaluation results in the field experiments. 

Figure 5.15 shows the degradation in the required CNR versus the difference in CNR 

between horizontal and vertical polarization with the MIMO channel snapshots compared 

 

Figure 5.15 Degradation in required CNR from viewpoint of difference in CNR between horizontal and 

vertical polarization for each MIMO channel snapshot compared with required CNR in AWGN channel in 

laboratory experiments without difference in CNR. 

 

Table 5.6 Degradation of required CNR measured with MIMO channel snapshots compared with AWGN 

channel in laboratory experiments 

 

 
SISO 

(256QAM, 

12/16) 

MIMO 

No. 2 

(256QAM, 

12/16) 

No. 3 

(1024QAM, 

11/16) 

Field 
[dB] 

Minimum 0 0 0.1 

Median  0.1 0.5 0.5 

Maximum 0.7 2.5 2.3 
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with the values measured in the AWGN channel in laboratory experiments shown in 

Table 5.2. It was concluded that the degradation in the required CNR increased along 

with the increase in the difference in CNR between both polarizations. It was also 

confirmed that the degradation in required CNR for MIMO parameter sets No. 2 and 3 

was almost the same at the 28 reception points. 

Table 5.6 summarizes the degradation in required received CNR measured with the 

MIMO channel snapshots compared with that in the AWGN channel measured in the 

laboratory. As shown, the median value of the deterioration in SISO was 0.1 dB in Table 

5.6. For MIMO parameter sets No. 2 and 3, the median values were 0.5 dB, confirming 

that MIMO did not experience a significant increase in required CNR compared with 

SISO when compared with the median values. The maximum degradation in SISO was 

0.7 dB in Table 5.6, while the maximum degradations were 2.5 and 2.3 dB for MIMO 

parameter sets No. 2 and 3. The reason why the values in Table 5.6 were smaller than 

those in Table 5.4 is considered that the effects of fluctuation in the field strength or/and 

the effects of a man-made noise were removed. It was concluded that the degradation can 

increase in MIMO transmission in the worst case even in the reproduced static channel. 

It should be noted that the required CNR for MIMO was defined as the average value of 

horizontally and vertically polarized waves and that a difference in CNR can produce a 

certain level of degradation in MIMO transmission. 

5.2. Evaluation in Osaka area 

5.2.1. Field Experiments 

We obtained MIMO channel snapshots at 101 points in Figure 5.16 using an 

experimental test station [116] set up in the Osaka area. The measurement points were 

selected from within the contour where the calculated electric field strength of the 

experimental test station equals 60 dBµV/m. About 10 of the measurement points were 

NLOS due to buildings. Details of the field experimental system are shown in Section 2.7. 

The transmission parameters used for the field experiments are listed in Table 5.7. 

Accompanying the MIMO channel capture, the electric field strength of each 

polarization was measured while transmitting the radio wave either from vertical element 

or horizontal element. We also measured the cross polarization isolation (XPI), which is 

defined as the received signal power ratio between co-polarized and cross-polarized 

transmitting signals. 
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Figure 5.17 shows the measured electric field strength of the horizontally polarized 

wave EH and vertically polarized wave EV at 101 points. Figure 5.18 shows the cumulative 

probability of the difference value (EH - EV) in the field strength obtained by subtracting 

the field strength of the horizontally polarized wave from that of the vertically polarized 

wave. When the difference is a positive value, it meant that the vertical field strength was 

high. From Figure 5.18, the 50-percentile difference was 0 dB, and no bias was observed 

in the electric field strength of each polarization. Figure 5.19 shows the cumulative 

probability of the absolute value of the difference |EH - EV| in the field strength between 

horizontal and vertical polarization. The 50-percentile absolute difference was about 2 

dB. This value matches the value of 2.5 dB measured in Tokyo presented in 5.1.2. 

 

Figure 5.16 Location of experimental test station and reception points in Osaka 

Table 5.7 Parameter sets for follow-up verification in simulation 

 Parameter set 

SISO 

(reference) 

MIMO 

20 dB 19 dB 18 dB 12 dB 

Occupied 
bandwidth 

Normal mode: 5.83 MHz 

Number  

of segments 

Normal mode: 35 

(31 segments used for fixed reception evaluation) 

FFT size 16,384 

Guard interval 

ratio (duration) 
800/16,384 (126 µsec) 

Scattered pilot 

ratio 
1/24 

Carrier 
modulation 

1024QAM 
Non-uniform 

1024QAM  
Non-uniform 

256QAM  
Non-uniform 

256QAM  
Non-uniform 

64QAM  
Non-uniform 

Inner code rate 9/16 9/16 11/16 10/16 8/16 

System 
SISO 

(horizontal) 

MIMO 

(open-loop spatial multiplexing 2×2 cross-polarized) 

Transmission 

capacity 
(31 segments) 

25.6 Mbps 51.2 Mbps 50.2 Mbps 45.6 Mbps 27.3 Mbps 

Required C/N 

(AWGN) 
20.0 dB 20.4 dB 19.7 dB 18.2 dB 11.8 dB 
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Figure 5.17 Field strength measured in field experiments in Osaka. 

 

Figure 5.18 Cumulative probability of difference value in field strength between horizontal and vertical in 

field experiments in Osaka. 

 

Figure 5.19 Cumulative probability of absolute value of difference in field strength between horizontal and 

vertical in field experiments in Osaka. 
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Figure 5.20 shows the cumulative probability of measured XPI. The XPI values are 

calculated as: 

𝑋𝑃𝐼𝐻 = 𝑃𝐻𝐻 − 𝑃𝑉𝐻 (5. 1) 

𝑋𝑃𝐼𝑉 = 𝑃𝑉𝑉 − 𝑃𝐻𝑉 (5. 2) 

𝑋𝑃𝐼𝑎𝑣𝑒 = (𝑋𝑃𝐼𝐻 + 𝑋𝑃𝐼𝑉) 2⁄ (5. 3) 

where XPIH and XPIV are the XPI values in dB for horizontal and vertical reception. XPIave 

is calculated at each reception point as the average value of XPIH and XPIV. PHH is the 

received power measured with the horizontal element of the receiving antenna while 

transmitting the radio wave from horizontal element only. PVH is the received power 

measured with the horizontal element of the receiving antenna while transmitting the 

radio wave from vertical element. In the same manner, PVV and PHV are the received power 

at the vertical element of the receiving antenna while transmitting the radio wave either 

from vertical or horizontal element, respectively. The received power was measured at 

the input point of the LNA for each polarization. 

According to Figure 5.20, the values of XPI are different between horizontal and 

vertical polarization. Since there is no difference between the gains of horizontal and 

vertical polarized transmitting antenna, nor receiving antenna, it is considered that the 

difference was caused due to the reflection characteristics of each polarized wave in the 

propagation path. From Figure 5.20, the 50-percentile XPI is approximately 7.5 dB, 13 

dB and 10 dB for horizontal, vertical and the average. 

 

Figure 5.20 Cumulative probability of cross polarization isolation (XPI) in field experiments in Osaka. 
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While transmitting radio waves from both polarized elements simultaneously, each 

output signal of the band-pass filter in Figure 2.11 was input to a MIMO channel analyzer 

to obtain the MIMO channel responses. Figure 5.21 shows an example of the MIMO 

channel frequency responses captured in the field experiments. The electric field strength 

at this point were 67.1 and 68.1 dBµV/m for horizontal and vertical polarizations, and the 

difference in the electric field strength (EH - EV) was -1 dB. 

5.2.2. Follow-up Verification in Simulation 

With the MIMO channel snapshots of 101 points, the required CNR for QEF was 

evaluated by physical layer simulations. Table 5.7 shows the evaluated transmission 

parameters for the follow-up verification in simulation. It has been reported that the 

required CNR of MIMO deteriorates by about 1 dB compared with SISO, when the same 

carrier modulation and coding rate are configured [117]. In addition, Table 5.6 showed 

that the maximum degradation in SISO was 0.7 dB for 28 snapshots captured in Tokyo, 

while the maximum degradations were 2.5 and 2.3 dB for MIMO parameter sets. Based 

on the previous studies, it is expected that the required CNR of MIMO would degrade by 

1 dB or more, and three parameter sets for the required CNR of 20 dB, 19 dB, and 18 dB 

were selected. As a parameter set that has the same capacity as the reference SISO, MIMO 

parameters for the required CNR of 12 dB was evaluated. Since MIMO can transmit two 

stream signals with horizontally and vertically polarized waves, it is possible to use robust 

carrier modulation/coding rate maintaining the same transmission capacity as SISO. 

Figure 5.22 shows the cumulative probability of the required CNR for the parameters 

for required CNR of 20 dB, 19 dB, and 18 dB. For each snapshot one CNR is calculated 

in simulation. Although the slopes of SISO and MIMO are different, the 50-percentile 

 

Figure 5.21 Example of MIMO channel frequency responses captured in field experiments in Osaka 

 

 

-60

-50

-40

-30

-20

-10

0

10

-3 -2 -1 0 1 2 3

C
h

an
n

el
 F

re
q

u
en

cy
 R

ea
p

o
n

se
[d

B
]

Frequency [MHz]

h11

h12

h21

h22



Chapter 5  Broadcast MIMO Practical Gain and Channel Modeling 

111 

 

required CNR of SISO (20 dB) was between the values of MIMO (18 dB) and MIMO 

(19 dB). When comparing the transmission capacity of SISO with that of MIMO (18 dB), 

the capacity is 25.6 Mbps for SISO and 45.6 Mbps for MIMO, which is about 1.8 times 

higher than SISO.  

Figure 5.23 shows the cumulative probability of the required CNR for the parameter 

for required CNR of 12 dB. The improvement in the required CNR for MIMO over SISO 

was 7.5 dB at the 50-percentile value. This result is consistent with the values in Table 

5.5, in which an improvement of 7.3 dB was obtained at worst case. Although the required 

CNR has improved due to the introduction of MIMO, MIMO transmits two signals, and 

the transmission power is doubled compared to SISO. The amount of improvement 

decreases by 3 dB when the transmission power is constant for SISO and MIMO. 

 

Figure 5.22 Cumulative probability of required CNR in follow-up simulation with 101 snapshots captured in 

Osaka. 

 

Figure 5.23 Cumulative probability of required CNR in follow-up simulation with 101 snapshots captured in 

Osaka. 
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We evaluated the influence of the difference in CNR between horizontal and vertical 

polarization as a degrading factor of the transmission performance. Figure 5.24 shows the 

degradation in the required CNR of MIMO (19 dB) with the MIMO channel snapshots 

compared with the values measured in the AWGN channel shown in Table 5.7. For 

reference, the results of MIMO (20 dB), MIMO (19 dB), MIMO (18 dB) and MIMO (12 

dB) in the PI channel (2.18) are shown with a solid line in Figure 5.24. It was concluded 

that the degradation in the required CNR increased along with the increase in the 

difference in CNR between both polarizations. It was also confirmed that the degradation 

in required CNR for MIMO parameter sets MIMO (20 dB), MIMO (19 dB), MIMO (18 

dB) and MIMO (12 dB) is almost the same for the power imbalance channel. In the results 

with MIMO channel snapshots, there are some plots where the required CNR is greatly 

 

Figure 5.24 Degradation in required CNR from viewpoint of difference in CNR between horizontal and 

vertical polarization for each MIMO channel snapshot compared with required CNR in AWGN channel 

without difference in CNR in simulations. 

 

Figure 5.25 Degradation in required CNR from viewpoint of average XPI between horizontal and vertical 

polarization for each MIMO channel snapshot compared with required CNR in AWGN channel with infinite 

XPI in simulations. 
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degraded even though the difference in the CNR is small. This gap seems to be caused by 

the interference due to the cross-polarized wave and/or multipath echoes. 

We verified the influence of the XPI as a degrading factor of the transmission 

performance. Figure 5.25 shows the degradation in the required CNR of MIMO (19 dB) 

with the MIMO channel snapshots compared with the values measured in the AWGN 

channel shown in Table 5.7. Here, the XPI was calculated as the average value of 

horizontal and vertical polarizations. For reference, the results of MIMO (20 dB), MIMO 

(19 dB), MIMO (18 dB) and MIMO (12 dB) in the cross-polarized channel (2.20) are 

shown with a solid line in Figure 5.25. It was observed that the degradation in the required 

CNR increased along with the decrease in the XPI. The results also showed that the 

degradation in required CNR for MIMO parameter sets MIMO (20 dB), MIMO (19 dB), 

MIMO (18 dB) and MIMO (12 dB) is almost the same for the XPD channel. The plots 

tend to be distributed in a band around the solid line, suggesting that the required CNR 

varies due to factors other than the XPI. For the points A, B and C in Figure 5.24 in which 

a large gap was observed in the required CNR, the results in Figure 5.25 indicates that the 

deterioration in the performance was caused by the low XPI. 

5.2.3. Channel Modeling 

Simple 8-tap fixed rooftop reception MIMO channel models are generated from 101 

snapshots captured in the field experiments. To evaluate MIMO practical gain in 

broadcasting, we also created 8-tap SISO channel models. With the generated models, we 

evaluated the gain of MIMO over SISO in fixed reception by physical layer simulation.  

The 8-tap deterministic models were generated using the following steps.  

a) Calculate the required CNR at 101 points by physical layer simulation and 

calculate the cumulative probability of the required CNR values obtained. 

b) Select the reception points where the cumulative probability corresponds to the 

required CNR of 50-percentile, 80-percentile, 90-percentile, 95-percentile, 99-

percentile values. 

c) Extract the top N taps with the highest level from the channel impulse response in 

time domain and normalize the N taps at each selected point. 

Here, in the step c) for SISO, the top N taps were selected in descending order of the value 

of |h11|
2. As for MIMO, the top N taps were chosen in descending order of the total power 

|h11|
2+|h12|

2+|h21|
2+|h22|

2 of the four impulse response components. 
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First, we describe the 8-tap SISO channel models generated. Figure 5.26 shows the 

cumulative probability of the required CNR evaluated with the SISO parameters in Table 

5.7. The 50-percentile, 80-percentile, 90-percentile, 95-percentile, and 99-percentile lines 

are described with dashed lines in Figure 5.26. The locations of the selected points 

corresponding to each percentile are shown in Figure 5.27. The simulation result of the 

 

Figure 5.26 Cumulative probability of required CNR for SISO with 101 snapshots captured in Osaka. 

 

Figure 5.27 Location of 50, 80, 90, 95 and 99-percentile points for SISO. 

 

Figure 5.28 Convergence of required CNR due to number of taps of SISO channel model 
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required CNR by changing the number of taps is presented in Figure 5.28 in which the 

dashed line indicates the value with 2048-taps that corresponds to 324 µsec. Note that the 

required CNR is converged to 20 dB at 1-tap for all of 50-percentile, 90-percentile and 

99-percentile, because the 1-tap channel is equivalent to an ideal AWGN channel. It was 

observed that by increasing the number of taps, the results approach asymptotically to the 

dashed lines. Although he required number of taps to converge to the dashed line that is 

2048-taps differs depending on the reception point, it can be seen that a larger percentile 

tends to require a larger number of taps. This trend can be explained because a reception 

point with a larger percentage is in a difficult reception environment and the channel is 

distorted by multiple echoes.  

The 8-tap fixed roof-top SISO channel models generated are shown in Table 5.8, Table 

5.9, Table 5.10, Table 5.11 and Table 5.12, where the amplitude A in dB and the phase φ 

in rad of each impulse response h11 is listed. The tap value h in linear unit is calculated 

as: 

ℎ = 10
𝐴
20𝑒𝑗𝜑 (5. 4) 

where j is the imaginary unit, e is Napier’s constant, A in dB is the amplitude and φ in rad 

is the phase. 

Next, we created 8-tap MIMO channel models following the procedure mentioned 

above. Figure 5.29 shows the cumulative probability of the required CNR evaluated with 

the MIMO (20 dB) parameters in Table 5.7. The dashed lines indicate 50-percentile, 80-

percentile, 90-percentile, 95-percentile, and 99-percentile. The locations of the selected 

points corresponding to each percentile are depicted in Figure 5.30. The simulation result 

of the required CNR by changing the number of taps is presented in Figure 5.31 in which 

the dashed line shows the value with 2048-taps that corresponds to 324 µsec. It should be 

noted that the required CNR of each percentile does not converge at 1-tap. This is because, 

unlike the case of SISO, the cross-polar interference degrades the performance even in 

the 1-tap channel. It can be seen that the results approach asymptotically to the dashed 

lines by increasing the number of taps in Figure 5.31. It was confirmed that by setting the 

number of taps to 8 the gap from the dashed line can be suppressed to less than 1 dB. 
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 Table 5.8 Tap values of 50-percentile SISO fixed roof-top channel 

Tap 
number 

Excess delay  
[µs] 

h11 

[dB] [rad] 

1 -0.4746 -22.3 -2.56 

2 -0.3164 -20.5 -2.52 

3 -0.1582 -20.2 -2.37 

4 0 -0.4 -2.72 

5 0.1582 -16.3 -0.36 

6 0.3164 -17 -0.14 

7 0.4746 -17.6 0.36 

8 0.791 -20.2 0.44 

 

Table 5.9 Tap values of 80-percentile SISO fixed roof-top channel 

Tap 

number 

Excess delay  

[µs] 

h11 

[dB] [rad] 

1 -0.6328 -22.7 0.82 

2 -0.4746 -21.1 0.82 

3 -0.3164 -19 0.84 

4 -0.1582 -16.3 0.86 

5 0 -2.5 0.89 

6 0.1582 -4.6 -1.88 

7 0.3164 -15.5 -2.4 

8 0.6328 -22.2 -1.47 

 

Table 5.10 Tap values of 90-percentile SISO fixed roof-top channel 

Tap 

number 

Excess delay  

[µs] 

h11 

[dB] [rad] 

1 -0.3164 -24.5 0.25 

2 -0.1582 -22.2 0.07 

3 0 -3.6 0.04 

4 0.1582 -4.2 2.82 

5 0.3164 -8.9 2.48 

6 0.4746 -22 1.23 

7 0.6328 -17.4 -2.1 

8 0.791 -16.6 -2.2 

 

Table 5.11 Tap values of 95-percentile SISO fixed roof-top channel 

Tap 

number 

Excess delay  

[µs] 

h11 

[dB] [rad] 

1 -0.3164 -27.5 -0.85 

2 -0.1582 -12.5 -0.82 

3 0 -1.2 2.61 

4 0.1582 -15.2 1.92 

5 0.3164 -8.7 2.19 

6 0.4746 -17.3 0.89 

7 0.791 -22.9 0.6 

8 0.9492 -25.5 -2.72 

 

Table 5.12 Tap values of 99-percentile SISO fixed roof-top channel 

Tap 
number 

Excess delay  
[µs] 

h11 

[dB] [rad] 

1 -0.6328 -18.7 -2.55 

2 -0.4746 -11.3 -2.55 

3 -0.3164 -9.9 0.24 

4 -0.1582 -7.1 1.39 

5 0 -5.8 -2.82 

6 0.1582 -9.6 1.42 

7 0.3164 -7 0.92 

8 0.4746 -14.2 0.13 
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Based on the above results, MIMO channel modeling was performed with the number 

of taps set to 8. The impulse response of each percentile model is shown in Table 5.13, 

Table 5.14, Table 5.15, Table 5.16 and Table 5.17.  

 

Figure 5.29 Cumulative probability of required CNR for MIMO with 101 snapshots captured in Osaka. 

 

Figure 5.30 Location of 50, 80, 90, 95 and 99-percentile points for MIMO. 

 

Figure 5.31 Convergence of required CNR due to number of taps of MIMO channel model 
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Table 5.13 Tap values of 50-percentile MIMO fixed roof-top channel 

Tap 
number 

Excess delay  
[µs] 

h11 h12 h21 h22 

[dB] [rad] [dB] [rad] [dB] [rad] [dB] [rad] 

1 -0.4746 -48.1 -0.92 -37.8 0.81 -20.7 -2.12 -24 1.25 

2 -0.3164 -36.6 -1.13 -38 0.79 -13.4 1.04 -20 1.17 

3 -0.1582 -17 -1.05 -37.6 0.78 -27.8 1.49 -6.3 0.94 

4 0 -1.3 2.2 -36.1 0.77 -26.9 0.95 -2 -2.38 

5 0.1582 -14.7 2.28 -26.3 0.92 -30.5 0.96 -7.4 -2.11 

6 0.3164 -33.9 3.05 -13.8 -1.95 -34.2 0.14 -18 -1.82 

7 0.4746 -34.8 2.25 -21.4 -1.98 -43.4 1.82 -27.6 -0.88 

8 0.6328 -40.2 2.54 -32.7 2.77 -49 2.1 -26.7 -2.38 

 

Table 5.14 Tap values of 80-percentile MIMO fixed roof-top channel 

Tap 

number 

Excess delay  

[µs] 

h11 h12 h21 h22 

[dB] [rad] [dB] [rad] [dB] [rad] [dB] [rad] 

1 -0.4746 -20 -0.48 -30.3 -1.11 -10.6 1.49 -25.9 -0.08 

2 -0.3164 -16.7 -0.49 -29.6 -1.11 -15.6 -1.84 -23.7 -0.01 

3 -0.1582 -3.4 -0.59 -28.9 -1.1 -19.9 -1.86 -22.8 0.19 

4 0 -3.3 2.31 -27.6 -1.09 -22.1 -1.91 -2.2 -0.14 

5 0.1582 -9.8 2.82 -25.6 -1.12 -28.8 -1.56 -18.5 -2.7 

6 0.3164 -13.7 2.74 -15.1 -1.33 -28.9 -1.45 -22.9 2.83 

7 0.4746 -16.2 2.6 -14.2 1.69 -32.7 -1.1 -19 -2.94 

8 0.6328 -22.1 2.5 -20.9 1.77 -32 -1.19 -27.7 1.66 

 

Table 5.15 Tap values of 90-percentile MIMO fixed roof-top channel 

Tap 

number 

Excess delay  

[µs] 

h11 h12 h21 h22 

[dB] [rad] [dB] [rad] [dB] [rad] [dB] [rad] 

1 -0.3164 -23.6 -0.47 -34.4 0.9 -16.9 -0.67 -25.6 -2.87 

2 -0.1582 -28.1 0.75 -33.1 0.93 -18.4 -0.48 -17 -2.23 

3 0 1.6 -0.72 -31.6 1.01 -20.1 -2.5 -5.1 2.11 

4 0.1582 -19.9 0.82 -29.9 1.17 -22.3 -2.85 -15.8 1.97 

5 0.3164 -24.8 1.21 -16.4 1.02 -33.1 0.43 -13.9 1.51 

6 0.4746 -22 2.01 -23.6 -1.14 -35.8 0.57 -25.1 1.24 

7 0.6328 -33.9 2.41 -18.9 -2.47 -33.3 2.33 -21.5 -0.51 

8 0.791 -22.9 2.21 -34.2 -1.33 -29.1 -2.55 -26.6 0.4 

 

Table 5.16 Tap values of 95-percentile MIMO fixed roof-top channel 

Tap 

number 

Excess delay  

[µs] 

h11 h12 h21 h22 

[dB] [rad] [dB] [rad] [dB] [rad] [dB] [rad] 

1 -0.4746 -21.7 2.82 -25.4 0.36 -12.7 -1.51 -8.8 3.12 

2 -0.3164 -19.2 2.8 -24.6 0.26 -8.3 1.18 -20.5 -2.96 

3 -0.1582 -14.1 2.56 -19.1 -0.26 -18.8 0.67 -9.1 0.04 

4 0 -5.7 -2.83 -10.2 2.58 -17.7 1.65 -3.8 0.55 

5 0.1582 -6.4 -0.46 -10.5 0.72 -15.6 1.2 -16.5 -2.92 

6 0.3164 -14.4 0.37 -22.7 -0.14 -18.4 2.09 -13.7 -1.8 

7 0.4746 -11.1 -0.76 -15.7 -2.46 -22.7 2.46 -24.7 2.92 

8 0.6328 -25.6 -1.01 -12.9 -2.72 -23.5 2.15 -26.1 -0.08 

 

Table 5.17 Tap values of 99-percentile MIMO fixed roof-top channel 

Tap 
number 

Excess delay  
[µs] 

h11 h12 h21 h22 

[dB] [rad] [dB] [rad] [dB] [rad] [dB] [rad] 

1 -0.4746 -27.5 1.83 -38.3 -0.55 -13.9 -1.35 -28.3 -0.54 

2 -0.3164 -23.7 1.62 -37.7 -0.37 -21.8 2.02 -25.9 -0.5 

3 -0.1582 -7.8 1.43 -37.9 -0.2 -25 2.38 -10.9 -0.65 

4 0 0.9 -2.08 -36.1 0.04 -9.7 -2.71 -13.1 1.39 

5 0.1582 -14.4 -2.38 -21.6 0.73 -33 0.64 -21.4 2.85 

6 0.3164 -13.9 0.83 -11.9 -2.37 -30.4 -0.45 -20.5 2.79 

7 0.4746 -10.1 -0.74 -16.6 0.65 -26.7 1.3 -31 -1.02 

8 0.6328 -24.3 -0.83 -20.7 3.13 -25.4 0.86 -27 2.56 
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5.2.4. MIMO Practical Gain 

MIMO practical gain against SISO was evaluated with the 8-tap channel models 

described in the previous subsection. The parameters used for evaluation are listed in 

Table 5.18. With 9 combinations of MODCOD, the MIMO capacity was compared with 

the SISO capacity in the same percentile, for instance, 50-percentile MIMO channel and 

50-percentile SISO channel. Note that the reception points selected for 50-percentile

MIMO/SISO channel models are not identical in this study. 

 The simulation results in 50-percentile MIMO/SISO channels are shown in Figure 

5.32. At the required CNR of 20 dB, the SISO capacity is 25.6 Mbps, whereas the MIMO 

capacity increases to 47.4 Mbps, which is 1.85 times higher than SISO. The MIMO 

capacity was determined by connecting the points on the graph with a straight line and 

reading the intersection point with the required CNR. This result shows a consistency 

with the MIMO gain evaluation in 5.2.2, where the 50-percentile required CNR of SISO 

(20 dB) was between the values of MIMO (18 dB) and MIMO (19 dB) and the capacity 

gain achieved was about 1.8 times. As for the required CNR of 10 dB, the capacity of 

SISO and MIMO are 12.1 Mbps and 21.0 Mbps, and the resulting capacity gain is 1.73 

times. With the same procedure, the capacity gain obtained at the required CNR of 30 dB 

is calculated as 1.85 times, where the SISO capacity is 40.7 Mbps and the MIMO capacity 

is 75.4 Mbps. In Figure 5.32, the Shannon limit of MIMO/SISO systems are also 

displayed by dashed lines as the upper limit. The Shannon limit was calculated according 

to the following formulae as the maximum net data rate in an ideal channel, taking into 

consideration the signal bandwidth and time duration actually used for data transmission. 

𝐶𝑆𝐼𝑆𝑂 = 𝐵 (
𝑁𝑠𝑒𝑔

35
) (1 − SPR) (

1

1 + GIR
) log2(1 + CNR)    bits s⁄ (5. 5) 

𝐶𝑀𝐼𝑀𝑂 = 2𝐵 (
𝑁𝑠𝑒𝑔

35
) (1 − SPR) (

1

1 + GIR
) log2(1 + CNR)    bits s⁄ (5. 6) 

where B is the signal bandwidth, Nseg is the number of segments used, SPR is the scattered 

pilot ratio, GIR is the guard interval ratio, CNR is the signal-to-noise ratio shown in Table 

5.18. The receiver uses ZF detection as the most practical implementation. 

The results in 80, 90, 95 and 99-percentile channels are shown in Figure 5.33, Figure 

5.34, Figure 5.35 and Figure 5.36, respectively. As the percentile of the channel increases, 

the MIMO capacity curve tends to flatten and the gap from the Shannon limit widens 

especially at high CNRs. Note that in 95-percentile and 99-percentile channels, QEF is 
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not achieved with MIMO parameter p9, therefore only 8 points are plotted for MIMO in 

Table 5.18 Parameter sets for MIMO practical gains evaluation 

Parameter set 

p1 p2 p3 p4 p5 p6 p7 p8 p9 

Signal bandwidth Normal mode: 5.83 MHz 

Number  
of segments 

Normal mode: 35 
(31 segments used for fixed reception evaluation) 

FFT size 16,384 

Guard interval ratio 
(duration) 

800/16,384 (126 µsec) 

Scattered pilot ratio 1/24 

Carrier modulation QPSK QPSK 
16QAM 

NUC 

64QAM 

NUC 

256QAM 

NUC 

1024QAM 

NUC 

1024QAM 

NUC 

4096QAM 

NUC 

4096QAM 

NUC 

Inner code rate 2/16 5/16 6/16 7/16 9/16 9/16 11/16 11/16 12/16 

System 

SISO 

MIMO 

(Open-loop spatial multiplexing 2×2 cross-polarized) 

Transmission capacity 

(31 segments) 
2.2 Mbps 5.6 Mbps 13.6 Mbps 24.0 Mbps 41.0 Mbps 51.2 Mbps 62.8 Mbps 75.4 Mbps 82.2 Mbps 

Required CNR 
(AWGN) 

-2.4 dB 0.9 dB 6.0 dB 10.4 dB 16.7 dB 20.4 dB 24.2 dB 28.4 dB 30.5 dB 

Figure 5.32 Required CNR comparison between MIMO/SISO in 50-percentile channel 

Figure 5.33 Required CNR comparison between MIMO/SISO in 80-percentile channel 
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Figure 5.35 and Figure 5.36. 

Figure 5.37 summarizes the MIMO capacity gain obtained at the required CNR of 10 

dB, 20 dB and 30 dB in the created 8-tap channels shown in Table 5.8 to Table 5.17. First, 

looking at the results at 10 dB CNR, the gain obtained is 1.5 to 1.7 times in 50, 80, 90 

 

Figure 5.34 Required CNR comparison between MIMO/SISO in 90-percentile channel 

 

Figure 5.35 Required CNR comparison between MIMO/SISO in 95-percentile channel 

 

Figure 5.36 Required CNR comparison between MIMO/SISO in 99-percentile channel 
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and 95-percentile channels, and the gain becomes smaller than that of 20 dB and 30 dB. 

Furthermore, in the case of 99-percentile, the gain is negligible at 10 dB CNR. It is 

considered that the decrease in gain is caused by the MIMO detection, i.e., ZF is used as 

the most practical implementation in this study. The gain can be improved by introducing 

higher complexity MIMO detection such as MLD. Next, the results obtained at 20 dB and 

30 dB showed that the MIMO gain is 1.7 to 1.8 times in 50, 80, 90, 95-percentile channels. 

The results also concludes that the MIMO practical gain obtained in the current fixed 

rooftop reception of DTTB assuming a required CNR of 20 dB is about 1.7 times in 95-

percentile channels. The 95-percentile is a typical value used for the cell edge reception 

location probability in DTTB link budget [112][119]. When selecting the parameters for 

MIMO with the assumption that 95-percentile location probability is guaranteed, it is 

appropriate to select a MODCOD that is about 1.7 times as large as SISO. We should 

keep in mind that the MIMO gain decreases in 99-percentile channel even at 20 dB or 30 

dB CNRs, the introduction of MIMO requires careful consideration, when 99-percentile 

location probability should be guaranteed. Note that in broadcasting transmissions, there 

is a lack of feedback from users to the transmitter. Systems do no permit an adaptative 

configuration that maximizes the capacity of each individual user, and different channel 

realizations are obtained at the different reception points. Therefore, systems have to be 

configured considering the worst channel conditions and signal received.  

 

 

Figure 5.37 MIMO capacity gain against SISO in 8-tap 50, 80, 90, 95 and 99-percentile fixed rooftop channel  
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5.3. Conclusions 

Section 5.1 presented the world’s first MIMO terrestrial broadcast field measurements 

in an urban scenario with an HPHT network configuration. The field measurement results 

were validated with laboratory tests. The results doubling the transmit power for MIMO 

compared with SISO showed that the required received power can be improved by at least 

7.3 dB when improving transmission robustness while maintaining the same transmission 

capacity as SISO. Moreover, we confirmed that the transmission capacity can be doubled 

by introducing MIMO with the same modulation scheme and error correction code as 

SISO, although the required received power increased by 0.9 dB compared with SISO. 

Regarding the feasibility of the next-generation terrestrial broadcasting system operating 

at a target bit rate of about 60 Mbps to distribute a VVC-based 8K program within the 

bandwidth of a single 6-MHz channel, received power increases of 3.7 dB and 2.7 dB 

were required compared with SISO at the maximum and median values for 28 reception 

points evaluated in urban areas, respectively. 

The electric field strength for horizontal and vertical polarization were also evaluated. 

It was confirmed that the field strength differed up to 7.5 dB at the maximum and 2.5 dB 

at the median. The measurement results demonstrated that the field strength of vertical 

polarization tended to be higher than that of horizontal polarization at the reception points 

located in urban areas. The results showed no relationship between the transmission 

distance and the difference in field strength for horizontal and vertical polarization. 

In terms of the median value of the degradation in required received power compared 

to laboratory experiments, the deterioration in MIMO was trivial compared with SISO 

for the three MIMO deployment scenarios. However, when we evaluated the maximum 

value of the degradation in received power at 28 locations, MIMO showed a significant 

deterioration in the worst case. The significant deterioration was confirmed at a few 

reception points at which the differences in received power between the horizontal and 

vertical polarization were also significant. There was no relationship between the 

transmission distance and the amount of deterioration in the required received power. 

Additionally, we compared the SISO and MIMO transmission performance by using 

MIMO channel snapshots excluding uncertainties occurring during field experiments, 

such as fluctuation in the field strength or the effect of a man-made noise occurring at the 

time of measurement. From the results of the laboratory experiments with the reproduced 
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28 channels, it was confirmed that the degradations in the required CNR of MIMO 

transmission were worse than those of SISO for all locations. The maximum amount of 

the degradation in the required CNR was 0.7 dB for SISO, while it was 2.5 dB for MIMO 

with the same modulation and code rate with the reproduced 28 channels. When 

introducing dual-polarized MIMO, a difference in the received power is unavoidable, and 

the required received power was considered to have deteriorated due to the difference in 

the received power. 

These experiments were performed by using the signal format for advanced ISDB-T. 

These results should provide useful knowledge for introducing MIMO for terrestrial 

broadcasting over HPHT networks in the UHF band. For the next-generation 5G 

Broadcast system based on the state-of-the-art wireless communication system [115], 

enhancements with MIMO that utilize multiple reception antennas equipped with 

receivers can be considered in future releases of 3GPP. 

In Section 5.2 the fixed reception performance of MIMO transmission was verified by 

physical layer simulation with the MIMO channel snapshots of 101 points captured in 

real environment, which is mainly the LOS environment, to study the link budget in the 

MIMO broadcasting system. MIMO parameters that provide transmission robustness 

equivalent to SISO with a required CNR of 20 dB were verified. Note that the total 

transmit power for MIMO is twice as that for SISO in this study. When compared with 

MIMO with a required CNR of 18 dB, which provides almost the same robustness as 

SISO, the transmission capacity increases approximately 1.8 times. It was confirmed that 

with MIMO parameters that have the same transmission capacity as SISO, the gain in 

transmission robustness due to the introduction of MIMO is approximately 7 dB. Note 

that when comparing SISO and MIMO with a constant transmission power, the amount 

of improvement decreases by 3 dB, and the MIMO gain is reduced to about 4 dB. 

The measurements on electric field strength of the horizontally polarized wave and 

vertically polarized wave at 101 points confirmed that the 50-percentile difference in the 

field strengths was 0 dB and no bias was observed in the electric field strength of each 

polarization. The 50-percentile absolute difference in the field strengths was about 2 dB 

at 101 points. We also measured XPI, which is defined as the received signal power ratio 

between co-polarized and cross-polarized transmitted signals, in field experiments. The 
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50-percentile XPI was approximately 7.5 dB, 13 dB and 10 dB for horizontal reception, 

vertical reception and the average. 

Next, We created 8-tap fixed rooftop reception MIMO channel models based on 101 

snapshots captured in the field experiments. We also modeled 8-tap SISO channels and 

evaluated the MIMO practical gain over SISO in broadcasting by simulations. The MIMO 

capacity gain obtained at the required CNR of 10 dB is 1.5 to 1.7 times in 50, 80, 90 and 

95-percentile channels. The gain at 20 dB and 30 dB is 1.7 to 1.8 times in 50, 80, 90, 95-

percentile channels. The results concludes that the MIMO practical gain obtained in the 

current fixed rooftop reception of DTTB assuming a required CNR of 20 dB is about 1.7 

times in 95-percentile channels. The MIMO capacity gain decreases to 1.3 to 1.5 times in 

99-percentile channel at 20 dB or 30 dB CNRs, respectively. The introduction of MIMO 

requires careful consideration, when 99-percentile location probability should be covered. 



5.3  Conclusions 

126 

 

  



Chapter 6  Conclusions and Future Work 

127 

 

Chapter 6 Conclusions and Future Work 

6.1. Conclusions 

The author investigated and assessed 2×2 cross-polarized spatial multiplexing (SM) 

multiple-input multiple-output (MIMO) for digital terrestrial television broadcasting 

(DTTB) by simulations, laboratory and field experiments focusing on the MIMO gain 

over single-input single-output (SISO) in practical scenarios, i.e., not in perfect reception 

conditions. For practical use, horizontal and vertical polarizations are used for the cross-

polarized 2×2 scheme. MIMO performance was evaluated mainly targeting UHDTV 

transmission assuming fixed roof top reception with the required carrier-to-noise ratio 

(CNR) of 20 dB, which is equivalent to the operational value of the current DTTB for 

fixed reception in Japan. 

The results, such as the simulations, laboratory and field experiments, were analyzed 

in order to obtain the recommendation of MIMO parameters, and we assessed practical 

gain of MIMO in several reception scenarios. Optimum MIMO configuration parameters 

for ATSC 3.0 were provided. A large-scaled MIMO channel measurements were 

conducted in Osaka, Japan, and 8-tap MIMO channel models were created as a simple 

deterministic model for practical use. 

6.1.1. Broadcast MIMO channel estimation 

We assessed the MIMO performance by simulations and provided an optimum 

configuration for MIMO regarding the waveform parameters, e.g., Pilot Pattern (PP), 

Fast-Fourier Transform (FFT) size and Guard Interval (GI) for ATSC 3.0. The 

performance evaluation and optimization of MIMO channel estimation were performed 

in a single frequency network (SFN) fixed reception and NGH mobile outdoor channel 

regarding pilot boosting, pilot encoding and channel interpolation.  

The recommended practice for MIMO parameter selection obtained in this study is 

summarized in Table 6.1. Note that the optimum pilot boosting greatly improves the 

performance especially with higher DX: the number of carriers between the scattered pilot 

bearing carriers, and DY: the number of symbols between the scattered pilots in a single 

pilot bearing carrier, and that the optimum boosting is an independent parameter from the 
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Modulation and Coding (MODCOD). The recommended pilot boosting is boost3 for Null 

Pilot (NP) encoding and Walsh-Hadamard (WH) encoding.  

Although the encoding scheme and the frequency interpolation do not make much 

difference in lower signal-to-noise ratio (SNR) region, NP encoding and linear frequency 

interpolation is the best combination in fixed and mobile reception for SNRs below 10 

dB in a precise sense. WH encoding provides a better performance in mobile reception 

conditions especially at high SNRs.  

In a fixed SFN channel, Null Pilot encoding provides better performance than Walsh-

Hadamard encoding and larger DX SP pattern is the best configuration. The larger FFT 

size can reduce the pilot overhead and achieve lower required SNR in a time invariant 

SFN channel. In long echo SFN channel, Discrete Fourier Transform (DFT) interpolation 

provides better performance than linear interpolation in terms of the frequency 

interpolation at the receiver. 

In contrast, WH encoding with smaller DY SP pattern is the best configuration in a high 

Doppler time varying mobile channel.  The smaller FFT size and linear interpolation at 

the receiver can achieve the lowest required SNR.  

NP encoding is rapidly degraded especially with (16k FFT, DY=4) or (32k FFT DY=2) 

in time varying channel because of the virtually doubled DY. On the other hand Walsh-

Hadamard encoding with linear frequency interpolation can be severely degraded in long 

echo SFN channel because of the virtually doubled DX 

6.1.2. Broadcast MIMO signal processing 

We evaluated a decision threshold demapping algorithm that reduces complexity in 

the Log Likelihood Ratio (LLR) calculation for Non-Uniform Quadrature Amplitude 

Modulation (NUQAM)s. The degradation in required CNR was assessed by simulations 

using the MIMO channel snapshots actually captured in an urban area, Tokyo. The results 

showed that the degradations of NUQAMs are equivalent to those of conventional 

Table 6.1 Recommended practice for MIMO parameters for ATSC 3.0 

Channel Two path SFN (fixed) NGH outdoor (mobile) 

FFT size 16k, 32k 8k, 16k 

GI to be selected according to required coverage 

Pilot boosting boost3 

Pilot encoding Null Pilot Walsh-Hadamard 

Frequency Interpolation DFT linear 

Pilot pattern larger DX smaller DY 
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Quadrature Amplitude Modulations (QAMs), and that the degradation is further mitigated 

with 4096 NUQAM. Therefore, this complexity reduction algorithm is applicable to 

MIMO system for practical use. 

The performance evaluation of the three MIMO precoding blocks in ATSC 3.0, i.e., 

Stream Combining (SC), IQ Polarization Interleaving (IQPI) and Phase Hopping (PH), 

was carried out in physical layer simulations.  The correspondence table obtained in this 

study is shown in Table 6.2, where a check mark indicates that the MIMO precoding 

block provides over 1 dB gain in the channel. The results showed that SC provides some 

gains with QPSK and 16QAM in in a PI channel and that IQPI provides small gain only 

in an extremely high PI over 10 dB channel with 64QAM. PH shows no gain in a PI 

channel. Consequently, MIMO precoding gain obtained with a higher order modulation 

in a practical channel with a PI of 10 dB or less is vanishing. In a small Cross Polarization 

Discrimination (XPD) lower than 6 dB channel, SC and PH provide some gains with 

QPSK and 16QAM. Whereas IQPI shows no gain on XPD deterioration. Therefore, 

MIMO precoding gain is negligible with a higher order modulation in a practical fixed 

reception with a XPD of 6 dB or more. Evaluation results with MIMO channel snapshots 

captured in an urban area showed that SC provides gains only with Quadrature Phase 

Shift Keying (QPSK) and code rate 13/15, but IQPI and PH provide no gains. For the 

reasons described above, MIMO precoding is effective with a lower order modulation, 

e.g., QPSK and 16QAM in channels where PI are high or XPD are low. 

As a feasibility study Digital Terrestrial Television Broadcasting (DTTB) network for 

2×2 cross-polarized SM MIMO, an advanced SFN scheme based on Space Time Coding 

(STC) was verified in laboratory and field experiments. To evaluate 4×2 distributed 

MIMO system performance, two experimental stations were set up in Hitoyoshi area, 

Kumamoto Prefecture. We compared two SFN schemes: STC-SFN and conventional 

SFN without coding at three points within the area of overlap covered by both the 

Hitoyoshi and the Mizukami stations. The results confirmed that the required received 

power of STC-SFN is up to 3 dB better than that of the conventional SFN when the 

transmission capacity is set to 91.8 Mbps with 4096QAM modulation with the desired-

to-undesired signal ratio (DUR) of the main wave and the SFN wave is adjusted to 6 dB. 
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6.1.3. Broadcast MIMO practical gain and channel modeling 

We compared the fixed reception performance of SISO and MIMO in laboratory 

experiments and large-scale field experiments in Tokyo with an advanced ISDB-T system. 

It should be emphasized that the transmit power for MIMO is twice as that for SISO in 

this thesis. The amount of improvement in transmission capacity was 7.3 dB at a 

minimum when MIMO is introduced to enhance transmission robustness. Alternatively, 

the transmission capacity can be doubled by introducing MIMO requiring a slight 

increase in received power of 0.9 dB at a maximum compared with SISO. To distribute a 

VVC-based 8K program within a 6-MHz channel, an increased received power of 3.7 dB 

were required compared with SISO with a required CNR of 20 dB to achieve 60 Mbps 

order transmission capacity in the worst case for 28 reception points evaluated in urban 

areas. 

The fixed reception performance comparison between SISO and MIMO was carried 

out by physical layer simulation with the MIMO channel snapshots of 101 points captured 

in Osaka with an advanced ISDB-T system. MIMO with a required CNR of 18 dB 

provides almost the same robustness as SISO with a required CNR of 20 dB, therefore 

the MIMO capacity gain reaches approximately 1.8 times. With MIMO parameters that 

have the same transmission capacity as SISO, the performance gain in transmission 

robustness is approximately 7 dB. When comparing the performance gain with a constant 

transmission power, the robustness gain decreases by 3 dB, i.e., the MIMO gain is reduced 

to 4 dB. 

 The measurements on electric field strength at 101 points showed that the 50-

percentile difference in the field strengths between horizontal and vertical polarizations 

was 0 dB. The 50-percentile absolute difference in the field strengths was about 2 dB. 

The Cross Polarized Isolation (XPI), which is defined as the ratio of the received signal 

power of co-polarized transmitted signal and that of cross-polarized transmitted signal, 

was approximately 7.5 dB, 13 dB and 10 dB for horizontal reception, vertical reception 

Table 6.2 Correspondence table of MIMO channels where each MIMO precoding is effective 

MIMO Precoding 

Channel  

PI XPD 
snapshots 

10 dB or less over 10 dB below 6 dB 6 dB or more 

Stream Combining ✓ ✓ ✓  ✓ 

IQ Polarization Interleaving  ✓    

Phase Hopping   ✓   
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and the average. With 8-tap MIMO and SISO channel models created in this study, 

MIMO practical gain over SISO was assessed by simulations. The MIMO capacity gain 

obtained at the required CNR of 20 dB is 1.7 to 1.8 times in 50, 80, 90, 95-percentile 

channels. However, The MIMO capacity gain decreases to 1.3 times in 99-percentile 

channel at 20 dB CNR. Therefore the introduction of MIMO requires careful 

consideration when 99-percentile location probability should be covered, because in order 

to achieve a 99% coverage, it is necessary to select robust parameters, which reduces the 

MIMO capacity gain obtained. 

6.2. Future Work 

MIMO broadcasting has not been commercialized mainly due to the absence of a strong 

market because MIMO broadcasting system requires additional investments, such as the 

initial cost of transmitter and receiver equipment. However, in recent years, it has become 

standard for smartphones and tablets to have multiple receive antennas. Therefore, by 

targeting portable/mobile devices, viewers are able to receive MIMO broadcasts signals 

without additional investment, because MIMO is a breakthrough to greatly increase 

transmission capacity. Although the study focused on evaluating fixed reception MIMO 

broadcast in this study, it can be considered to evaluate MIMO broadcast in mobile 

broadband specification, such as 5G Broadcast, targeting portable/mobile devices. 

In the broadcast MIMO channel estimation study, it was confirmed that the equivalent 

DY is doubled in NP encoding scheme, thus the performance in the time varying channel 

is severely degraded. In this thesis, we evaluated the MIMO capacity gain over SISO with 

the same SP overhead for SISO and MIMO. As a further study, the MIMO capacity gain 

can be assessed by doubling the pilot overhead compared to SISO keeping the same 

resolution of channel estimation as with SISO. In this case, the capacity gain due to the 

introduction of MIMO will be decreased. As a consequence it is estimated that the 

capacity gain will be smaller than the value of 1.7 times obtained in this thesis. 

Regarding MIMO transmit/receive signal processing, there is room for consideration 

regarding the combination of each MIMO precoding block. In this thesis, we evaluated 

fundamental performance of each precoding block of ATSC 3.0. However it would be 

possible to evaluate the performance of two or three precoding combinations. In addition, 

we evaluated the performance with Maximum Likelihood Detection (MLD) as an ideal 



6.2  Future Work 

132 

 

detection method, however when combining each precoding, it is necessary to study 

demapping complexity reduction for the practical implementation at the receiver. 

Finally, in the broadcast MIMO practical gain and channel modeling, further 

measurement campaign is desirable. Due to the measurement time constraints, we only 

measured 28 reception points in Tokyo and 101 reception points in Osaka. The 99-

percentile of the 101 points means that the reception point is the second worst case in the 

MIMO channel snapshots. In order to select more appropriate reception point 

corresponding to each percentile, it is recommended to increase the number of samples.  
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Annex A: Ph.D. Dissertation Related Projects 

At the time of writing this thesis, the development of the Ph. D. dissertation is in the 

framework of various research projects. A brief description of the related research 

projects, contributions and disseminations are following. 

Technical Forums 

[F1] ATSC Forum 

The author is conducting his dissertation at the iTEAM of the Universitat Politècnica 

de València, which is a member of the ATSC project. ATSC is working to coordinate 

television standards among different communications media focusing on digital 

television, interactive systems, and broadband multimedia communications. ATSC is also 

developing digital television implementation strategies and presenting educational 

seminars on the ATSC standards. 

[F2] 3GPP 

The author is conducting his dissertation at NHK, which is a member of the Third 

Generation Partnership Project (3GPP). 3GPP is working to standardize cellular 

telecommunications network technologies, including radio access, the core transport 

network, and service capabilities - including work on codecs, security, quality of service 

and thus to provide complete system specifications. 

[F3] ITU-R 

The author is conducting his dissertation at NHK, which is a member of International 

Telecommunication Union Radiocommunication Sector (ITU-R). Over 5000 specialists 

from telecommunication and ICT organizations and administrations throughout the world, 

participate in the Radiocommunication Study Groups to prepare technical bases for 

Radiocommunication Conferences, develop ITU-R Recommendations 

(radiocommunication standards) and Reports and compile radiocommunication 

Handbooks. 



Annex A: Ph.D. Dissertation Related Projects 

134 

 

Research Projects 

[P1] Research and Development of Technology Encouraging Effective Utilization 

of Frequency for Ultra High Definition Satellite and Terrestrial Broadcasting 

System 

In this project, 2×2 MIMO field test carried out terrestrial 8K transmissions (91 Mbps) 

at over a single UHF-band channel (6 MHz bandwidth). The analysis of the 2×2 MIMO 

propagation characteristics, in particular the variability of the required field strength and 

the degradation in required CNR was conducted. The project period is from Apr. 2014 to 

Mar. 2017. 

[P2] Research and Development for Advanced Digital Terrestrial TV 

Broadcasting System 

The author is conducting his dissertation at NHK, which is a member of a Japanese 

national research project which is funded by the Ministry of Internal Affairs and 

Communications in Japan. This project is aiming at the second generation of ISDB-T. 

The project period is from Apr. 2016 to Mar. 2019. 

[P3] 5G-Xcast 

The author is conducting his dissertation at the iTEAM of the Universitat Politècnica 

de València, which is the project manager of 5G-Xcast, the 5G-PPP project focusing on 

point-to-multipoint transmissions technologies to support large-scale consumption of 

mass multimedia services for upcoming 5G broadband system. The project period is from 

June 2017 to May 2019.  
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