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v
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Abstract

English

Glucose regulation in the human body results from the coordinated secretion of hormones.
Type 1 Diabetes (T1D) is a chronic disease that destroys insulin-producing cells, one of
the main agents in the glucose regulation process. Consequently, people with T1D depend
on exogenous insulin administration. However, therapy management is not an easy task,
and it faces great variability. Artificial Pancreas systems were designed to ease the disease
management, administering insulin automatically through an insulin pump based on the
logic of a control algorithm that reads information from a continuous glucose monitor.

Nevertheless, insulin action is uni-directional (lowering glucose values), and some-
times, it is insufficient to maintain safe plasma glucose levels. That is why, occasionally,
other hormones are also administered, with opposite (like glucagon) or complementary
effects (like pramlintide) to insulin. For automatic systems to benefit from these control
actions, it is necessary to study and know their dynamics to simulate their behavior, design
aware controllers, and carry out in silico experiments before using the system with pa-
tients. Glucagon use in T1D has a long trajectory; and has been used in automatic systems.
However, there exists a wide heterogeneity in the definitions of glucagon effect, especially
related to its interaction with insulin, and it is necessary to develop models that are more
physiologically accurate. On the other hand, pramlintide models have barely been studied.

This thesis’ main objective is to improve T1D simulators to validate artificial pancreas
systems. Specifically, a detailed analysis of the state of the art is carried out to know the
physiological model proposals in the literature. Then, the focus moves to describing
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the glucagon effect on endogenous glucose production and the pharmacokinetics and
pharmacodynamics of pramlintide. This work includes the proposal of new physiology-
based models for glucagon and pramlintide. The glucagon model was validated with
individual clinical data, and the pramlintide model was validated with populational data.
Both proposals improved previously existing results.

Castellano

La regulación de los niveles de glucosa en el cuerpo humano es el resultado de la secreción
coordinada de hormonas. La Diabetes Tipo 1 (DT1) es una enfermedad crónica que
provoca la destrucción de las células responsables de la producción de insulina, uno de los
principales agentes en la regulación de glucosa. Por tanto, las personas con DT1 dependen
de la administración exógena de insulina. No obstante, la gestión de la terapia no es sencilla
y está sujeta a una gran variabilidad. Los sistemas de Páncreas Artificial se diseñaron con
el objetivo de simplificar la gestión de la enfermedad, administrando insulina de manera
automática a través de una bomba de insulina, en base a la lógica de un algoritmo de control
que emplea información de un monitor continuo de glucosa.

Sin embargo, la acción de la insulina es unidireccional (disminuye el valor de la glu-
cosa), y a veces resulta insuficiente para mantener unos niveles seguros de glucosa en
sangre. Por eso, en ocasiones se administran otras hormonas, con efectos opuestos (como
el glucagón), o complementarios (como la pramlintida) a la insulina. Para que los sistemas
automáticos se beneficien de estas acciones de control, es necesario estudiar y conocer sus
dinámicas para poder simular su comportamiento, diseñar controladores que los tengan
en cuenta y realizar experimentos in silico previos a utilizar los sistemas en pacientes. El
uso del glucagón ya cuenta con una larga trayectoria y ha sido utilizado en varios sistemas
automáticos. Sin embargo, existe mucha heterogeneidad en las formulaciones de modelos
del efecto del glucagón, sobre todo en relación con su interacción con la insulina, y es nece-
sario profundizar en el desarrollo de modelos que reflejen mejor la fisiologı́a subyacente.
Por otra parte, los modelos de pramlintida apenas se han estudiado.

El objetivo principal de esta tesis es contribuir a mejorar simuladores para validar
sistemas de páncreas artificial. En concreto, se realiza un análisis detallado del estado
del arte para conocer las propuestas de modelos fisiológicos en la literatura, para luego
centrarse en la descripción del efecto de glucagón en la producción endógena de glucosa y
la farmacocinética y farmacodinámica de la pramlintida. El trabajo incluye la propuesta de
nuevos modelos para glucagón y pramlintida basados en la fisiologı́a, validados con datos
clı́nicos individuales en el caso del glucagón y con datos poblacionales de la literatura en el
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caso de la pramlintida, mejorando en ambos casos los resultados previamente existentes.

Valencià

La regulació dels nivells de glucosa en el cos humà és el resultat de la secreció coordinada
d’hormones. La Diabetis Tipus 1 (DT1) és una malaltia crònica que provoca la destrucció
de les cèl·lules responsables de la producció d’insulina, un dels principals agents en la
regulació de glucosa. Per tant, les persones amb DT1 depenen de l’administració exògena
d’insulina. No obstant això, la gestió de la teràpia no és senzilla i està subjecta a una gran
variabilitat. Els sistemes de Pàncrees Artificial es van dissenyar amb l’objectiu de simpli-
ficar la gestió de la malaltia, administrant insulina de manera automàtica a través d’una
bomba d’insulina, en funció de la lògica d’un algorisme de control que empra informació
d’un monitor continu de glucosa.

No obstant això, l’acció de la insulina és unidireccional (disminueix el valor de la
glucosa), i de vegades resulta insuficient per a mantindre uns nivells segurs de glucosa en
sang. Per això, ocasionalment s’administren altres hormones, amb efectes oposats (com
el glucagó), o complementaris (com la pramlintida) a la insulina. Perquè els sistemes
automàtics es beneficien d’aquestes accions de control, és necessari estudiar i conéixer
les seues dinàmiques per a poder simular el seu comportament, dissenyar controladors
que els tinguen en compte i realitzar experiments in silico previs a utilitzar els sistemes en
pacients. L’ús del glucagó ja compta amb una llarga trajectòria i ha sigut utilitzat en diversos
sistemes automàtics. No obstant això, existeix molta heterogeneı̈tat en les formulacions de
models de l’efecte del glucagó, sobretot en relació amb la seua interacció amb la insulina,
i és necessari aprofundir en el desenvolupament de models que reflectisquen millor la
fisiologia subjacent. D’altra banda, els models de pramlintida a penes s’han estudiat.

L’objectiu principal d’aquesta tesi és contribuir a millorar simuladors per a validar
sistemes de pàncrees artificial. En concret, es fa una anàlisi detallada de l’estat de l’art per a
conéixer les propostes de models fisiològics en la literatura, per a després centrar-se en la
descripció de l’efecte de glucagó en la producció endògena de glucosa i la farmacocinètica
i farmacodinàmica de la pramlintida. El treball inclou la proposta de nous models per
a glucagó i pramlintida basats en la fisiologia, validats amb dades clı́niques individuals
en el cas del glucagó i amb dades poblacionals de la literatura en el cas de la pramlintida,
millorant en tots dos casos els resultats prèviament existents.
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Chapter 1

Introduction

“Whatever I do when I grow up, it won’t be related to biology.” − Me to my mum, at
eight years old.

1.1 Motivation

Several physiological mechanisms are put into place in the human body to ensure that
blood glucose levels are kept within a tight range ensuring glucose availability, the main
energy source for cells, to every organ. The normal glucose regulation process relies on
numerous physiological sensors and actuators to maintain appropriate glucose levels, with
the pancreas and insulin being the main actors involved.

Type 1 Diabetes (T1D) is a chronic disease in which the body is unable to produce
insulin on its own. This causes the equilibrium to crumble, and people with T1D face
the titanic task of replacing the function of the pancreas with non-physiological, external
devices that make glucose control burdening and challenging. As such, perfect glucose
control in T1D is impossible.

Diabetes technology opens up possibilities for engineers and other technological
sciences to contribute to such a medical-centered problem in the form of hardware devel-
opment, control algorithms design, or, as the case of this thesis, mathematical models to
serve as tools in algorithms development.

1



1.1. Motivation

More portable glucose sensors and insulin pumps were developed to ease glucose
management for people with T1D. However, the therapy is still the patients’ responsibility
since they are the ones coexisting with the disease every hour of their day. Artificial
Pancreas (AP) systems were conceived to fill this gap. These systems provide an insulin
dosing strategy based on a control algorithm that responds to glucose changes, replacing
most of the patient’s decision-making and alleviating their burden. AP systems are a
reality, with up to seven commercial options already available in the market. However,
glucose control after meals and during exercise still poses serious challenges that impede a
total automatization of the system, requiring some involvement from the patients (e.g.,
announcing the number of carbohydrates in the meal or the start of the exercise to the
system ahead enough).

Moreover, these two situations pose significant disturbances to glucose levels. Meals
cause blood glucose levels to rise, whereas (aerobic) exercise drops glucose values. De-
viations from the “normal” glycemic range can negatively affect the person. However,
sometimes insulin control is insufficient to counter these disturbances. Consequently,
a proposed strategy is the development of Dual-Hormone Artificial Pancreas (DHAP)
systems. These systems use a second control action to either act in the opposite direction
of insulin, such as glucagon, or to complement insulin action, easing postprandial glucose
excursions, such as the case of pramlintide, an amylin analog.

Both treatments are designed to mimic the behavior of actual pancreatic hormones
(glucagon and amylin) secretion since their normal behavior is also affected by T1D.
Glucagon has been used in diabetes treatment for a long time, being used as a one-dose
administration to help with a quick recovery from severe low-glucose values. However,
several unknowns still surround its effect mechanisms and potential interactions with other
hormones. On the other hand, pramlintide has been used in Type 2 Diabetes treatment,
but it has only been approved for its use in T1D in the USA.

The testing and pre-clinical validation of control algorithms for AP systems require
simulators that emulate the glucose responses observed in people with T1D in order to test
the strategies without posing any risk to the patients. Developing new control strategies for
DHAP systems requires accurate models of the adjunctive drugs’ kinetics and dynamics to
observe their effect and design an optimal control. Several simulators and insulin-glucose
models have been proposed in the literature and are currently used by researchers to test
AP strategies. However, glucagon is not often included in simulators, and the description
of its effect is quite heterogeneous. On the other hand, pramlintide models are almost
nonexistent in the literature.

Simulators are crucial for the development of AP algorithms, allowing for in silico
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validations or even carrying out hardware-in-the-loop (HIL) validations of AP implemen-
tations for regulatory submissions. This technique consists of introducing real pieces of
software and hardware that will be used in the clinical system and connecting them to
the simulator, which allows the test of the system in “real” conditions. Since a simulation
substitutes the person, it eliminates any potential risks for them and enables the possibility
of performing several inexpensive tests. A HIL system of this kind was developed by the
author prior to working on her thesis. The system was used to validate the AP used in the
clinical trial in Viñals et al. (2021), co-authored by the candidate.

Hence, the thesis objectives are defined around the need of accurate simulators for
T1D, given their importance and added value in pre-clinical experiments. These objectives
are described next.

1.2 Objectives

The thesis project was conceived with the main objective of contributing to improving
simulators for T1D to be used in the validation of AP systems. In order to reach it, three
other sub-objectives were defined:

– To study and understand the current state and limitations of AP systems and the
available simulators. This also included understanding the glucose homeostasis
process and the relationships among the agents involved.

– To propose and validate a model of glucagon effect that captures glucagon dynamics
observed in clinical individual data, contributing to the analysis of the physiological
mechanisms surrounding glucagon effect.

– To propose and validate a pramlintide model that captures its pharmacodynamics
(PD) and pharmacokinetics (PK), reflecting pramlintide behavior from the adminis-
tration site until its effect becomes apparent in the rate of gastric emptying after a
meal.

1.3 Structure of the thesis

Figure 1.1 depicts a summary of the thesis structure. The document is divided into three
main parts, corresponding to the three sub-objectives listed above.

Part 1, State of the art, is composed of two chapters:
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– Chapter 2 describes the normal glucose regulation process to help understand the
implications of T1D. Next, the disease and the most common treatments available
nowadays are presented. Among these treatments stand the AP systems, with their
multi-hormone configurations. The chapter describes the contributions of these
systems and their current most significant developments.

– Chapter 3 presents some of the most relevant models for T1D found in the literature,
including two sections devoted to glucagon effect descriptions and pramlintide
models, respectively.

The rest of the thesis presents the results of the work related to the models’ devel-
opment. Part 2, Glucagon, corresponds to the proposed glucagon model’s definition and
successive validations. This part is composed of three chapters:

– Chapter 4 describes glucagon receptors and glucagon’s mechanism to promote
glucose production. Then, the proposed model is defined. The rest of the chapter
describes the identification and validation methods used in the subsequent chapters
to validate the proposal.

– Chapter 5 performs the first validation of the glucagon model with a clinical dataset.
Two identification methods were used, and the results are presented and discussed.

– Chapter 6 presents the second validation of the glucagon receptors model with a
new clinical dataset. In this case, three different identification methods were used,
and the results are presented and discussed.

Part 3, Pramlintide, corresponds to the development and validation of the pramlintide
PK/PD model.

– Chapter 7 describes amylin physiology and presents the candidate model structures
for intravenous PK, subcutaneous PK, and PD.

– Chapter 8 presents the data gathered from the literature to validate the pramlintide
model, with special emphasis in datasets measuring glucose rate of appearance
(tracer studies) to avoid confounding factors with insulin effect in glucose data.
The chapter then describes the selection process carried out to present the model
proposal.

4



Chapter 1. Introduction

PK/PD modeling for Artificial Pancreas

Structure of the thesis
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Diabetes and Artificial Pancreas
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Model validation 1
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Part III - Pramlintide
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Figure 1.1: Thesis structure summary.

Finally, Chapter 9 lays out the final conclusions of the thesis. An additional final
chapter lists the contributions and publications generated during the duration of the thesis.

Two appendices are included afterward. Appendix A lists the individual parameter
values obtained as a result of the identifications carried out in Chapter 5 and Chapter 6.
Appendix B includes a set of tables describing the states and parameters of some of the
most relevant models presented in Chapter 3. The document’s final pages include a set of
tables that depict the complete set of equations of these models.
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Chapter 2

Diabetes and Artificial Pancreas
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Blood glucose regulation is an intricate process that relies on several mechanisms,
but the main agents are the pancreatic hormones insulin and glucagon. People with
Type 1 Diabetes suffer from the autoimmune destruction of β-cells, producers of
insulin, which crumbles the glucose homeostasis. In order to counter this deficiency,
blood glucose has to be monitored to administer the proper amount of exogenous
insulin. Some strategies have been developed to aid glucose control, such as Artificial
Pancreas (AP) systems, also known as Automated Insulin Delivery systems. The use
of adjunctive therapies is under investigation and can be used as an add-on to either
conventional therapy or AP systems to facilitate glucose control.
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2.1. Glucose regulation

2.1 Glucose regulation

Cells in the human body depend on adenosine triphosphate (ATP) as their energy source.
ATP is obtained by oxidizing several metabolic fuels, but glucose is the main one. Hence,
many mechanisms are implemented to guarantee that plasma glucose levels are kept
within a tight healthy range (normoglycemia) to ensure glucose availability to the organ-
ism. Nevertheless, it is expected that glucose levels will change due to different factors.
For instance, fasting or aerobic1 exercise will decrease glucose levels. The contrary will
happen after meals or anaerobic2 exercise. However, many other factors could sometimes
have effects on glucose levels (e.g., stress, menstruation cycles, sickness), hence the impor-
tance of glucose homeostasis to ensure that these variations do not have negative health
consequences.

Glucose can appear in plasma from three possible sources: intestinal absorption after
meal digestion; glycogenolysis, which breaks down glycogen in the liver; and gluconeoge-
nesis, which forms glucose in the liver and kidney from other compounds (e.g., lactate or
pyruvate). On the other hand, cells can uptake glucose from plasma, causing a decrease in
plasma glucose concentration. If cells require energy, they will convert glucose into ATP
through the glycolytic pathway by oxidation. However, if there is a surplus of glucose,
glucose will be stored as glycogen through glycogenesis to serve as glucose reserve. On
the other hand, glycolysis can also perform a non-oxidative conversion of glucose, pro-
ducing lactate, that will diffuse from the muscle into capillaries and the liver. This lactate
may come back later as glucose through gluconeogenesis if the liver is oxygenated and
converts it into pyruvate (Shrayyef and Gerich, 2010; Woerle et al., 2003; Müller et al.,
2017; Nordlie et al., 1999; Salway, 1993). Figure 2.1 summarizes these glucoregulatory
metabolic processes.

The primary glucose producers are the liver and kidneys. Since the kidney contains
little glycogen, its contribution is mainly through gluconeogenesis. In contrast, the liver
releases glucose both by glycogenolysis and gluconeogenesis. These processes regulate
plasma glucose levels and maintain them within the proper limits (see Figure 2.1).

The body’s main glucose consumers are the brain, the skeletal muscle, the kidneys,
blood cells, splanchnic organs (i.e., the stomach, small and large intestine, pancreas, spleen,
and liver), and adipose tissue. The brain is the organ requiring the greatest consumption

1Aerobic exercise involves repeated and continuous movement (e.g., walking, cycling, jogging, or swim-
ming).

2Anaerobic exercise refers to high-intensity interval training, alternating brief periods of intense exercise
with recovery periods (e.g., sprinting, weight lifting) (Riddell et al., 2017).
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Figure 2.1: Normal glucose regulation process. Processes on the left occur mainly in the liver
(gluconeogenesis also in the kidney) and increase plasma glucose levels. Processes on the right
occur in most tissue cells and decrease plasma glucose. Gluconeogenesis converts pyruvate to
glucose, and glycogenolysis breaks down glycogen to obtain glucose. Glycolysis converts glucose
either to ATP or lactate. Glycogenesis stores glucose surplus as glycogen. Glucose conversion to
ATP and lactate conversion to pyruvate are both oxidation processes that require oxygen (O2)
availability to happen.

(around 50% of glucose), followed by the muscle and kidney (around 15% each), whereas
the rest utilize less than 10% of glucose available (Gerich, 1993). Nonetheless, in case
of plasma glucose deficit, most organs could obtain energy from other sources, such as
ketones or free fatty acids (FFA) (Bano, 2013). The notable exception to this fact is the
brain. The brain activity depends entirely on plasma glucose supply since it cannot store
glucose as glycogen or synthesize glucose from other sources.

Hence, extreme deviations from normoglycemia will negatively affect the person.
Normoglycemia is typically defined as glucose concentration values between 70 and
180 mg/dl. Plasma glucose concentrations above 180 mg/dl mean hyperglycemia whereas
values below 70 mg/dl entail hypoglycemia. Hyperglycemia has long-term consequences,
especially in the cardiovascular system. Some of the complications include micro- and
macro-vascular complications, retinopathy, nephropathy, neuropathy, diabetic ketoacido-
sis, and bone and joint problems. On the other hand, hypoglycemia consequences start at
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tremors, sweating, or dizziness in the mild episodes, while prolonged glucose concentra-
tions under 55 mg/dl could impair cerebral function, and even lower values could lead to
convulsions, coma, or death.

In order to prevent these situations, numerous agents come into play to coordinate and
regulate blood glucose uptake and disposal. The most relevant are pancreatic hormones
insulin and glucagon.

2.1.1 Glucose-regulating agents

The pancreas contains cell clusters that form the islets of Langerhans. These islets contain
five different cell types that release hormones from the endocrine system: α-cells (pro-
ducing glucagon),β-cells (producing insulin, C-peptide and amylin),γ-cells (producing
pancreatic polypeptide, PP), δ-cells (producing somatostatin), and ε-cells, producing ghre-
lin (Röder et al., 2016). Figure 2.2 summarizes the hormones secreted in each cell type
and their primary functions. The reported percentage of the abundance of each cell type
differs between works, but β-cells are the most abundant, followed by α-cells.

Each hormone performs a specific function in glucose homeostasis. Glucagon increases
glucose levels (triggering gluconeogenesis and glycogenolysis and inhibiting glycolysis
and glycogenesis), whereas insulin has the opposite effect (enhancing glycolysis and glyco-
genesis while inhibiting gluconeogenesis and glycogenolysis). Amylin inhibits glucagon
production and slows gastric emptying, controlling the rate of exogenous glucose appear-
ance in the circulation. It also acts as a satiety signal by accessing receptors in the area
postrema of the brain (Woods et al., 2006). C-peptide, known as “connecting peptide”, is
co-secreted with insulin, and its main activity is related to insulin synthesis (Wahren et al.,
2000). PP, similar to amylin, also has receptors in the brain and regulates gastric empty-
ing as well as inhibiting other hormones’ secretion (Katsuura et al., 2002). Somatostatin
inhibits the release of both insulin and glucagon. Ghrelin production in the pancreas is
small because its main secretion site is the stomach. It is known as the “hunger hormone”
since it induces the sensation of hunger (Müller et al., 2015). However, our interest lies in
the specific mechanisms of insulin and glucagon that will be explained next.

Insulin secretion depends on plasma glucose concentrations. A plasma glucose in-
crease stimulates insulin secretion and inhibits glucagon secretion to avoid further in-
creases. Moreover, after meal ingestion, the intestine will secrete specific hormones called
incretins (e.g., gastrointestinal-inhibitory peptide (GIP) and glucagon-like peptide (GLP-
1)) that will further increase insulin secretion and inhibit glucagon secretion. That is
why plasma insulin concentrations will be higher after eating something than after get-
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Figure 2.2: Endocrine hormones in the pancreas and their main functions. β-cells, the most
abundant, produce insulin, amylin, and C-peptide.α-cells produce glucagon,γ-cells produce PP,
δ-cells, somatostatin, and ε-cells, ghrelin. The effects promoted by each of these hormones are
marked with a plus (+) sign, while the processes they inhibit or reduce are marked with a minus (-)
sign. The approximate proportion of the islets in the pancreas of each cell type is indicated under
each of them, based on Röder et al. (2016).

ting the same glucose amount delivered intravenously. Because in the former case, more
agents work to increase insulin secretion than in the latter. GLP-1 also delays gastric
emptying (Kruger and Gloster, 2004) and promotes satiety. These regulation processes
are summarized in Figure 2.3, left-hand side.

On the other hand, in the case of a plasma glucose decrease, insulin secretion will be
suppressed. Also, the sympathetic nervous system will release hormones to counter this
decrease (glucagon, catecholamines, cortisol, and growth hormone). As stated by Cryer
(2001): “Whereas insulin is the dominant glucose-lowering factor, there are redundant
glucose-raising (counterregulatory) factors”. This makes sense, considering that brain
activity depends on a constant supply of glucose. Hence, a robust net of safety mechanisms
will rapidly increase blood levels to avoid any endangering low-glucose consequences
(Reno et al., 2013).

Insulin will cause glucose levels to decrease utilizing direct and indirect actions. After
binding to its receptors, a chain of protein signaling will cause the liver and kidney to stop
glucose production (gluconeogenesis and glycogenolysis). It will also promote glucose
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uptake by the cells (by glycolysis and glycogenesis), inhibit FFA release, and promote
glycogen accumulation (by inhibiting glucose-6-phosphatase and glycogen phosphorylase,
both glycogenolysis enzymes, see Chapter 4).

Glucagon is the complementary hormone to insulin in glucose regulation. Plasma
glucose increases will inhibit glucagon secretion, whereas glucose decreases will promote
glucagon secretion. It will also be promoted after prolonged fasting to raise glucose levels.

Glucagon action is mediated by its receptors in the liver, which, through a complex
process, stimulate glycogenolysis and gluconeogenesis, promoting glycogen breakdown
(see Chapter 4 for more detail), and inhibiting glycolysis (Müller et al., 2017). A significant
difference between the procedures of insulin and glucagon action is that insulin receptors
are located on the surface of most cells. However, glucagon receptors are located mostly in
the liver, making it the main character in glucagon action management.

Also, amylin action slows down gastric emptying, and this effect is regulated by
glycemic status: gastric emptying will be slowed by hyperglycemia and accelerated by hy-
poglycemia (Young, 2005). This is understandable because a hypoglycemic state requires
a quick availability of the ingested nutrients (Hay et al., 2015).

Other agents involved in glucose homeostasis are catecholamines, growth hormone,
cortisol, and FFA. Catecholamines include hormones (epinephrine) and neurotransmitters
(norepinephrine). They all work towards inhibiting insulin action, acting as counter-
effective measures to glucose drops and reducing insulin effects. Changes in the sympa-
thetic nervous system mediate their release. Catecholamines increase during stress and
hypoglycemia, and their effects include inhibiting insulin secretion, decreasing insulin
action, and activating hepatic glycogenolysis (Gerich, 1988). Growth hormone and cortisol
also increase during hypoglycemia, with similar effects inhibiting insulin. Catecholamines
have a quick response time, unlike growth hormone and cortisol, which take several hours
to occur. On the other hand, FFA stimulates gluconeogenesis and works as fuel for most
tissues in the body (except the brain).

There is a hierarchy among these regulatory elements. Epinephrine is only critical
when glucagon is deficient. Growth hormone and cortisol are involved in defense against
prolonged hypoglycemia. Threshold glucose levels at which each of these responses
activate differ between works because they are dynamic (Cryer, 2001). They shift to higher
plasma glucose levels during chronic hyperglycemia and to lower levels after recurrent
hypoglycemia. According to a study performed on healthy volunteers, hormone secretion
is the first stage in the counterregulatory response, when glucose drops around 70 mg/dl.
After that, upon reaching 60 mg/dl, the next system activates, which includes epinephrine,
norepinephrine, and growth hormone. Glucose drops under approximately 60 mg/dl
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Figure 2.3: Mechanisms in the glucose regulation process. Dashed lines indicate agents promoting
other processes. Green arrows facing up indicate a secretion increase and red arrows facing down
indicate a reduced or inhibited secretion. Insulin secretion will be promoted, and glucagon inhibited
after a glucose increase (left). After a meal, incretins and amylin will further promote insulin
secretion and glucagon inhibition, among other tasks (see text for more details). In case of a glucose
decrease (right), the insulin will be inhibited, and glucagon will be promoted. FFA will be used as
source of energy if necessary. If certain low-glucose thresholds are reached, catecholamines, cortisol,
and growth hormone will further inhibit insulin secretion.

triggered cortisol secretion. According to the authors, these thresholds were similar in
previous studies devoted to this topic (Mitrakou et al., 1991).

2.1.2 Meals and interactions between hormones

With prolonged fasting, plasma insulin levels decrease, increasing its complementary
hormone levels (i.e., glucagon, catecholamines, growth hormone, and cortisol). These
hormones help raise (and maintain) plasma glucose levels. Fasting will consume glycogen
reserves until their depletion (after around 60 hours), making gluconeogenesis the primary
source of glucose (Shrayyef and Gerich, 2010).

After meal intake, insulin, glucagon, and amylin come into play. Insulin increases
during and immediately after meals. Oddly enough, pancreatic glucagon is briefly secreted
as food is ingested, which is thought to provide a satiety signal leading to termination of the
meal (Woods et al., 2006), as observed in the clinical trial by Cooperberg and Cryer (2009).
Amylin concentration rapidly increases after eating, with an increase directly proportional
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to the meal size. Amylin and insulin are normally co-secreted in a fixed molecular ratio
(insulin to amylin). Importantly, amylin tipically inhibits glucagon secretion, but not
during hypoglycemia (Silvestre et al., 2001; Nyholm et al., 1996).

The relationship between insulin and glucagon is still a matter of study. It has been
demonstrated that insulin inhibits glucagon secretion. One of the motives glucagon acti-
vates during hypoglycemia is not only that α-cells detect low glucose levels, but also that
they detect the decrease in insulin secretion byβ-cells (Müller et al., 2017; Cooperberg and
Cryer, 2010). Moreover, high plasma insulin levels have been reported to blunt glucagon
response to hypoglycemia (Banarer et al., 2002).

Another matter to consider is the relationship between glycogen and glucagon. Glyco-
genolysis (i.e., glycogen breakdown) is mainly initiated by glucagon. Hence, one factor
that may regulate the effect of glucagon on the liver is the level of glycogen reserves. One
study performed on rats showed that glycogen reserves are progressively diminished after
consecutive (separated by 30 minutes) glucagon doses, regardless of the initial value of
glycogen levels (Bélanger et al., 2000).

2.2 Type 1 Diabetes

Diabetes Mellitus is a metabolic disorder characterized by a dysfunction of pancreatic
β-cells. While vastly heterogeneous, two main classifications of the disease exist: Type
2 Diabetes (T2D) and Type 1 Diabetes (T1D) (Leu and Zonszein, 2010). T2D accounts
for 90% of diabetes cases. It is mainly characterized by insulin resistance and β-cells
dysfunction, which causes higher insulin requirements in the early stages of the disease.
Later on, insulin production becomes insufficient, and the person develops hyperglycemia.
It is closely associated with obesity and other cardiovascular risk factors, like hypertension.
On the other hand, T1D accounts for 5-10% of cases. It results from the autoimmune
destruction of β-cells, leading to complete insulin deficiency. This means that people with
T1D depend on exogenous insulin administration to survive. While less crucial, amylin
production, which, among other things, delays gastric emptying, is also impaired since
β-cells are destroyed.

T1D is an epidemic that affects 8.7 million people worldwide (JDRF, 2022). The
disorder is mainly diagnosed in young people: 40% of the new diagnoses during 2022 were
under 20 years old, according to the report by the International Diabetes Federation (IDF,
2022). Thanks to the isolation of insulin a hundred years ago, people with T1D can coexist
with their disease as long as they can access the treatment and as they have the availability
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Figure 2.4: Mechanisms in the glucose regulation process in T1D. Dashed lines indicate agent
promoting other processes. Green arrows facing up indicate a secretion increase and red arrows
facing down indicate a reduced or inhibited secretion. Red crosses mark the elements and processes
that are missing in T1D. Damaged β-cells cannot produce neither insulin nor amylin, and the
communication between α-cells and β-cells is severed. Glucagon does not respond properly to
glucose level changes.

of resources such as insulin dosage, glucose sensors, and diabetes education, which is sadly
not the case worldwide. Some low-income countries (and some high-income countries)
do not have resources for making diabetes treatment publicly available for the affected
population or choose to make insulin a luxury product, available only to those who can
afford it. Consequently, T1D still poses a severe threat to affected people’s lives, especially
undiagnosed young people. However, managing the disease in day-to-day life is not a
trivial issue, even with resource availability.

As presented in the previous section, glucose homeostasis in the human body is a
complex process coordinated by many agents. In the case of T1D, β-cells actions and
hence, insulin action, are entirely taken away, crumbling the glucose homeostasis, which
also dysregulates the behavior of other pancreatic hormones.

Figure 2.4 shows how the different regulation mechanisms are affected by T1D.Withβ-
cells missing, mechanisms against hyperglycemia and hypoglycemia are impaired. Even if
α-cells are still active, having missed their communication with β-cells, glucagon secretion
does not act properly, and people with T1D typically have increased glucagon levels
(Müller et al.,2017). Many studies have tried to comprehend why glucagon is unresponsive
to glucose changes in T1D. Indeed, it does not activate as a response to hypoglycemia in
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T1D. Likewise, it does not decrease with hyperglycemia (Gerich et al., 1973). In fact, Unger
and Cherrington (2012) states that one of the main factors promoting hyperglycemia in
untreated T1D is excess glucagon secretion. The exact reasons are still unknown and a
matter of study. In Reiband et al. (2015), the authors theorize and summarize hypotheses
of why glucagon does not work as a response to hypoglycemia in T1D. It may span from
an abnormal activity of ATP-sensitive potassium channel activity to a defect of glucose
sensing in α-cells, or even an impairment of signaling in the central nervous system.

This missing link between α-cells and β-cells means that glucagon secretion suppres-
sion after insulin release does not happen; neither is glucagon secreted as a response to
insulin secretion suppression.

The previous section mentioned that there is a slight glucagon rise as a response to
meals that may act as a satiety signal. This fact is also true for people with T1D. However,
since β-cells are missing, the signaling that would constrain this glucagon production
is indeed gone. These abnormally high glucagon levels after meals may also impair the
organism’s ability to properly replenish glycogen reserves since high glucagon levels
enhance glycogen release. In fact, a study by Hwang et al.(1995) showed how the amount of
stored glycogen after meals in people with T1D was significantly lower than that stored by
healthy people. Moreover, glucagon and other hormones’ secretion becomes increasingly
damaged as the disease progresses.

The case of amylin, which is co-secreted with insulin in β-cells, is completely missing
in patients with T1D. Hence, gastric emptying is dysregulated, leading to hypermotility
in people with T1D regardless of the glycemic level, further contributing to the elevated
postprandial glucose values (Hay et al., 2015).

Hence, people with T1D are exposed to glucose variability and the consequences that
it has in all its forms: long-term complications due to hyperglycemia and the threatening
consequences of hypoglycemia. The glucose regulation process becomes a manual task for
patients, who have to administer insulin themselves, with all the attached difficulties it
involves.

2.2.1 T1D treatment

The most essential treatment for T1D entails administering insulin and self-monitoring
blood glucose levels. Insulin can be delivered using single injections (using insulin pens) or
with a continuous subcutaneous insulin injection (using an insulin pump). Injections are
usually administered accompanying meals or as glucose corrections at any time. Insulin
pumps deliver a basal insulin infusion, with adjustable rates usually per hour (depending
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on the manufacturer). This allows the person to adapt the insulin dosage to the moment
of day since the insulin necessities will depend on the person’s activities and insulin
sensitivity, which changes following circadian rhythms. The most basic tool for glucose
self-monitoring are glucose meters, which measure capillary blood glucose concentrations
using finger pricks. This method is painful and burdensome for patients and does not
provide information on glucose tendencies but rather a static picture of the glucose state at
a given time. A more appropriate tool are continuous glucose monitoring devices (CGM).
They are small, discreet sensors that attach to the body and measure interstitial3 glucose
in the subcutaneous tissue. They provide a measurement either on demand (e.g., the user
has to scan the device using NFC technology) or automatically, sending measurements
periodically to a receptor device (e.g., a smartphone). This allows for a more continuous,
less intrusive way of glucose monitoring, providing a series of measurements every short
intervals (e.g., 5 minutes), which allows for observing glucose trends and monitoring rapid
glucose changes, allowing the patient to act accordingly.

The introduction of CGM devices gave place to the sensor-augmented pump therapy
(SAP), which consists of combining the information of the CGM to the management of
the pump insulin infusion values (Schönauer and Thomas, 2010). Still, the patient is
responsible for acting and adjusting the therapy to respond to glucose changes.

Added to the complexity of continuously making therapy decisions, people with T1D
can count an extra difficulty because neither the measurement point (for the glucose sen-
sors) nor the actuators (insulin infusion) are “placed” in the ideal place. Pancreatic cells
have access to many internal variables in the body, sensing even the most minor changes
in glucose and even whether the other cells are starting or stopping their respective hor-
mones’ secretion. Getting scattered glucometer measurements during the day or interstitial
measurements with CGM devices (instead of blood glucose) does not come close to the
amount of information available to the normal glucose homeostasis process.

Moreover, interstitial glucose is related to blood glucose via a diffusion process, which
allows estimating blood glucose values, but it will carry estimation errors as well as a delay
(Aussedat et al., 2000; Kulcu et al., 2003). On the other hand, insulin is also administered
interstitially, unlike β-cells that release insulin directly to the portal vein. In the case of
insulin administration, insulin will take longer to come into effect because it is administered
into the peripheral circulation (Cohan and Peters, 2010).

Appropriate diabetes treatment also involves putting special care into following a
healthy diet and regular exercise to maintain healthy glucose levels and avoid hyper-
glycemia. Meals and exercise management come with their own difficulties, too. Neverthe-

3The interstice is the space between cells.
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less, one of the main factors interfering with patient’s management of their diabetes is fear
of hypoglycemia. Low glucose values have more rapid and direct negative consequences,
so people prefer being high rather than risking a hypoglycemia episode.

Fear of hypoglycemia is well-founded because regular glucose homeostasis puts into
place several mechanisms to avoid it (detailed previously in Section 2.1): (1) suppression
of insulin secretion, when glucose values decrease under 80 mg/dl, (2) glucagon secretion,
that promotes glycogenolysis and gluconeogenesis when glucose is around 65-70 mg/dl,
(3) epinephrine and other hormones may react too if necessary (Cryer et al., 2003). The
other complementary hormones (epinephrine, growth hormone, and cortisol) secretion
also become progressively deficient from the onset of the disease. Since insulin is not
secreted within the body but administered externally, insulin suppression as a response to
hypoglycemia does not happen, hence already failing the first defense mechanism. α-cells,
not detecting this suppression of insulin action, do not secrete glucagon either. To make
things worse, administered insulin has a persistent effect, remaining in the circulation for
a considerable time and worsening the glucose decrease (Gerich, 1988). Another issue
is “hypoglycemia unawareness”, in which repeated hypoglycemia episodes impair the
symptoms of developing hypoglycemia, which compromises the defenses against it and
could lead to an acute hypoglycemic episode (Cryer, 2001). Fear of hypoglycemia makes
patients lean towards higher glucose values, leading to hyperglycemia and worse overall
glucose metrics.

Hypoglycemia quick treatment consists of ingesting some carbohydrates to correct
and raise glucose values. These can be some juice, soft drinks, crackers, etc., or carbo-
hydrate tablets designed for this use. They are typically known as rescue carbohydrates.
They represent a dose usually between 15-20 g of carbohydrates, and current therapy
recommendations instruct to take a dose every 15 minutes until glucose values are restored
to normoglycemia. This approach is effective but increases the number of calories the
patients ingest and could cause a rebound hyperglycemia later on. On the other hand,
severe hypoglycemia episodes require another person to help the patient to recover, since
they may be unresponsive. In those cases, the standard treatment consists on a 1-mg
glucagon dose injection, to achieve a quick recovery.
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2.2.2 Drugs

Insulin

Insulin is usually presented in 10-ml vials with a concentration of 100 units of insulin per
ml. Then, an injection of 0.05 ml would be needed to deliver five units of insulin. This
concentration is labeled as U100 (100 U per 10 ml) and is the most common. Insulin is
also available in different concentrations, either more diluted or more concentrated (e.g.,
U40, U300, U500), designed for patients with either greater insulin sensitivity or insulin
resistance (Cohan and Peters, 2010).

Different types of insulin exist, and they are characterized depending on the absorption
rate after their subcutaneous administration. The main descriptive characteristics are time
to onset, time to peak, and duration. Table 2.1 summarizes some of the most relevant
insulin types available. The information has been adapted from the Clinical Practice
Guideline for Diabetes Mellitus published in 2022 by the American Association of Clinical
Endocrinology (Blonde et al., 2022).

The first fast-acting analog available was lispro, and other fast-acting insulins were
developed later (aspart, glulisine). The main purpose of these rapid-acting compounds is
to counter glucose increases due to meals. Patients inject the corresponding dose around
15 minutes before eating so that the onset of the insulin analog matches the start of the
meal. Long-acting insulin analogs, on the other hand (e.g., glargine, determir), have less
peak effect, but their effect spans several hours. Hence, conventional T1D management
combines the administration of basal long-lasting insulin doses, complemented by rapid-
acting analogs to counter postprandial glucose raises and administer small corrective bolus
if needed (McCall and Farhy, 2013; Domingo-Lopez et al., 2022). A review of current
commercially available insulin pens, CGM sensors, and other medical devices can be
found in Domingo-Lopez et al. (2022). Almurashi et al. (2023) also reviews available CGM
devices, adding insulin pumps.

Inhaled insulins deserve a special mention. They are administered through an inhaler
instead of injections, making them a non-invasive method for insulin administration.
Although the concept had a positive reception from patients and physicians, it also presents
some disadvantages. Focusing on Technosphere (a brand developed by MannKind, USA),
a meta-analysis of clinical trials using the drug (Pittas et al., 2015) showed that it helped to
lower the risk of severe hypoglycemia, but it was less effective than subcutaneous insulin
improving overall glycemic levels, making it efficient for prandial dosing, but needing basal
insulin administration regardless. This could be due to the lower efficacy of absorption
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Onset time Peak time Duration

Basal insulins
Long-acting analogs

Detemir 1.5 h near peakless 16-24 h
Glargine 1.5-2 h near peakless 24 h
Degludec 1 h peakless 42 h

Prandial insulins
Short-acting

Regular 30-60 min 2-4 h 5-8 h
Rapid-acting

Aspart 15 min 1-1.5 h 3-5 h
Glulisine 12-30 min 1-1.5h 3.5-5 h
Lispro 15-30 1-2 h 3-4.75 h

Faster-acting
Faster aspart 4 min 0.5-1.5 h 3-5 h
Lispro aabc 15-17 min 2 h 4.6-7.3 h
Inhaled Technosphere insulin 12 min 0.5-1 h 1.5-3 h

Table 2.1: Types of insulin. The concentrations of the preparations listed are all U100. Adapted
from Blonde et al. (2022).

in inhaled insulin. In addition, there are concerns over pulmonary safety related to the
long-term use of this drug. Hence, it presents a trade-off of partially getting rid of injections
in return for a potential loss of normoglycemia targets and possible safety issues (Mohanty
and Das, 2017).

Alternative routes for insulin delivery are intranasal insulin and intraperitoneal in-
sulin. Intranasal insulin allows the transport of insulin to the brain more efficiently, which
has been proven to improve glucose homeostasis and cognition by modulating neuroen-
docrine activity. However, impairments in central nervous insulin signaling have been
observed; hence, advances are needed prior to the clinical application of intranasal insulin
(Hallschmid, 2021). On the other hand, intraperitoneal insulin involves administering
insulin by an implantable pump so that insulin is directly absorbed through the portal
system (McCall and Farhy, 2013), making it the closest system to “real” pancreas be-
havior. However, the long-term benefits of this technique are to be determined since
patients present reactions to the material, and it entails all the difficulties involved with
the implantation of an external device (Renard, 2008).
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Glucagon

Commercially available glucagon formulations are used to treat severe hypoglycemia.
The main issues with liquid glucagon formulations are (1) the predilection to form sheets
of amyloid-like fibrils in aqueous solutions that could clog the injection device and (2)
the fact that glucagon spontaneously degrades (Wilson and Castle, 2018). Current stable
glucagon formulations include intranasal glucagon, dasiglucagon, and non-aqueous soluble
glucagon (see Table 2.2). The latter two can be administered via a pre-filled syringe, and
the first is administered nasally (Blonde et al., 2022).

Glucagon emergency kits need to reconstitute glucagon before use. They consist of
two-part kits, including a syringe containing a sterile water solution and a vial with glucagon
powder. At the time of administration, the solution is injected into the vial, mixed, and
then the fluid has to be drawn back into the syringe to be administered (Wilson and Castle,
2018). Since such a process is involved, the person cannot use this kind of emergency kit
when hypoglycemia is so severe that they are feeling unwell or unconscious. Reconstituted
glucagon is to be used immediately, injected intramuscularly, and discarded afterward.
Currently, the available glucagon emergency kits are Glucagen HypoKit (Novo Nordisk,
Denmark) and Glucagon Emergency Kit (Eli Lilly, USA) (Patil et al., 2020).

Intranasal glucagon eliminates some complexity in the process, and it is the preferred
option if another person has to administer it to the patient; however, it is not as efficient
(Pontiroli, 2015), as the recommended dose has to raise from 1 mg to 3 mg (Blonde et al.,
2022; Beato-Vı́bora and Arroyo-Dı́ez, 2019).

Dasiglucagon (Zealand Pharma, Copenhagen, Denmark) is a novel formulation that
can be maintained stable for at least seven days at room temperature. Moreover, it achieves
comparable effects to regular glucagon with smaller doses (Hövelmann et al., 2018, 2019).
Dasiglucagon has been proven efficient in countering hypoglycemia even under free-living
conditions (Laugesen et al., 2023), using small doses of 80 µg.

Other glucagon formulations are BioChaperone glucagon developed by Adocia Biotech
(Lyon, France) (Glezer et al., 2018; Patil et al., 2020), and the liquid (non-aqueous) for-
mulation developed by Xeris Pharmaceuticals (Austin, TX, USA): XeriSol. This latter
formulation is stable at room temperature for up to 2 years, but patients have reported
adverse reactions in the injection site, such as burning or discomfort (Haymond et al.,
2016, 2017). Nevertheless, its efficacy in preventing exercise-induced hypoglycemia was
tested in the trial by Rickels et al. (2018), using Xeris’ G-pen mini. In a review of glucagon
formulations and treatments (Hawkes et al., 2019), the authors show a comparison of the
effect of the different glucagon formulations (dasiglucagon, BioChaperone glucagon, Xeris’
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Ready to use Administration

Glucagon emergency kits Require reconstitution Injection
Dasiglucagon ✓ Injection
Glucagon pen (prefilled syringe) ✓ Injection
Glucagon nasal powder ✓ Nasal

Table 2.2: Types of glucagon. Adapted from Blonde et al. (2022).

G-Pen, and intranasal glucagon) on glucose. Dasiglucagon emerges as the most efficient
administration, achieving the maximum effect with the lowest dose. This compound’s effi-
cacy was also proven in Hövelmann et al. (2019), where the effect of different dasiglucagon
doses is compared to reconstituted glucagon. This trial showed that administration of
200µg regular glucagon was comparable to 80µg dasiglucagon. A recent review (Giménez
et al., 2023) compared the results obtained in different clinical trials of three commercial
glucagon preparations in comparison to classic injectable glucagon (requiring reconsti-
tution). The glucagon preparations were Baqsimi (nasal glucagon, by Eli Lilly), Gvoke
(glucagon injection, by Xeris Pharmaceuticals), and Zegalogue (dasiglucagon injection,
by Novo Nordisk). Results show that treatment success was achieved with any of the
formulations, with Gvoke reaching the highest mean maximum blood glucose values,
while Bagsimi was the lowest (220 mg/dl and 168 mg/dl, respectively).

The use of glucagon is associated with some adverse effects, such as nausea or vomiting,
occurring 2-3 hours after glucagon administration (Ranjan et al., 2021), although the occur-
rence of said effects depends on the dose and route of administration. Intranasal glucagon
entails other adverse reactions such as congestion, sneezing, and headache. Neverthe-
less, the long-term consequences derived from chronic use of glucagon are still unknown
(Ranjan et al., 2021).

However, in order to avoid adverse effects caused by large glucagon doses (1 mg),
several studies have explored the possibility of using smaller doses to recover from hy-
poglycemia. One of the first studies testing this hypothesis was Haymond and Schreiner
(2001), where they proposed using mini glucagon doses to treat mild hypoglycemia. The
study was performed on children with T1D, and glucagon doses between 20 and 150 µg
successfully raised glucose levels to avoid hypoglycemia. Years later, a study carried out by
Ranjan et al. (2016) proved that small glucagon doses of 100, 200, or 300µg were sufficient
to treat mild-hypoglycemia in adults.

A study (Haymond et al., 2017) compared 150 µg doses of XeriSol glucagon and 16 g
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carbohydrates administration as hypoglycemia treatment and found the responses were
very similar, albeit for a slightly higher rise in glucose with the use of carbohydrate tablets.
On the other hand, a study comparing low doses of dasiglucagon to oral glucose (Laugesen
et al., 2022). Dasiglucagon doses of 80, 120 µg, or 15 g of glucose tablets were administered
when participants of the trial reached induced hypoglycemia. On this occasion, there
is a significant difference between the two treatments. Dasiglucagon successfully raised
glucose levels 20 mg/dl in 15 minutes regardless of the doses, whereas oral glucose took
30 minutes.

Pramlintide

Pramlintide is an amylin analog that successfully delays gastric emptying (Thompson
et al., 1997a; Nyholm et al., 1999; Adis, 2003; McQueen, 2005; Levetan et al., 2003). Its use
is not as extended as those of insulin and glucagon, but it has proven useful in reducing
postprandial hyperglycemia, and a 1-year long trial showed that pramlintide significantly
helped to reduced HbA1c4 values (Ratner et al., 2004). Pramlintide was approved for
its use in T1D treatment by the FDA (U.S. Food and Drug Administration) in 2005
(Srinivasan et al., 2021). A posterior meta-analysis (Qiao et al., 2017) gathered ten clinical
trials with pramlintide from 1997 to 2016, to analyze its efficacy and safety. The study
concluded that pramlintide was indeed capable of reducing HbA1c levels overall (2.39%
on average), as well as reducing insulin needs and body weight.

Pramlintide is administered subcutaneously using a pre-filled syringe (pramlintide
pen). The pramlintide effect is dose-dependent, causing a longer delay in glucose appear-
ance the greater the pramlintide dose (Kong et al., 1998). Pramlintide dosing usually
consists of 30 to 60 µg boluses, administered 30-15 minutes before meals, accompanying
the prandial insulin dose. Nevertheless, insulin dosage has to be reduced to avoid later
hypoglycemia (McQueen, 2005). Pramlintide has to be readministered after each meal,
since its effect does not carry on the subsequent meals (Kong et al., 1998).

Pramlintide has been tested both with regular and lispro insulin. Some differences
were observed, probably due to the pharmacodynamic differences between regular and
rapid-acting insulin (Weyer et al., 2003). Pramlintide has also been observed to successfully
reduce glucagon increase after a meal (Fineman et al., 2002; Nyholm et al., 1999). The
study by Fineman shows how small this glucagon increase is since a small dose of 100 µg

4Glycated hemoglobin. Measure of the overall glucose levels in the blood used as diagnostic for diabetes
mellitus and assessment for glucose control quality in T1D. Therapy guidelines recommend its value should
be ≤ 6.5% (Blonde et al., 2022).
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glucagon would cause a rise in plasma glucagon of approximately 350 pg/ml, whereas the
posprandial response causes an increase of around 15 pg/ml.

Pramlintide is a drug prone to cause nausea, vomiting, or headache, with increased
symptoms with increasing doses (Adis, 2003; McQueen, 2005). Symptoms seem to sub-
side with time (Weyer et al., 2001), but patients tend to develop resistance to the drug after
several years of use (Blonde et al., 2022).

Since insulin and amylin are co-secreted, some strategies propose administering them
together. A clinical trial by Weyer et al. (2005) showed that both compounds could be
mixed and co-administered without detriment to the effect of either drug. Recently, a novel
co-formulation of insulin and pramlintide has been developed that combines the effect of
both insulin and pramlintide. Clinical trials testing its viability of use and efficacy are being
carried out (Andersen et al.,2021,2023), which would pose an advancement for people with
T1D, offering a more complete treatment (combining the effects of insulin and pramlintide)
without the need of additional consumables or devices. Still, the studies’ authors report
adverse effects after this drug administration, hence it remains under development.

Adjunctive therapies in diabetes treatment

As exposed, current diabetes therapies try to replace pancreatic functions with the external
administration of certain hormones. Insulin administration is the fundamental element,
and even if sporadically, glucagon is also widely used. Any other hormones or medication
are considered adjunctive therapies.

Apart from pramlintide, other substances are used or have been explored as poten-
tial adjunctive therapies, such as Metformin, GLP-1 agonists, DPP4 inhibitors, Sodium-
glucose co-transporter inhibitors (SGLTi), verapamil, sulfonylureas, α-glucosidase in-
hibitors, and glitazones (Blonde et al., 2022; Avgerinos et al., 2021; von Scholten et al.,
2021; Ang and Sherr, 2017; Harris et al., 2018). Table 2.3 summarizes the drugs and some
of the analogs found in the literature. The center column describes the main effects of the
compounds, and the right column adds information on the dosing, adverse effects, and use
in T1D and T2D.

The meta-analysis in Avgerinos et al. (2021) presents a thorough review and meta-
analysis of adjunctive treatments used in T1D, comparing the efficacy between treatments.
The complete list of trials performed on people with T1D can be found in their supplemen-
tary material. Aberer et al. (2022) presented a narrative review that covered adjunctive
therapies used in T1D, presenting a more drug-focused analysis evaluating the outcomes
obtained with each drug. For instance, according to this report, the best improvements on
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HbA1c, total insulin dose, and weight reduction were obtained with Metformin, Liraglu-
tide, and the SGLTi family. The worst adverse reactions also correspond to Metformin and
Liraglutide. More details on treatment outcomes can be found in both aforementioned
documents.

Drug Effect Dosing and use

Metformin Decreases hepatic glucose
production and increases
insulin-mediated glucose
uptake. Reduces required
amount of daily insulin.

Oral adminstration. Widely used for T2D, in
trials for T1D, without clear evidence of im-
provements in HbA1c (Srinivasan et al., 2021;
Ang and Sherr, 2017)

GLP-1-
agonist
(Liraglutide,
Exenatide,
Dulaglutide,
Semaglutide)

Increase insulin secretion,
decrease glucagon secretion,
delay gastric emptying, pro-
mote satiety.

Administered subcutaneously. Significant ad-
verse effects. FDA-approved for T2D, but
without formal indication for T1D. (Srini-
vasan et al., 2021; Drucker et al., 2010; von
Scholten et al., 2021)

DPP4-
inhibitor
(Sitagliptin,
Saxagliptin,
Vildagliptin,
Alogliptin)

Increase GLP-1 and GIP
levels (see GLP-1 effects
above).

Oral administration. Cardiac risks (Blonde
et al., 2022), but fewer side effects than GLP-1
(Ang and Sherr,2017). Used in T2D,but trials
in T1D do not show many potential benefits
(Drucker et al., 2010; Ang and Sherr, 2017;
Srinivasan et al., 2021).

SGLT-
inhibitor
(Dapagliflozin,
Empagliflozin,
Sotagliflozin,
Canagliflozin,
Ipragliflozin)

Lower glucose in a insulin-
independent manner:
increasing urinary glucose
excretion (SGTL2), or
restraining the absorption
of glucose in the small
intestine (SGTL1).

Oral administration. Used in T2D, but with
significant adverse effects. (Srinivasan et al.,
2021). Trials in T1D are showing positive out-
comes (Ang and Sherr, 2017), but there is a
risk of elevated ketones.

Continued in next page
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Continued from previous page

Drug Effect Dosing and use

Verapamil Calcium-channel blocker.
Traditionally used as
anti-hypertensive agent.
Helps preserving functional
β-cells. Reduces daily
insulin need in T1D.

Oral administration. Useful for patients with
recent onset T1D, might improve insulin sen-
sitivity (Ovalle et al., 2018), pending on more
extensive trials (von Scholten et al., 2021).
Preserving C-Peptide in non-aduls with T1D
(Forlenza et al., 2023).

Sulfonylureas
(Gliben-
clamide,
Glyburide)

Enhance insulin secretion
(Röder et al., 2016; Cryer
et al., 2003).

Oral administration. Used for T2D to prevent
its progression (Blonde et al., 2022). Reduces
total daily insulin in T1D, might increase in-
sulin sensitivity (McCoy et al., 1995).

α-glucosidase
inhibitors
(Acarbose,
Miglitol,
Voglibose)

Attenuate postprandial glu-
cose excursions (Röder et al.,
2016).

Usually used in the early stage of T2D,
to lower HbA1c and promote weight loss
(Blonde et al., 2022).

Glitazones
(Pioglitazone,
Trosiglitazone,
Rosiglitazone)

Insulin sensitizers (same
family as Metformin).

Used in T2D. Several side effects. Even with-
drawn from the market (Drucker et al., 2010;
Blonde et al., 2022; Röder et al., 2016).

Table 2.3: Potential drugs for adjunctive therapies in T1D.

Among all the adjunctive therapies tested for T1D, the most promising approach
currently appears to be the SGLT2i, which provide an insulin-independent approach to
lower plasma glucose (Cardona-Hernandez et al., 2023). Overall results with these drugs
present greater reductions of HbA1c and weight (Langford et al., 2020), although they
significantly increase the risk of diabetes ketoacidosis (Garcia-Tirado et al., 2022). A review
on the use of these drugs in T1D can be found in (Biester et al., 2019), separated by drug
(empagliflozin, dapagliflozin, canagliflozin, and sotagliflozin) and the potential benefits of
incorporating them to T1D treatment.

Many of these are only used in T2D and are still experimental therapies in T1D,
pending more extensive trials and formal approvals from the corresponding Health Or-
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ganizations. However, ongoing research is focused on exploring the potential benefits
of incorporating these adjunctive therapies into T1D treatment since sometimes insulin
is insufficient to achieve optimal glucose control. One issue surrounding these add-on
proposals is the administration method. Patients may be more reluctant to add an injection-
based treatment (this includes glucagon and pramlintide). Subcutaneous administration
of another drug requires double the necessary consumables. Hence, therapies consisting
of oral drug administration might be more well-received. Nevertheless, some of these
treatments still present some serious adverse effects, especially at the start of the treatment,
and the consequent contribution is not evident in some cases.

Achieving optimal glucose control in T1D is a daunting task, given the heterogeneity
of the disease, making it difficult to propose a “universal” therapy. Treatment should be
tailored to the patient’s needs, and finding the most adequate adjunctive therapy for each
condition is part of this process.

In the meantime, patients have to deal with the available tools: insulin pumps and
CGM. In order to ease their management task, Artificial Pancreas systems were developed,
as presented in the next section.

2.3 Artificial Pancreas

Artificial Pancreas (AP) systems are a set of interconnected elements with the purpose of
aiding T1D therapies. Fundamental T1D management involves an insulin delivery sys-
tem (i.e., pen or insulin pump) and a glucose monitoring device (i.e., CGM or glucometer)
(Haidar, 2016). However, the patient makes insulin dosing decisions every time (e.g., de-
ciding on the necessary prandial injection or adjusting the basal infusion). This procedure
is known as an open-loop (OL) system in control systems terminology. AP combines an
insulin pump, a CGM, and a control algorithm (see Figure 2.5). The controller governs
insulin infusion values according to the glucose sensor readings. This procedure is known
as a closed-loop (CL) system. This way, insulin doses are adjusted every few minutes,
responding to glucose changes. In concept, the system tries to mimic the insulin secretion
changes produced by the pancreas.

These systems have also been referred to as automated insulin delivery (AID) systems.
However, this name leaves out some configurations that will be presented in the following
sections since the name implies insulin is the only control action.

There exist very complex strategies proposed for AP devices. However, one of the
most basic precursors of AP consists of suspending the pump automatically when glucose
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Figure 2.5: Artificial Pancreas system. The CGM (sensor) provides glucose measurements to the
controller, which computes a control action to be administered by the insulin pump (actuator).
The controller may be implemented in an external device (e.g., a smartphone, as depicted) or the
insulin pump. The patient represents the control plant.

values are low (Harvey et al., 2012), which already helped to ease glucose control, becoming
the first step in the development of closed-loop strategies (Blauw et al., 2016b; Ly et al.,
2013). This system is nowadays implemented in Medtronic’s AP, for instance, as Suspend
before low and Suspend on low features (Collyns et al., 2021; Bosi et al., 2019).

Studies have shown an improvement in glycemic control over conventional therapy
and SAP. A review from 2022 (Fang et al., 2022) evaluated the potential improvements
introduced by CL systems over SAP, comparing 12 trials. The analysis found that CL
performed better on glucose control overall, providing an average of 8% more time in
range. Other evaluated metrics, such as average blood glucose, low and high glucose
values, or a risk assessment based on adverse events, also favored the CL results. Another
review (Karageorgiou et al., 2019) focused on the non-adult population collected 25 trials
comparing CL to OL systems and reached similar conclusions (overall improvement of
time in range of 11.2%).

In a meta-analysis of outpatient trials using AP systems in 2017 (Weisman et al., 2017)
a total of 24 studies were evaluated, and the study concluded that AP systems provided a
12% greater time in normoglycemia, a 2% reduction of time in hypoglycemia and a 0.1%
increase in total daily insulin needs, compared with conventional pump therapy.

30



Chapter 2. Diabetes and Artificial Pancreas

Later, a review and meta-analysis evaluating over 40 AP systems (Bekiari et al., 2018)
concluded that CL systems provide an improvement in at least two additional hours in
normoglycemia (over 24 hours) compared with OL treatment, two hours less in hyper-
glycemia and 20 minutes less in hypoglycemia.

Manufacturer Includes Required extra devices

Minimed 670G Medtronic
(Northridge,
CA, USA)

Pump Sensor Guardian 3

Minimed 780G Medtronic
(Northridge,
CA, USA)

Pump Sensor Guardian 4

Control-IQ
Basal-IQ∗

Tandem
(San Diego,
CA, USA)

t:slim X2 pump Dexcom G6

CamAPS FX CamDiab
(Cambridge,
UK)

CamAPS FX
app

Dexcom G6 or FreeStyle
Libre 3; mylife YpsoP-
ump, Dana Diabecare
RS, or DANA-i

DBLG1 Diabeloop
(Grenoble,
France)

DBLG1 app Dexcom G6; Accu-Chek
Insight pump

Insulet Omnipod 5 Insulet
(Billerica, MA,
USA)

Omnipod 5 app
and Pod pump

Dexcom G6

iLet Bionic Pancreas BetaBionics
(CA and MA,
USA)

iLet pump Dexcom G6

Table 2.4: Commercially available Artificial Pancreas systems. ∗The Basal-IQ system does not
incorporate a controller per se but a suspend-on-low logic.
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The most extended control strategies for AP systems are model predictive control
(MPC), proportional derivative integrative (PID) algorithms, and fuzzy logic (Ware and
Hovorka, 2022; Quiroz, 2019; Thomas and Heinemann, 2022). Many other strategies
are being developed, but they have not made it to commercial devices and have only
been tested in silico (Tašić et al., 2022). The controller can be integrated within the insulin
pump or in an external device, like a smartphone. Seven different AP systems are already
available in the market, as listed in Table 2.4. Most of them integrate the controller into an
insulin pump (since the pump companies develop the systems). The exceptions among
the currently available systems are CamAPS FX and DBLG1’s systems, whose product
is an app. In those cases, agreements are needed between the developers and the pump
companies to offer connectivity to commercial devices. The CamAPS FX system is the
one that offers a broader range of possibilities in this regard, being able to connect to two
different CGM devices and three different pumps. Medtronic’s systems (Minimed 670G
and Minimed 780G) use their proprietary CGM device (Sensor Guardian), with its older
and newest versions, respectively. Nevertheless, one of the most extensively used CGM
devices is Dexcom’s, as it is the device of choice for the rest of the systems in the list. The
iLet Bionic Pancreas just received FDA clearance in June 2023, which makes it the most
recent one on the list. Several reviews have analyzed the performance of these systems,
showing their safety and positive contributions to glucose control (Zhou and Isaacs, 2022;
Lakshman et al., 2023).

While many advances have been made toward the miniaturization of the devices,
technical research is still needed to reduce the patients burden, who have to rely on at least
two electronic devices attached to their bodies.

Challenges of current AP systems

The main challenges surrounding AP development could be summarized into: achiev-
ing complete automatic behavior, sensor accuracy, dealing with meals and exercise, and
variability.

Current AP systems are hybrid. This term labels their inability to be entirely automatic
since they require the patient’s intervention to function, announcing potential disturbances
to the system such as meals (i.e., amount of carbohydrates) or exercise (intensity). Hav-
ing the patients interact with the system makes it lose its “automatic” essence. Hence,
significant research efforts focus on developing strategies to detect these disturbances,
eliminating the patient’s involvement. Also, relying on the patient’s intervention makes
the system more prone to errors due to mistakes or oversights (e.g., forgetting to announce
a meal or physical activity).
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Another of the main limitations of AP systems is the accuracy of CGM sensors. Al-
though the latest technological advances have made them progressively more accurate,
they face the difficulty of interstitial glucose being a delayed reflection of blood glucose.
This poses a challenge, especially when glucose values change rapidly (McCall and Farhy,
2013), or during physical activity (Fabra et al., 2021). In that work, the authors review the
MARD5 obtained in various works, and how it increases during exercise. Previous studies
and consensus on CGM accuracy determine that commercial devices should maintain
their MARD around 15% (Blauw et al., 2016a; Hovorka, 2011). Kovatchev et al. (2015)
performed an in silico study based on real data and determined that accurate clinical deci-
sions can be made as long as the MARD is around 10%. Lower values did not significantly
improve the outcomes, and larger errors negatively impacted glycemic control.

Glucose disturbances caused by meals and exercise are a challenge in themselves. The
first influential factor in both cases is the delay in glucose measurements caused by the
CGM, but each of them entails its own peculiarities.

As mentioned before, classic meal therapy requires administering a prandial insulin
bolus between 30-15 minutes before the meal because insulin onset is significantly larger
than the time it takes glucose to appear in plasma after a meal. The subcutaneous ad-
ministration delays the appearance of the hormone in plasma and results in a magnitude
reduction (Edgerton et al., 2021). That means patients have to administer more insulin
than the amount that would be required if it was administered in the “correct” place, which
can lead to complications related to hyperinsulinemia.

Another vital limitation in meals is carb (i.e., carbohydrate) counting. In order to ad-
minister an insulin prandial, patients need to determine the exact amount of carbohydrates
to compute the most appropriate insulin dose based on their insulin-to-carb ratio. However,
counting is a non-exact science and people are prone to make mistakes. So, much research
is put towards alleviating this burden, either by detecting meal disturbances automatically
and administering insulin bolus as a disturbance rejecting strategy, or simplifying the
“meal announcement” by asking the patient to introduce a qualitative estimation of the
meal content (e.g., small, medium or large), or just indicating the time of the start of the
meal.

Regarding exercise, the greatest danger it entails is hypoglycemia. Physical activities
with continuous movement (aerobic exercise) stimulate glucose uptake by the muscles,
causing glucose levels to drop, and also increases insulin sensitivity (Jackson and Castle,

5The Mean Absolute Relative Difference (MARD) is a metric often used to assess continuous glucose
monitors accuracy, expressed in %. The lower its value, the lower the difference between the measurements
and the actual values.
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2020). The primary endocrine response would be to suppress insulin secretion and acti-
vate counterregulatory measures (see Figure 2.3). However, people with T1D may have
circulating long-acting insulin in their bodies, whose effect cannot be erased and worsens
the glucose drop. Hence, pump-suspension, the primary strategy in AP systems, may
be ineffective. Moreover, physical activity also entails post-activity consequences since
it alters insulin sensitivity and glucose uptake, potentially causing hypoglycemia since
glucose requirements can increase up to threefold (Peters and Haidar, 2018). People with
T1D usually rely on consuming a snack or small amount of carbohydrates to counter the
effect of hypoglycemia during exercise and reducing their basal infusion (Riddell et al.,
2017), which may end up leading to hyperglycemia afterward.

An excellent review of the challenges posed by meals and exercise and the myriad of
strategies presented in the literature to counter them is presented in Sala Mira (2023).

However, the main hurdle to automatic systems is variability, both inter-patient and
intra-patient variability. The response to a given input may differ, even for the same patient.
Also, even if the algorithm were able to detect the exact meal time, the postprandial glucose
response would be different depending on various factors: meal composition, state (liquid
or solid), absorption into the portal vein, extraction by the liver, suppression of endogenous
glucose release, and finally, glucose uptake, storage, oxidation, and glycolysis in posthepatic
tissues (Shrayyef and Gerich, 2010).

Control algorithms usually individualize their algorithms by modifying some con-
troller parameters based on some clinical variable from the patient, such as their total daily
insulin or body weight (Haidar, 2016); however, some factors such as insulin sensitivity
experiment significant variation over time. Insulin absorption times oscillate 30 minutes
for the same individual some weeks apart (Haidar et al., 2013b). Insulin sensitivity may
also experiment variations in the same day due to stress, exercise, or food intake. Gender
is another factor that may affect insulin sensitivity due to hormonal differences between
men and women (Mauvais-Jarvis, 2018)

Hence, advanced adaptive algorithms may be needed to deal effectively with sudden
large changes in insulin sensitivity, such as during sickness or stress periods (El Youssef
et al., 2011) and menstrual cycles (Gamarra and Trimboli, 2023; Trout et al., 2007).

In short, the lack of counterregulatory measures in glucose homeostasis for people with
T1D diabetes makes automatic glucose control a daunting task due to the lack of resources
(i.e., unidirectionality of insulin) or lack of better tools (CGM measuring interstitial glucose,
subcutaneous delivery of insulin). Moreover, many of the challenges remaining in AP
development consist of finding adaptable control strategies that can deal with sudden,
unexpected events and progressive changes in the control plant that is the human body.
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2.3.1 Multi-hormone Artificial Pancreas

100

CGM

Insulin pump

CGM

Controller

Glucagon pumpPramlintide pen

Figure 2.6: Multi-hormone Artificial Pancreas system. Additional control actions such as glucagon
and pramlintide are added to the classical configuration of the system. The glucagon-insulin AP
system could be implemented with a single dual-chamber pump using two catheters.

Multi-hormone AP systems were conceived to improve glycemic control by introduc-
ing additional control actions to insulin-only AP (i.e., single-hormone, SHAP), as seen
in Figure 2.6. Insulin has a significant limitation: its effect is unidirectional, making it
necessary to counter its effects with carbohydrate ingestion or risk hypoglycemia due to
hyperinsulinemia. Consequently, one solution consists of using glucagon as a complemen-
tary hormone in the AP systems since it is the primary endocrine response to prevent
hypoglycemia. With the goal of mimicking the secretion patterns of the pancreas, dual-
hormone AP (DHAP) systems came to be. So, glucagon was used not only as standalone
injections in case of emergency but also as a continuous low-dose infusion.

Another candidate in complementing insulin action in CL systems is pramlintide.
Also co-secreted in β-cells, it is completely missing in T1D people. Hence, AP systems
recently introduced pramlintide to aid postprandial glucose control and reduce the daily
total amount of insulin needed.

The following sections present the most relevant aspects and examples of these hor-
mones in CL systems, as well as the use of other adjunctive therapies.
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2.3.2 Insulin-Glucagon

Glucagon in AP has now a trajectory and has been widely studied. Proven the feasibility
of glucagon administration as mini doses to prevent hypoglycemia, it was incorporated
into CL systems to be delivered as low-dose infusions.

Introducing glucagon in AP systems can follow two approaches: (1) using glucagon to
avoid hypoglycemia, and (2) allowing more aggressive insulin dosing because glucagon
can be used to counteract its effect. This strategy usually entails higher dosing of both
insulin and glucagon, trying to avoid hypoglycemia and achieving tighter glucose control
simultaneously. However, AP systems should aim to minimize the amount of glucagon
dosing to avoid the adverse side effects (nausea and vomiting) and also because the effects
of long-term glucagon dosing are unknown (Haidar et al., 2016). A variety of control
strategies have been implemented in dual hormone systems, and a thorough summary
can be found in Jones (2019).

Subcutaneous delivery of glucagon has a faster onset of action than insulin, making it
suitable for its subcutaneous use (Wilson et al. (2020a), citing Graf et al. (1999)). Typical
glucagon doses in AP range between 10-100 µg, trying not to overpass 1 mg per day as a
safety measure to minimize glucagon’s adverse effects.

Dual hormone trajectory and contributions

Ten years ago, Bakhtiani et al. (2013) reviewed CL systems, emphasizing bi-hormonal
approaches. The most notable deficit in glucagon research was the need for a formulation
stable for more than 8 hours (the reconstitution period at the time). The review also
mentioned the most relevant bihormonal systems: the proposals by the Boston University
group (El-Khatib et al., 2010) and the Oregon Health and Science University (OHSU)
(Castle et al., 2010a). The latter compared the performance of the dual-hormone control
algorithm versus delivering insulin and placebo. The glucagon arm significantly reduced
time in hypoglycemia. The Boston trial consisted of only one arm, where researchers
tested the performance of their bihormonal system. Glucagon administration helped to
avoid hypoglycemia episodes. However, both works report a malfunction of glucagon in
case of high levels of circulating insulin.

Since then, these systems have been further developed, and other research groups
also have tested their own algorithms in clinical settings. Overall results show that dual-
hormone systems provide an improvement over insulin-only APs.

The review by Peters and Haidar (2018) analyzes six clinical trials that directly com-
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pared single versus dual hormone AP systems. One of those trials was carried out by the
OHSU group (Castle et al., 2010b), whereas the remaining 5 belonged to the group led by
Ahmad Haidar, in McGill University, Montreal (Haidar et al., 2015b,a, 2016, 2017; Taleb
et al., 2016). The main findings in the review are: DHAP provides an overall reduction
of time in hypoglycemia, helps to prevent hypoglycemia derived from physical activity,
and reduces the need for pre-exercise or rescue carbohydrates, eliminating excess calorie
intake. On the other hand, DHAP did not have a clear advantage over nocturnal control
or the prandial period, and since the studies have been of short duration, it cannot be
evaluated whether they help to reduce overall glucose levels. The review by Haidar (2019)
analyzes the same works as the previous review, adding two more works: Castle et al.
(2018) and Abitbol et al. (2018). Nevertheless, it reaches the same conclusions as the
previous review. A recent review compared single and dual hormone AP (Wu et al., 2023).
However, the authors (from the Montreal group) focused on nocturnal control in children
and adolescents using three of their previous studies (Haidar et al., 2015b,a, 2016). The
goal of the work was to reinforce the finding that the dual-hormone system was better at
preventing hypoglycemia.

Other reviews evaluate AP systems in general, including information about some dual
hormone trials, summarized in the following paragraphs.

In the review by Weisman et al. (2017), 24 studies were evaluated, of which six were
DHAP.A potential comparison between single and dual AP is mentioned, but it is not trivial
because two of them had an arm of SHAP, but the others were compared to conventional
insulin infusion therapy (without CGM). In contrast, single-hormone trials were mostly
compared against SAP. Still, DHAP improved time in range by 19.52% whereas overall
improvement of single hormone systems was 11.06%.

A meta-analysis of AP systems from 2018 (Bekiari et al., 2018) also analyzes the
contributions of DHAP, and from their selection of studies, they report that the weighted
mean difference between DHAP and the control treatment was 15.1% over a 24h period
and 2.84% overnight, versus 8.53% and 12.77% in single hormone6. These results reinforce
the conclusions mentioned above that DHAP improves overall glucose control, but insulin-
only treatment may suffice for overnight control.

The work by Wilson et al. (2020a) lists 20 dual-hormone studies published from 2010
to 2020, showing the trajectory of DHAP system development, summarizing the trials’
findings, and providing a detailed overview of glucagon use in CL systems.

6The proportion of single hormone / dual hormone studies was 26/6 for the 24h period and 23/8 for the
overnight period.
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The latest review and meta-analysis on DHAP was presented in Zeng et al. (2022).
The main contribution of their work is that the analysis divides the analysis depending on
the control treatment used in the dual-hormone trials: single hormone AP, OL (SAP or
continuous insulin infusion, i.e., with or without CGM), or pump with low suspend feature
(see Section 2.3). A total of 17 trials are included in the analysis. However, one of the trials
included in the DHAP versus SHAP group does not use glucagon but pramlintide, which
may taint the analysis of glucagon contribution. The conclusion is that DHAP systems
improve time in range and reduce time in hypoglycemia and time in hyperglycemia,
regardless of the control arm. Although, the most significant improvement is found against
the OL comparison. Also, the improvement on hypoglycemia is more noticeable than in
hyperglycemia.

In short, almost the same conclusions are reached in every published review and
meta-analysis:

– DHAP systems improve time in range and reduce time in hypoglycemia.

– Their main contribution is counteracting hypoglycemia in exercise periods since
they also reduce the need for rescue carbohydrates.

– Their advantage is less marked in the overnight period.

– Using glucagon as a countermeasure after aggressive insulin dosing may not be a
good strategy.

– The main challenge pending to solve is the need for a stable glucagon formulation
and a dual-chamber portable pump accessible to the public.

– Longer clinical trials with glucagon are needed in order to assess glucagon’s impact
on HbA1c levels and account for possible long-term adverse effects. That is why
DHAP systems should use low amounts of glucagon when possible, also to avoid
short-term adverse effects.

Of note, the only clinical trials directly comparing SHAP to DHAP therapy are: Castle
et al. (2010b)7, Haidar et al. (2015b,a, 2016, 2017); Taleb et al. (2016); Abitbol et al. (2018);
Castle et al. (2018); Wilson et al. (2020b); Castellanos et al. (2021), and Lindkvist et al.
(2023).

7They compared using glucagon or placebo in their DHAP system. It could be considered a SHAP as long
as the insulin and glucagon controllers were not coordinated.
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Limitations and challenges of glucagon in AP

After their first dual hormone trials, both the Boston and OHSU groups published an article
each analyzing the events observed in their trials when glucagon was not effective. The
OHSU group (Castle et al., 2010b) concluded that the failures of glucagon were associated
with a higher estimation of insulin on board (i.e., circulating insulin). They also considered
the possibility of possible depletion of glycogen reserves and checked the amount of
previously administered glucagon in the success and failure cases but found no significant
differences. On the other hand, Russell et al. (2010) drew several conclusions regarding
the failure episodes (with relation to the success cases): (1) the rate of decrease of plasma
glucose was higher, (2) plasma insulin respect to baseline was also higher, (3) the error of
the controller’s estimation of plasma insulin was over 30%, and (4) plasma glucagon levels
were lower. Glycogen reserves depletion was disregarded since the patients consumed
sufficient carbohydrate-rich meals during the trial.

The OHSU group conducted a similar analysis in 2015 (Bakhtiani et al., 2015) revisit-
ing four of their own clinical trials where the dual hormone AP system was used. Although
they report that IOB values were higher when glucagon failed, the main analysis focuses
on analyzing how their controller should be modified (e.g., the algorithm should activate
at slightly higher glucagon values to avoid hypoglycemia on time and when glucose is
falling more rapidly).

Another factor that these studies consider is the accuracy of the sensor since sensor
readings higher than the actual glucose values could prevent the controller from acting
when necessary.

A specific study by Castle et al. (2015) aimed to evaluate the consequences of repeated
glucagon doses on hepatic glycogen reserves. Patients were administered eight 2 µg/kg
consecutive doses (average value 140.7µg, and total average dose 1125.8µg over 16 hours),
separated two hours each. The study found no glycogen depletion after the glucagon doses,
not even in the fasting state. There was a slight decrease in glycogen stores in the fed state
(observed in 6 out of 8 participants), but the difference was not statistically significant.
Moreover, the rise in glucose after the last dose of glucagon was comparable to the first.
These findings were useful to ensure that the typical glucagon doses administered in
DHAP will not deplete glycogen reserves.

A study by Blauw et al. (2016c) tested the efficacy of different glucagon doses at differ-
ent glucagon levels (glucose was clamped during intervals of 3 hours at 144, 108, 72, and
50 mg/dl). Depending on the study arm, patients were administered a different glucagon
dose at each level (110, 220, or 440 µg). For the hypoglycemia stage, they were given 1 mg,
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660 µg, or 330 µg. According to the study results, although the rise in plasma glucagon
was consistent for every dose regardless of the glucose level, the pharmacodynamic effect
of glucagon was not the same. In the case of the 50 mg/dl stage, the effect of 330 µg was
comparable to the 110 µg administered previously, as well as the 660 µg to the 440 µg
dose. This might be an indication of a possible glycogen depletion. Insulin influence is
discarded since the authors report negligible plasma insulin levels.

In contrast to the study on repeated doses by Castle, the study by Blauw administered
between 1300 and 1650 µg of glucagon over the span of 10 hours, which implies a higher
glucagon administration in a shorter time. One limitation of the study was the small cohort
used (ony six patients); however, the possibility of a loss of glucagon effectiveness is a
matter that should be taken into consideration in DHAP design.

A different trial found that diet does have an impact on glucagon effect. The study by
Ranjan et al. (2017) compared glucagon response in two different settings: (1) after a week
following a high-carbohydrate diet and (2) after a week following a low-carbohydrate diet.
On each study day, a 100 µg and a 500 µg dose were administered two hours apart. The
study showed a statistically significant difference in the glucose rise depending on the
diet, favoring the high-carbohydrate content one, meaning the low-carbohydrate diet may
have depleted glycogen stores. A similar study by the same group (Ranjan et al., 2018)
evaluated the effect of two 100 µg glucagon doses, once again separated two hours, after
ethanol intake. The study found glucose plasma levels were higher in the control group
(where placebo was consumed instead of ethanol). Still, the effect of both glucagon doses
was the same, supporting Castle et al. (2015) findings. Hence, glucagon was still effective
at raising glucose levels after ethanol, although it was more effective in the non-alcoholic
setting.

There have been many concerns about whether a continuous use of glucagon may
deplete glycogen reserves. Studies published until now seem to indicate that repeated
glucagon dosing does not affect them to the point of affecting glucagon-caused glucose
rises negatively. On the other hand, diet does have an effect. A poor carbohydrate content
diet could affect glycogen reserves, which would reflect on glucagon response. Alcohol
abuse could probably also act to the detriment of glucagon effectivity. The last general
concern is the influence of plasma insulin values. Several studies have observed a loss
of glucagon effectivity when their estimations of insulin on board were high. The study
by El Youssef et al. (2014) seems to prove this effect since higher glucagon responses are
completely blunted when administered at high plasma insulin levels.

Finally, as mentioned in Section 2.2.1, one of the main issues with glucagon is the lack
of a stable formulation that does not need reconstitution. Some proposals are already being
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used, but more extensive trials on their use in AP are needed. Until recently, clinical trials
using glucagon had to reconstitute the hormone every 24 hours, which is inconvenient
for real-life conditions. Lately, some CLs have already used dasiglucagon (Castellanos
et al., 2021) and Xeris glucagon (Wilson et al., 2020a). Nevertheless, both formulations
still present issues that need to be addressed.

So, the current main concerns are:

– The relationship between glucagon effect and glycogen stores.

– The blunted glucagon response in hyperinsulinemia.

– Finding a definitive stable glucagon liquid formulation.

Present of dual hormone AP

A very significant aspect of DHAP concerns the necessary devices. In order to administer
a continuous subcutaneous infusion of glucagon, either a second pump or a dual-chamber
pump is needed.

Currently, the most advanced dual hormone systems, product development-wise, are
the ones developed by the Boston group (bihormonal iLet) (Castellanos et al., 2021; El-
Khatib et al., 2017; Russell et al., 2016) and the one by Inreda, in the Netherlands (Blauw
et al., 2021, 2016b; Van Bon et al., 2014).

The iLet system is commercially available in its insulin-only configuration (see Ta-
ble 2.4). Their dual-hormone system uses their own dual-chamber pump, and their last
published trial concludes that, given the feasibility of using dasiglucagon in AP, more
extensive studies (only ten people took part in the trial in Castellanos et al. (2021)) will be
performed to test the system further.

The Inreda system recently obtained CE marking in February 2020, allowing its
production and supply in Europe. Nowadays, it is under development and will become
available only for the Dutch market. The system consists of a dual-chamber pump (using
regular glucagon at the moment, meaning patients would need to reconstitute and refill the
cartridges manually every day) and two Guardian CGM sensors. This may pose a problem
for its reception by the patients since T1D therapy already involves many devices, and
increasing this number would make the management of diabetes even more burdensome.

T1D therapy involves constant challenges and burdens for the patients, spanning
from physical to emotional burdens. Patients do not perceive diabetes devices positively
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because they become a reminder of their disease, especially for younger patients, who
may be more concerned with their physical image and fitting in. Even if relying on the
devices becomes a relief in diabetes management, they come with their own negative
perception, including actual pain or dermatological reactions, as well as the hassles derived
(malfunctioning, detachment, etc.) (Tanenbaum and Commissariat, 2023).

The Boston group conducted a survey evaluating psychosocial outcomes on patients
after wearing their single and dual hormone devices in Weissberg-Benchell et al. (2017).
Several aspects were evaluated: quality of life, diabetes-specific emotional distress, treat-
ment satisfaction, and their experience with the Bionic Pancreas. The system had a positive
reception regarding distress reduction and improvement in quality of life. Regarding the
use of the system specifically, around 70% reported a positive experience since it helped
them worry less about their glucose levels. However, 77% reported that carrying around
all the equipment was burdensome, and changing the glucagon every day was rated nega-
tively by 80% of the participants. Around 60% reported that wearing all the equipment
was uncomfortable and more intrusive than their typical method of diabetes care.

All things considered, DHAP provides an improvement in glucose management, but
they also add to the difficulties of diabetes management by introducing an extra hormone
and the subsequent extra devices. Nevertheless, it might be beneficial for certain people,
such as patients suffering from recurrent hypoglycemia, especially during or after exercise,
or with hypoglycemia unawareness (Infante et al., 2021).

2.3.3 Insulin-Pramlintide

Pramlintide efficacy as adjunctive therapy in T1D has been thoroughly researched and
validated, proving useful in delaying gastric emptying, thus easing the management of
postprandial glucose excursions.

The most common form of administration is using pens or injections before meals. In
Weyer et al. (2001) it is stated that, generally, pramlintide does not need meal-dependent
fine-tuning, in contrast to insulin. Hence, pramlintide administration could consist of
a fixed dose most of the time. However, insulin does need to be carefully estimated de-
pending on meal composition to avoid extreme deviations from normoglycemia, and the
introduction of pramlintide forces to re-calculate insulin bolus to account for the amylin
analog effect (Infante et al., 2021) and avoid insulin overdosing that could lead to hy-
poglycemia. That is why incorporating pramlintide into a CL system would ease the
management of both hormones for the patient.

A 2009 pilot study successfully evaluated the subcutaneous administration of pramlin-
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tide using a second pump (in addition to the one for insulin) in a 16-week study (Huffman
et al., 2009). However, only 11 people participated in the trial, and there was no control
arm. More recently, the group from OHSU performed a clinical trial co-administering
continuous infusions of insulin and pramlintide at a fixed ratio, using two separate pumps
(Riddle et al., 2018). Almost 30 patients participated in the two 24-hour study sessions.

Some works have started testing pramlintide in the AP context, but they are scarce.

The first trial testing pramlintide in a CL environment was the work by (Weinzimer
et al., 2012), a group from New Haven, Connecticut (USA). The trial made use of the
ePID CL algorithm developed by Medtronic. Participants stayed in the clinic for two days,
and the three meals were identical each day. The CL insulin system was running for the
entirety of the study. On one of the days (randomly assigned), each meal was accompanied
by a 30 µg pramlintide bolus. Results of the trial showed a delay of approximately one
hour in peak plasma glucose concentration when pramlintide was administered, and the
pramlintide effect was dependent on meal type, which leads to revisit the assertion that a
fixed-pramlintide dose will be sufficient regardless of the meal content.

The next work revisiting the use of pramlintide in a CL setting was the Montreal
group in Haidar et al. (2020). The trial performed a double comparison: using a rapid-
insulin AP system compared to rapid-insulin-plus-pramlintide AP and regular-insulin-
plus-pramlinitide. Each intervention spanned 24 hours. Pramlintide was administered
subcutaneously using a second pump. In every case, the insulin infusion values were
governed by a control algorithm, and pramlintide was administered at a fixed ratio of 6 µg
per unit of insulin.

Results of the trial show that rapid-insulin-plus pramlintide configuration improved
the percentage of time in normoglycemia over a 24 hours compared to its insulin-only
counterpart (84% vs 74%). On the other hand, the regular-insulin-plus pramlintide com-
bination did not perform as well, with only a 69% time in range. The main issue was an
increase of percentage time in hypoglycemia during the night period, probably due to a
higher insulin dosing in said arm. The average value of total daily pramlintide delivered
in the rapid-insulin arm was 278 µg and 318 µg in the regular-plus-pramlintide arm.

The Montreal group kept working on incorporating pramlintide into AP systems, and
in 2021, they published the results for two other trials.

The study in Tsoukas et al. (2021b) aimed to evaluate the potential improvement
after introducing pramlintide in a Fiasp (a novel faster-acting insulin) AP, comparing the
performance of the system with and without pramlintide. Pramlintide was administered
by a second pump in a 10 µg/U fixed ratio, both for basal and prandial boluses. The trial
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reports a higher time in range using the insulin-only configuration compared to the system
with pramlintide (78.1% versus 74.3%). During the day, there was a higher percentage of
time spent in hyperglycemia because the first part of the postprandial response was higher
in the experiments of that arm than in the control. Also, less insulin was administered
during the pramlintide arm because the meals were not announced, in contrast to the
control arm, where a prandial bolus was delivered at the onset of each meal. Overall, mean
values for prandial boluses in the pramlintide arm were a third lower than in the control
arm.

The work in Tsoukas et al. (2021a) involved two small studies: (1) an eight-participant
inpatient feasibility study and (2) a four-participant outpatient pilot study (actually part
of another bigger trial). The studies’ chosen designs reflect their different primary aims:
the feasibility study focused on glycaemic control with the DHAP system compared with
the control arm. The pilot study, however, also assessed qualitative outcomes, requiring
an additional arm (FiASP-and-placebo with simple meal announcements8) to evaluate
if potential changes to the quality of life were related to pramlintide or simply to the
alleviation of carbohydrate counting, irrespective of glucose control.

The feasibility study time-in-range outcomes favored the arm with pramlintide (84%
of time in range versus 81% in the control arm). On the other hand, in the pilot study,
the percentage of time in range between the AP with pramlintide and a simple meal
announcement strategy achieved the same time in range that the insulin-only arm where
the exact number of carbohydrates was introduced to the system for bolusing (around
70%).

There are no more works using pramlintide in AP systems. A recent review (Torres-
Castaño et al., 2022) identified 270 publications from several databases, and after screening,
only found these three works (Haidar et al., 2020; Tsoukas et al., 2021b,a).

Perspectives of pramlintide in AP

Pramlintide can offer advantages, but as seen in Haidar’s results, incorporating pramlintide
into AP is still a work in progress in search of the best strategy to exploit its possibilities.

Pramlintide is less studied than insulin or glucagon, which is why pramlintide clin-
ical trials seem to be based on trial-and-error dosing strategies. However, clinical trials
are expensive, so there is a need for accurate mathematical simulators that incorporate
pramlintide models to test insulin-plus-pramlintide control strategies.

8Simple announcements do not require carbohydrate counting, but just announcing the time of the meal.
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The new co-formulation of insulin and pramlintide may also delay the use of pramlin-
tide in AP. Since the drug’s pharmacokinetic and pharmacodynamic relationships are still
not yet defined, no proper control strategies can be developed. However, this combined ad-
ministration would avoid the complications of needing a second pump (as in the glucagon
DHAP case).

Longer trials in the CL setting will be needed to assess the feasibility of the prolonged
use of pramlintide.

2.3.4 Adjunctive therapies in AP

Adjunctive therapies have also reached AP systems, and some trials have incorporated
some of these drugs (see Section 2.2.2) into CL systems. The ones tested until now have
been: GLP-1 agonists, DDP4-inhibitors, and SGLT2-inhibitors. Additionally, one trial
assessed the feasibility of a tri-hormonal system, combining insulin, glucagon, and pramlin-
tide.

GLP-1 agonists

In 2014, a clinical group from New York (USA) performed a study comparing pramlintide
and exenatide (GLP-1) to determine which would be more effective in attenuating post-
prandial glucose (Renukuntla et al., 2014). Subcutaneous insulin infusion was governed
by the ePID Medtronic algorithm. Patients visited the clinic three times, and they received
insulin-only therapy in one and the corresponding adjunctive therapy in the other two.
The CL period lasted 24 hours in the three arms. The pramlintide visit consisted of ad-
ministering a 30 µg bolus before meals, whereas in the exenatide arm, a 2.5 µg dose was
administered on the same occasions. In this study, the greatest percentage of time in range
was achieved with the insulin plus exenatide therapy (76%), compared to the arm with
pramlintide (66%) and the control (62%). The results in the trial show how pramlintide
delays (approximately 1 hour) and slightly attenuates the glucose response after meals,
but the treatment with exenatide almost flattens the glucose curve.

In 2016, a study by Sherr et al. (2016), the Connecticut group, evaluated the influence
of pramlintide and liraglutide in a 24-hour inpatient study after a 3-4 week outpatient
period. However, the study was not designed to compare both treatments between them
but each of them with the control (i.e., the CL system working with insulin only). In the
adjunctive therapy arms, 60 µg of pramlintide were administered 15 minutes before each
meal, and 1.8 mg of liraglutide was administered once daily at 8 AM.
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The group from New York performed a second CL study (Ilkowitz et al., 2016), this
time comparing liraglutide as adjunctive therapy to insulin versus insulin-only. On the
treatment arm, patients were administered 1.2 mg of liraglutide at the beginning of the day.
Results of the trial report a significant decrease in BG values in the treatment arm.

The work by Kobayati et al. (2022) reviewed contributions of GLP-1 agonists in T1D
and listed the works in the literature that performed trials with this adjunctive therapy
and CL systems. There are no more than the three trials mentioned above.

DPP4-inhibitor

Once again, the group from New York decided to test the capabilities of another adjunc-
tive drug accompanied by an insulin-dosing CL algorithm (Underland et al., 2017). The
inpatient study lasted for 25 hours, which covered dinner, breakfast, lunch, and dinner
again. Patients participated in two trial arms, one where they took 100 mg sitagliptin just
before the first dinner and another where the dose was placebo. Although a difference can
be observed in the glucose concentrations between the treatment and the control arm after
the first two meals (around 20 mg/dl difference after dinner and breakfast), the statistical
analysis concluded the difference was not statistically significant. Postprandial glucose
concentrations after the lunch and second dinner were almost identical. Overall, glucose
concentrations and insulin requirements were lower during the treatment arm, but a better
dosing time (e.g., before breakfast) or a second administration of sitagliptin during the day
would help prolong its effect to cover all daily meals.

SGLT2-inhibitor

Trials testing SGLT2-inhibitors in the CL context are fairly recent, the first works in the
literature dating from 2021.

In the review by Srinivasan et al. (2021), there is a reference to a 2019 conference
abstract of a CL study with dapagliflozin. The proper results of the trial were later presented
in the work by Biester et al. (2021). The trial was carried out by a consortium including
groups from Germany, Israel, and Slovenia. They aimed to observe the contribution of
dapagliflozin on unannounced meals with an insulin CL system versus a control arm where
placebo was administered. The treatment arm administered 10 mg of dapagliflozin twice
over the 27-hour inpatient study (at 7 PM the first day and 6.30 AM the next morning). A
total of 30 participants completed the study (15 young adults and 15 adolescents). The
results show an improvement in time in range in the treatment group (68% versus 50% in
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the placebo arm) and a reduction of delivered insulin since fewer correction boluses were
necessary. The main improvement is observed in the reduction of nocturnal variability.

The group for Montreal conducted a trial with empagliflozin (Haidar et al., 2021),
performing several comparisons: the trial consisted of two insulin-only and three insulin-
plus-empagliflozin arms. The insulin CL strategy was the same for all the trials. 25 mg of
empagliflozin were consumed daily on the corresponding days. The difference among the
trials of the same type was the meal announcement strategy. For the insulin only, either
the patients introduced the amount of carbohydrates in the system or performed a simple
meal announcement, simply pressing a button at the start of the meal. The same strategies
were followed in the empagliflozin arm, adding a non-announcement strategy and letting
the insulin dosing algorithm react on its own. The main results presented in the paper
compare the control arm with carbohydrate counting against each empagliflozin strategy.
In comparison, not announcing the meals with empagliflozin worsened glucose control.
The simple meal announcement performed similarly to the baseline case, and finally, the
carbohydrate counting with empagliflozin significantly improved time in range compared
to its insulin-only counterpart.

The same group carried out a second trial with empagliflozin a year later (Haidar et al.,
2022). This trial compared the addition of 25 mg of empagliflozin or placebo to a CL or a
SAP system. The addition of empagliflozin improved time in range in CL by 7.2% and
11.4% in the SAP counterpart, with respect to placebo administration. They also performed
a trial testing low-dose (2.5 or 5 mg) empagliflozin (Pasqua et al., 2022).

Finally, the group from the University of Virginia (Garcia-Tirado et al., 2022) recently
conducted a trial to observe the potential benefits of low-dose empagliflozin (5 mg/day) as
a complement to the AP systems Control-IQ and Basal-IQ (see Table 2.4), versus placebo
administration. The study was done in an outpatient context for 1-2 weeks. Results report
a 10% improvement in daytime time in range after adding the SGTL2 inhibitor to the
Control-IQ therapy (81% versus 71%). The study also demonstrated that empagliflozin
use improved the performance of both Control-IQ and Basal-IQ overnight and overall
(Control-IQ maintaining superiority over Basal-IQ). The trial also noted the risk of diabetic
ketoacidosis derived from the use of the drug.

Insulin-glucagon-pramlintide

As the last representative of adjunctive therapy, we find the trial (once again) by the
Montreal group in which they tested insulin-glucagon and pramlintide intending to obtain
a full automated AP that does not require carbohydrate counting (Majdpour et al., 2021).
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Nine patients underwent a control arm with the insulin-alone AP with full carbohydrate
counting and another arm with the fully automated multi-hormone pancreas. The inpatient
study lasted 24 hours.

There was a run-in period of 3 to 6 days, in which patients started using pramlintide in
a fixed ratio fashion (3 µg/U the first two days and 6 µg/U thereafter) in order to avoid the
onset of treatment adverse effects the day of the study. During the 24-hour visit to the clinic,
patients used a total of three pumps in the multihormone visits. Pramlintide and insulin
were administered in a basal-bolus manner with a fixed ratio to mimic a co-formulation
and the normal physiology of the pancreas. Glucagon was administered as miniboluses
based on heuristic logical rules using glucose levels and their trends.

The study performs an iterative tuning process of the control strategy every two or
three patients: increasing and reducing the pramlintide to insulin ratio, adding a meal-
detection algorithm, increasing the controller aggressiveness, or eliminating glucagon.
All these changes aimed to reduce postprandial hyperglycemia, reduce gastrointestinal
symptoms, and avoid hypoglycemia. Based on the best results obtained, their final proposal
would be an insulin-plus-pramlintide (ratio of 10µg/U) AP with a meal detection algorithm
to trigger meal boluses without glucagon.

This is an interesting trial but with several limitations, and further research on this
matter should be done to see the potential benefits of using three hormones. The main
disadvantage of the system, patient-wise, would be the need for three different infusion
sets and the side effects attached to the continuous drug administration.

2.4 Conclusion

T1D hinders normal glucose regulation in the body, making people dependent on ex-
ogenous insulin administration. However, managing insulin dosing and the subsequent
inconveniences of the disease (avoiding hyperglycemia and hypoglycemia while achieving
as much time in normoglycemia as possible) is not a trivial task. Many strategies have
been developed to aid patients in this task:

– Administering additional drugs to help manage glucose values. The candidates
are glucagon, which has an opposite effect to insulin, and adjunctive therapies
(e.g., pramlintide, GLP-1 agonists, SGTL-inhibitors) that aim to ease insulin’s task,
attenuating disturbances’ impact on glucose.

– Developing AP systems that manage insulin dosing semi-automatically. The ulti-
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mate goal for these systems is to be able to manage the disease without the patient’s
intervention.

These two approaches complement each other. The introduction of adjunctive thera-
pies or additional control actions would provide supplementary tools and ease the task of
the AP system since insulin-only therapy can be insufficient to properly manage T1D in
some cases.

However, extended access to these therapies to the public is still a long-term project.
Pramlintide has only been approved for use in T1D in the USA, whereas SGLT inhibitors
are only approved in Europe and Japan (Srinivasan et al., 2021). Moreover, many of these
drugs still present severe adverse effects that the manufacturers should address, and the
consequences of their prolonged use must be thoroughly assessed.

AP systems will need to adapt their strategies to consider these additional elements. In
the case of oral agents (usually administered once a day), the system will need to take into
account the changes in dynamics introduced by the drugs, which will primarly affect the
model-based control strategies. Subcutaneously-administered drugs pose a greater change
to the system since they introduce an additional control action, so their mechanisms need
to be well-known.

These AP developments demand an improvement in T1D simulators. There is no
consensus on the glucagon effect description, and pramlintide models are scarce. Moreover,
the effect of other adjunctive therapies has not been included in any T1D simulator. There
is also a necessity for simulators that describe different cohorts of patients with different
characteristics and necessities that would benefit from one specific treatment or another.
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Chapter 3

T1D simulation models

Mathematical models allow to reproduce the behavior of biological systems. Glucose
dynamics have been studied for a long time, and many proposals are devoted to
describing its physiology. This chapter presents some of the most relevant models
used to simulate T1D glucose dynamics, including a summary of the relationships
among them. The analysis then focuses on descriptions of glucagon effect and, finally,
on pramlintide models.

3.1 Introduction

Mathematical representations of biological processes allow replicating their behavior
using computer simulations. This facilitates faster experimentation and reduces costs and
efforts of biological or clinical experiments (Balsa-Canto et al., 2010), which is especially
useful when access to the real process is unavailable or experimentation is too complex
or expensive. Mathematical models also help to understand the underlying dynamics of
complex biological systems, and they are used in applications from cellular biology to
health service research (Ajmera et al., 2013).

In the context of human clinical experiments, whole-body models are often too com-
plex, and including every biological interaction and reaction is virtually impossible. Hence,
many models focus on a specific route or pathway, simplifying the model to the magnitudes
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of interest. For instance, some models are often used to describe how a certain substance
or drug affects the body. In those cases, the definitions are divided into pharmacokinetics
(PK) and pharmacodynamics (PD).

As stated in Rimmington (2020), PK could be simply explained as “what the body does
to the drug”, while PD would be “what the drug does to the body”. Indeed, PK describes
the transport of a certain substance from the point where it is administered (e.g., subcuta-
neously, orally) to the site of measurement (usually concentration in plasma). Many factors,
both on the part of the body and on the drug characteristics themselves, can influence drug
absorption. After absorption, the drug is transported from one location to another by a
rate-limited process of perfusion or permeability. These rates can be later used to define
compartmental models. On the other hand, PD relates the concentration of the drug and
its effect, which includes the binding of drugs to cells, drug uptake, and intracellular drug
metabolism (Rimmington, 2020).

One of the most common ways of defining this kind of model is using compartmental
structures. A compartment represents a certain amount of material, which may or may
not be an actual physical volume. The particles of each compartment are influenced by
forces that make them transfer from one compartment to another, through some physical
barrier, or by undergoing some physical or chemical transformation (Anderson, 1983). A
compartmental system comprises two or more compartments, with certain transfer rates
describing the material transfer from one to another. These systems are usually modeled
using ordinary differential equations (ODEs), using first-order kinetics to describe mass
balance equations (Ajmera et al., 2013).

Transfer rate

Excretion rate

External
input C1 C2 Measurement

Figure 3.1: Generic compartmental model structure.

A classical representation of compartmental systems includes boxes or circles to
represent each compartment, as illustrated in Figure 3.1. Pointed arrows illustrate the
transfer from one compartment to the other, and the magnitude usually written on them
symbolizes the aforementioned transfer rates. These transfers could also represent any
amount of material lost by excretion, metabolism, etc. In those cases, arrows just draw an
output flux from the compartment. On the other hand, there might be external inputs to
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the system (e.g., the subcutaneous drug administration), as illustrated by the arrow on
the left. The input sometimes is modulated by a bioavailability coefficient because some
portion of the drug might be lost following administration, and only part of the initial dose
reaches blood circulation. This coefficient will depend on the route of administration. For
instance, intravenous dosing should have an availability coefficient of 1 since the drug is
directly delivered to plasma (Rimmington, 2020).

The line with a point on the right represents a compartment where measurements
are taken (e.g., the plasma compartment). Compartmental system representation may
include the formula of the concentration as a function of the compartment mass, which is
usually obtained as the quotient between said mass and the distribution volume of the
specific magnitude. The volume of distribution represents the volume into which a drug
dose would need to be distributed in order to produce the observed plasma concentration
(Rimmington, 2020), being calculated as:

Vd =
total amount of drug in body or dose

concentration of drug in plasma

The graphical representations of compartmental models considered in this chapter
follow a set of rules:

– Compartments are drawn using circles, and they represent an ODE.

– Certain arithmetic relationships used to calculate intermediate or auxiliary signals
are represented with a square.

– White arrows represent exogenous inputs to the system.

– Thin black arrows indicate a transference or influence from one element to another.

– Small black circles indicate where plasma measurements are taken.

– A variable without any circle or square represents a constant value.

T1D is not an exception to benefit from the use of mathematical models and simulators
(Kovatchev et al., 2009). The work of Ajmera et al. (2013) reviewed the advances and
contributions of mathematical models in the study of T1D in the last 50 years. Their work
analyzes the published models, studying the relationships and inheritances from one to
the others and classifying them depending on their purpose (e.g., models for diagnostic
tests, models for control, models for describing specific physiological dynamics). This
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chapter presents a simpler review, aiming to provide an overview of some of the most
relevant or widely used diabetes models in the T1D literature, highlighting their structural
differences.

3.2 Models in Type 1 Diabetes

Mathematical models are also a key tool in developing and implementing AP technologies,
both for developing model-based control strategies and the pre-clinical testing algorithms
(McCall and Farhy, 2013; Haidar, 2016). Several works in the literature have provided
descriptions of physiology and the processes involved in glucose regulation, allowing the
development of T1D simulators that simplify the insulin-glucose relationship (in their
most basic version) to test different insulin administration strategies without resorting
to clinical trials. These models allow the evaluation of extreme situations in a controlled
environment without entailing any risk for the patients.

However, their capabilities are limited since they are, after all, just an approximation.
There are a myriad of other mechanisms and reactions involved that are not included in
these representations. Moreover, as mentioned in the previous chapter (Section 2.3), the
patients show a lot of variability, which depends on internal and external factors that are
usually not included in mathematical models. Nevertheless, simulators are very valuable
since this approximation already provides a ground for technological developments.

Mathematical models for T1D focus mainly on insulin PK and its effect on glucose.
Glucose dynamics might include additional considerations, such as the contribution of
endogenous glucose production (EGP) in the liver or renal excretion.

Some of the most relevant models in the literature are Bergman’s Minimal Model,
the Hovorka Model, and the Dalla Man model, which are the most mentioned in reviews
of T1D models (Kushner et al., 2019; Wilinska and Hovorka, 2014; Chandrasekhar and
Padhi, 2023). Hence, this section will include a description of those models and some
relevant extensions derived from them.

A selection of the presented models is represented in the central pages of this chapter
(Figure 3.2 to 3.5) in order to provide an overview of their structures and main features.
The compartments are classified into sections which are:

– Insulin PK.

– Glucagon PK.
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– EGP. This block also includes the glucagon effect (glucagon PD) since glucagon is
one of the main agents involved in hepatic glucose production, as presented in the
previous chapter (Section 2.1).

– Glucose regulation. This block may include insulin PD compartments. An extra
section for insulin effect was not included for simplicity. Also, one of the focus points
is the analysis of different glucagon definitions, hence, separating insulin action
mechanisms was not as relevant to this analysis.

– Glucose absorption (meal model).

– Physical activity (exercise model).

These are the most relevant parts found in most T1D mathematical models. Insulin
and glucose regulation will always be present. Some models might include glucagon as
a control action, hence describing its effect on glucose. The two most common distur-
bances in diabetes control are meals and physical activity, which is why they have their
corresponding blocks.

The selected models are reported in more detail in Appendix B, where a collection of
tables describe their states and parameters. Also, their complete equations are reported at
the end of the document.

Nevertheless, the collection of models described in this chapter is a sample of the
numerous works and proposals in the literature. Models that included glucagon PK/PD
definitions were favored in the selection process.

3.2.1 Bergman Minimal Model

One of the simplest and earliest models available was the model developed by Bergman
(Bergman et al., 1979), known as the Minimal Model. This model was designed to estimate
insulin sensitivity based on the response to an intravenous glucose injection. The insulin
sensitivity value could be inferred as the relation between two model parameters (SI =
−p3/p2).

It employs three differential equations (Bergman et al., 1981), that describe plasma
glucose concentration (G(t)), plasma insulin concentration (I(t)), and a state proportional
to insulin in a remote compartment (X(t)), which was later defined as the interstitial
compartment (Bergman, 2005).
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Ġ(t) = (p1 −X(t))G(t)− p1Gb (3.1a)

Ẋ(t) = p2X(t) + p3I(t) (3.1b)

İ(t) = γ (G(t)− h) t− nI(t) (3.1c)

The first two equations correspond to glucose dynamics, whereas the third repre-
sents insulin kinetics. The parameters in these equations do not describe actual rates
between compartments, but they aggregate arithmetic relationships between those rates,
as described in the original work of Bergman et al. (1979). See Table B.7 for more details
on the model parameters. Equation (3.1c) assumes an endogenous insulin production.
Hence, this term has to be modified when modeling T1D glucose dynamics, where insulin
contributions are due to external administration only.

However, this model has had great importance in T1D literature, given its simplicity
and effectivity in describing insulin-glucose dynamics (Bergman, 2005). Many works
have taken this model as a foundation to propose extensions, adding equations to account
for additional effects. A small sample of said works is described next.

One of the first extensions of the Minimal Model was presented in Cobelli et al. (1999),
where they introduced the Two-compartment Minimal Model (2CMM). This structure
introduces an extra state for the glucose dynamics in a non-accessible compartment.

Another example, Patek et al. (2016), used an extension of the Minimal Model to
analyze glucose variability as a consequence of carbohydrate ingestion, naming it the
Subcutaneous Oral Glucose Minimal Model (SOGMM). They expanded Equation (3.1a) to
include: (1) the effect of meals, adding a meal subsystem composed of two compartments,
(2) the transport of insulin from the subcutaneous administration to plasma, with a three-
compartment subsystem, and (3) subcutaneous glucose measurements, adding an extra
state representing the delay when measuring subcutaneously instead of in plasma.

The work in Breton (2008) extends the minimal model, adding a term to introduce the
effect of exercise using heart rate (HR) value as input to the system. Another example is the
extended model by Roy and Parker (2006), which includes FFA dynamics and interactions
among FFA, glucose, and insulin. The extension adds three extra compartments: (1) one
compartment for the remote insulin dynamics, where insulin promotes uptake of FFA for
storage, (2) one state to describe plasma FFA concentrations, and (3) one compartment to
represent the remote FFA dynamics.

The same authors then performed a second extension of the minimal model (Roy and
Parker, 2007), including the effect of exercise by adding three extra compartments. Two
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of them represent the rates of glucose uptake and hepatic glucose production induced by
exercise, which contribute with two additional terms in Equation (3.1a). The third extra
state represents the rate of insulin removal from the circulation due to exercise-related
physiological changes, and it adds a subtracting term on Equation (3.1c). The input to the
exercise subsystem is the exercise level, expressed as the oxygen consumption (VOmax

2 ).

More recently, a Minimal Model including glucagon was proposed in Kelly et al. (2019).
The Nonlinear Glucagon Minimal Model formulation (NLGMM) describes the relation-
ship between insulin and glucagon the same way as the Minimal Model but includes a
subsystem of glucose-insulin-glucagon dynamics. Insulin compartments I(t) and X(t)
are replicated to describe plasma and active glucagon, respectively. A linear version of
the model, where the effect of glucagon on glucose is simplified to a linear relationship,
is also proposed in the same paper. However, the system does not include PK dynamics
for either insulin or glucagon since the available inputs are an external infusion of insulin
and glucose directly introduced to plasma. See Table B.10 for more details on the model
structure.

The work in Fabietti et al. (2006) presents a glucoregulatory model that includes
insulin and glucose metabolism, based on Bergman’s Minimal Model, adding an extra
insulin compartment to describe external insulin administration and exogenous glucose
intake. Meal absorption is modeled by dividing the meal into three components filtered
through three transfer functions. The filter characteristics were determined based on
fittings of clinical data. The model was designed for control applications to use a simple
enough identifiable model useful for control applications but capable of describing glucose
dynamics accurately. Its parameters are described in Table B.12.

However, the most relevant extension of the Minimal model is the Hovorka model,
presented in the next section.

3.2.2 Hovorka model

This model was first presented in Hovorka et al. (2002). One of its main characteristics is us-
ing an accessible (Q1) and non-accessible (Q2) compartment to describe glucose dynamics.
The former is where measurements are made, while the latter represents an equilibrating
pool containing the remaining interstitial and intracellular distribution space. Two output
rates depart from the accessible compartment, one representing the insulin-independent
glucose flux (F01), and the other representing renal glucose clearance happening in hy-
perglycemia (FR). Insulin has an effect on the glucose transfer from the accessible to
the non-accessible compartment, as well as glucose transport or distribution, which is
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represented as an output flux from the non-accessible compartment. The complete model
equations are listed at the end of Appendix B.

Hence, the insulin effect derived from plasma insulin concentration is divided into
three compartments, each affecting a different aspect. Apart from its influence on glucose
disposal (x1) and transport (x2), the third effect (x3) influences EGP. EGP symbolizes the
glucose production from the liver, and insulin diminishes its effect.

A submodel describing insulin PK was added in Hovorka et al. (2004). The model
uses a three-compartment system: two for the subcutaneous transport of insulin to the
third compartment, representing the plasma concentration. An exploration of different
models to describe the kinetics of insulin lispro was carried out in Wilinska et al. (2005),
where a series of model proposals were evaluated using the Akaike Information Criterion
(AIC) and the Bayesian Information Criterion (BIC)1. The model that provided the best
fit to their data consisted of two parallel chains (to account for fast and slow transport), as
well as a degradation of the input in the injection site (bioavailability coefficient). However,
most implementations favor the simpler version with just two consecutive compartments.

Additionally, the authors added a two-compartment model to represent glucose absorp-
tion from the gut (after meal ingestion). Since the transfer rates between compartments
were identical, the expression could be expressed as:

UG(t) =
DGAGte

−t/tmax,G

t2max.G

(3.2)

The compartmental representation equations are reported in Wilinska et al. (2010),
but both expressions are equivalent.

This model has become one of the most widely used models in the literature, and sev-
eral works have proposed extensions to this structure, including subsystems for additional
inputs such as glucagon or physical activity.

Wendt model

The work by Wendt et al. (2017b) proposed an extension of the Hovorka model in which
they did not include the meal model. However, they replicated the insulin subcutaneous PK
system to include glucagon kinetics. Of note, plasma insulin and glucagon compartments
were not defined as ODEs but as arithmetic relationships. Their other contribution was the

1AIC and BIC are two metrics commonly used to evaluate the performance of biological models. More
details on the definition of these criteria will be given in Section 7.4.
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definition of an EGP expression that combined both the influence of insulin and glucagon,
applying a saturation on the latter (more details will be given in Section 3.3). The model
parameters are listed in Table B.2.

Herrero model

Herrero et al. (2013) proposed a model that is actually based both on Hovorka and the
Bergman model: glucose dynamics are based on the Bergman model, whereas insulin PK
and the gastrointestinal absorption model were based on Hovorka et al. (2004). Moreover,
the insulin subcutaneous absorption subsystem was replicated to add glucagon PK to the
model. Model parameters are described in B.8.

Jacobs model

This model was described first in Jacobs et al. (2015), where an exercise model was incorpo-
rated into the Hovorka model. The exercise model was proposed in Hernández-Ordoñez
and Campos-Delgado (2008). This model modifies the insulin action states to reflect
insulin sensitivity changes associated with exercise. The inputs to the system are the
percentage of oxygen consumption (PVOmax

2 ), and the percentage of active muscle mass.
During the model validation, the value of PVOmax

2 was estimated based on HR and ac-
celerometry data recorded in the clinic. The model also includes a remote compartment
(Y (t)) and a glucagon action compartment (Z(t)) to account for the plasma glucagon
effect on glucose.

The authors later added glucagon kinetics to the model based on the glucagon PK
model proposed in Lv et al. (2013). This work presented a set of eight different proposals to
approach glucagon kinetics and selected the best structure according to the obtained BIC
results. Their proposal consisted of a chain of three compartments from the subcutaneous
administration of glucagon to the plasma compartment. This subsystem was incorporated
into a Bergman-based glucose dynamics equation, following the work of Herrero et al.
(2013).

Hence, a later version of the model presented as the Virtual Patient Population (VPP) in
Resalat et al. (2019) incorporated the three-compartment glucagon PK subsystem to the
Jacobs et al. (2015) model. With this, the authors achieved a complete insulin-glucagon
PK/PD proposal, including physical activity. Table B.4 gives more details on the model
parameters and states.

A simulator with an implementation of this model is available online in Jacobs (2019).
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Figure 3.2: Compartmental diagrams of the Bergman model (Bergman et al., 1981), Kelly model (Kelly
et al., 2019), Fabietti model (Fabietti et al., 2006), and Herrero model (Herrero et al., 2013).

60



Chapter 3. T1D simulation models
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Figure 3.3: Compartmental diagrams of the Hovorka model (Wilinska et al., 2010), Wendt model (Wendt
et al., 2017b), and Kanderian model (Kanderian et al., 2012).
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Figure 3.4: Compartmental diagrams of the Haidar model (Smaoui et al., 2020a) and the Jacobs model
(Resalat et al., 2019).
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Cinar model

x3 x2x1

Q1

Gsub

Q2

S1 S2 I

EGP

D1 D2

DH1 DH2

UG

E1

E2

TE

Dalla Man model

Gp Gt

Isc1 Isc2

IPIL

I'Rai

Uid

Qsto1 Qsto2

Qgut

Ra

Qsto

X

XL

EGP SRdH

SRsH

SRH

Hsc1Hsc2H

XH

Measurement

Input Arithmetic 
operation 
(not ODE�

Compartment 
�ODE�

Glucose subsystem 
(includes insulin effect)

Insulin pharmacokinetics

Glucagon 
pharmacokinetics

EGP 
(includes glucagon effect)

Meal absorption subsystem

Exercise subsystem

Figure 3.5: Compartmental diagrams of the Cinar model (Rashid et al., 2019) and the Dalla Man model
(Dalla Man et al., 2014).

63



3.2. Models in Type 1 Diabetes

Haidar model

Haidar and colleagues have also proposed a model (Smaoui et al., 2020a) based on the
Hovorka model that has been expanded over successive works. The insulin PK subsystem
consists of two parallel chains (slow and fast channels) and an additional compartment for
plasma concentration, proposed initially in Haidar et al. (2013c). In this same work, a meal
model is included with two parallel channels to describe glucose absorption. Glucagon
kinetics are taken from Haidar et al. (2013a), where a more simple two-chain compartment
was validated both for insulin and glucagon PK. Nevertheless, the insulin subsystem was
later modified.

The same authors carried out a work evaluating different definitions for EGP, testing
different relationships and interactions between insulin and glucagon. They came up with
a proposal based on the model that provided the lowest error. However, the EGP presented
in Smaoui et al. (2020a) corresponds to a different, simpler proposal. More details on the
EGP definitions will be given in Section 3.3.

Both the glucose dynamics and the glucose appearance rate in this model incorporate
time-varying functions (fg(t), fm(t)) to introduce variability and flexibility in the model
dynamics, trying to replicate the variability between subjects.

A development platform has been implemented with this model named Ulna, de-
scribed in Smaoui et al. (2020b). The model is detailed in Table B.6.

Kanderian - IVP model

The Identifiable Virtual Patient Model (IVP) model is one of the most used models in control
applications. The IVP model was developed to aid the development of Medtronic’s CL
algorithm (Kanderian et al., 2012). It assembles information from three different previous
works.

Their insulin PK subsystem is reported to belong to Sherwin and colleagues, who
worked on proposing an insulin kinetics model (Insel et al., 1974). The model consists
of a two-compartment chain, including an additional compartment to account for insulin
effect (IEFF(t)). Glucose dynamics are based on Bergman’s minimal model, and the meal
model is from Hovorka (Wilinska et al., 2010). A compartment was added to represent the
subcutaneous interstitial fluid (GISF(t)) and account for the glucose sensor reading delays.
See Table B.9 for more detail.
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Cinar model

The group led by Ali Cinar, which has a trajectory studying exercise in T1D, presented an
extension of the Hovorka model that included exercise (Rashid et al., 2019). The multivari-
able Glucose-Insulin-Physiological Variable Simulator (mGIPsim) also has the peculiarity
that includes additional “measured” variables, that is, HR, energy expenditure (EE), skin
temperature (ST), and accelerometer readings, that complement glucose concentration
measurements.

The HR is computed through a physiological model as a function of the exercise
intensity. Another model computes the mechanical work rate from the exercise intensity
information and translates it to energy expenditure through a first-order filter. The skin
temperature is obtained with a partial differential equation that relates the core body
temperature to skin temperature dynamics.

The insulin PK model and insulin effect equations are based on Hovorka’s model.
The glucose absorption subsystem includes two subsystems: one for regular meals and
another for rescue carbohydrates. Both subsystems present the same two-compartment
structures, but the latter has a much faster absorption rate. Glucose dynamics are also
based on the Hovorka model, with introduced modifications to account for the exercise
effect. The exercise model, which takes the HR signal as input, was proposed in Svendby
(2016). It consists of three states that describe the immediate effect of physical activity
on glucose (E1(t)), a characteristic time to represent the differing long-lasting effects of
exercise (TE(t)), and the nonlinear prolonged effect of physical activity (E2(t)).

An implementation of the simulator in Matlab is available upon request to the authors.
More details can be found in Table B.11. The skin temperature model has not been
included in the table details since it falls out of the scope of this work.

3.2.3 Dalla Man model - UVA/Padova simulator

The UVA/Padova simulator, containing the Dalla Man model, is the most well-known
simulator for glucose dynamics in T1D since it is the only one currently accepted by
the FDA as a substitute to pre-clinical trials of AP systems since 2008 (version S2008)
(Kovatchev et al., 2009). The model has had a long trajectory, with different subsystems
being added, improved, and updated over the years. The first development of the Dalla
Man model is reported in Dalla Man et al. (2006), where the authors modeled the glucose
absorption as a response to a meal, validated with healthy people data. The (for now) final
version of the model consists of almost 20 ODEs that include PK subsystems of insulin
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3.2. Models in Type 1 Diabetes

and glucagon and their effects, oral glucose absorption, and glucose dynamics.

The insulin and glucagon PK both consist of two-compartment chains before reaching
their respective plasma compartments. The EGP signal considers independent contribu-
tions of insulin and glucagon with opposite effects on glucose. The glucose subsystem
considers two compartments: plasma glucose and glucose measured in tissues. Lastly,
the meal model defines two compartments to model the initial glucose absorption in the
stomach, and the rate of glucose appearance is a function of the mass of glucose in the
gut. The input term to the gut compartment is a function of the stomach’s rate of gastric
emptying.

Some curiosities about the model: the glucagon subsystem does not only contemplate
the dynamics of the externally administered glucagon, but it also accounts for its internal
secretion. This subsystem was introduced in Dalla Man et al. (2014) (S2013 version).
The model also includes a subsystem focused on glucose utilization during hypoglycemia.
The authors refer to an increased effect of insulin action observed when glucose decreases
under a specific threshold. In order to account for this effect, a risk function is defined as a
piecewise function that increases insulin-dependent glucose utilization, making glucose
to drop more rapidly in hypoglycemia (Kovatchev et al., 1999). The most recent version,
published in Visentin et al. (2018) (S2017 version), allows simulating not just one meal but
a complete day, and introduces variability in the insulin sensitivity (varying parameters
kp3 and Vmx).

The software includes 300 virtual patients (100 adults, 100 adolescents, and 100
children). An “academic” version of the simulator was available for third-party use some
years ago that included 30 virtual patients (10 in each age group). Nowadays, many
researchers still use this version to present their validations of their proposed control
algorithms for AP systems. Moreover, some open source projects offer an implementation
of the model with the parameters of the open version, such as Xie (2018), that provides a
Python implementation of the UVA/Padova simulator.

Table B.5 includes a description of the model states and parameters. Although the
latest version of the model includes subsystems for intradermal and inhaled insulin PK,
they have been left out for simplicity.

As a summary of this section, Figure 3.6 presents a diagram simplifying the relation-
ships between the models mentioned here. Models are labeled as the first author’s name
and the year of publication, which correspond to the bibliographic references presented
throughout this section. References surrounded by a gray box correspond to the models
selected for the diagrams presented before, and their name is indicated in bold.
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Figure 3.6: Overview of the relationships between the T1D models presented in this section.
Models’ labels correspond to the first author of the paper where they were presented and the year
of publication. The contributions of each extension are indicated preceeded by a + sign on each of
the arrows.
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Some models might be the results of more than one work, which is why some of the
boxes include more than one reference. Arrows link each “base” model to their exten-
sions. A text preceded by a plus sign (+) on top of the arrow indicates the main addition
or contribution of the result model. Some of these contributions also have a reference
underneath between brackets if they were based on a specific work. In the case of the
Kanderian model and the Herrero model, they are both based on the Bergman model and
the Hovorka model, so the text on the line indicates which aspect, in particular, was used
for their development. The dashed line between the model in “Cobelli1999” and the Dalla
Man model block represents that was not the only work to influence the development
of the Dalla Man model. There were many others that have not been included in this
qualitative analysis.

3.2.4 Other models

The model by Liu and Tang (2008) models the glucoregulatory system with the peculiarity
of describing insulin and glucagon intracellular concentration based on their receptors
binding. Their proposal for this effect is a simplification of the detailed model proposed
for insulin binding presented in Sedaghat et al. (2002). Liu’s work proposes an eight-
compartment system, where three of them describe insulin plasma concentration, insulin
intracellular concentration, and the concentration of insulin-bound receptors, respectively.
The same structure is replicated for glucagon. The two remaining compartments are
devoted to the glycogen concentration and glucose blood concentration. The effect of
meals is not modeled but included as a disturbance input.

Lehmann and Deutsch (1992) present a glucoregulatory model based on the glucose
PD model described in Guyton et al. (1978), and the insulin PK proposed in Berger and
Rodbard (1989). Their model includes insulin kinetics and follows its trajectory from
plasma absorption to an insulin active pool. The other two ODEs in the system describe
glucose dynamics and the amount of glucose in the gut after a meal. The model was
implemented in the AIDA (An interactive diabetes advisor) platform (Lehmann et al., 1994),
which was conceived as a decision support system for clinicians. An extension of the model
incorporated insulin kinetics models to describe long-acting insulin analogs (Lehmann
et al., 2007).

Other proposals present more complex models that aim to include more detailed
metabolic processes. Such is the case of the work in Neelakanta (2006). They model the
glucoregulatory system, including the kinetics of exogenous insulin administration. The
glucose subsystem considers the effect of glucose uptake by the skeleton, muscles, cells,
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kidneys, and liver. Likewise, it considers liver glucose production. The second available
input to their system is glucose exogenous administration, either in the form of intravenous
infusion or oral ingestion. A glucagon subsystem is included that accounts for glucagon
concentration in plasma and interstitial fluid, but only the endogenous production is
considered. The system consists of 7 differential equations. However, the contributions to
each term in the glucose dynamics equation are modeled as nonlinear relationships using
Bernoulli-Langevin functions (Neelakanta et al., 1991).

One of the most relevant models in the diabetes literature is the Sorensen model
(Sorensen, 1985). This model was designed to simulate the normal glucose regulation
process and was then adapted to the dynamics observed in people with T1D. The model is
divided into six physiological sections: brain, heart and lungs, periphery (which includes
skeletal muscle and adipose tissue), gut, liver, and kidney. As an overview, the glucose
source in the model is the hepatic glucose production, and its destinations include red
blood cell uptake, brain uptake, gut uptake, peripheral uptake, hepatic uptake, and urinary
excretion. Each of the blocks also includes insulin effect, whose source is the pancreatic
insulin release, and it has an effect (sinks) in the liver, kidneys, and peripheral clearance.
The described metabolic processes for glucagon only consist of one compartment, consid-
ering pancreatic glucagon release and plasma clearance. The complete model is composed
of 19 states.

The Sorensen model was later extended to include a physiology-based PK model for
glucose, insulin, and glucagon in Schaller (2014); Schaller et al. (2013). The insulin and
glucagon subcutaneous absorption subsystems consisted of two compartments each and
were adapted from Tarı́n et al. (2005).

Nevertheless, there are several models in the literature that describe glucose dynamics,
all with their own contributions, but not all can be included here. The review presented in
Rathee and Nilam (2017) provides an overview of ODE-based models in the literature used
to describe T1D glucose dynamics, providing an analysis of each of their main results and
limitations. The work in Cobelli and Dalla Man (2022) also reviews the literature glucose
models, separating minimal and maximal approaches. The maximal model analysis focuses
on their own proposal, the UVA/Padova T1D simulator, whereas the minimal models’
analysis presents approaches to modeling different specific relations, such as a glucose
minimal model, C-peptide minimal model, as well as an analysis of insulin action based
on the information provided by tracer studies.

Other works have focused on analyzing the simulation differences of some of the
aforementioned proposals. For instance, the work in Steil et al. (2005) compares the
output magnitudes provided by Bergman’s Minimal model, the AIDA model, and the

69



3.3. Glucagon effect definitions

Sorensen model since they model glucose uptake based on different assumptions. They
conclude that, even if the direct comparison of models is not trivial, given the systematic
differences in each model and the wide variation in form and detail, significant differences
are observed in the glucose response behavior among the three selected models. Still, the
three of them provide a stable steady-state response in glucose following a basal change
in insulin, making them suitable candidates to be used as base in the development of CL
algorithms. This analysis was carried out prior to the development and publication of the
UVA/Padova simulator. Later on, a similar (in concept) work by Colmegna and Sánchez
Peña (2014) compared the Dalla Man model (the S2008 version), along with Hovorka’s
and the Sorensen model. A shared limitation of the three models is that none of them
considers both inter and intra-patient variability. Only the Sorensen model considers the
glucagon effect, but none of the versions account for its administration either. The three
of them have received eventual extensions that consider glucagon: the S2013 version of
the UVA/Padova simulator, the Schaller extensions of the Sorensen model, and multiple
works based on Hovorka’s model (e.g., Wendt, Haidar or Jacobs model).

3.3 Glucagon effect definitions

This section focuses on how glucagon effect is usually represented in the literature. Glu-
cagon becomes effective through the terms in the model that comprise glycogenesis and
gluconeogenesis (i.e., glucose production in the liver). Based on the overview of mod-
els presented in the previous sections, the glucagon effect is usually a part of the EGP(t)
signal in the Hovorka-based models, or it replicates insulin mechanics in the Bergman-
based models, including a remote compartment to account for glucagon effect prior being
incorporated into the plasma glucose compartment.

Definitions of EGP are diverse. Models typically consider at least a constant value for
hepatic glucose production (usually labeled EGP0), and it might be influenced by some
amount of circulating insulin (xi):

EGP (t) = EGP0 (1− xi(t))

Most models that include glucagon use this term as a base to add the contribution of
exogenous glucagon. One of the simplest considerations consists of considering insulin
and glucagon effects independent, such as in the case of the Jacobs model (Resalat et al.,
2019), the Dalla Man model (Dalla Man et al., 2014), the Herrero model (Herrero et al.,
2013), or the Kelly model (Kelly et al., 2019).
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The Jacobs model defines EGP as:

EGP (t) = EGP0(1−X3(t) + Y (t) + kg3Z(t)),

where X3(t) is the effect of insulin concentration on EGP,Y (t) is the effect of glucagon
on EGP, and Z(t) is an extra signal representing the derivative of Y (t).

The EGP definition in the Dalla Man model,

EGP (t) = kp1 − kp2Gp(t)− kp3XL(t) + ξXH(t),

includes plasma glucose mass (Gp(t)), the delayed insulin action in the liver (XL(t)), and
the delayed glucagon action on EGP (XH(t)).

The Herrero model does not provide a explicit definition of EGP, but the effects of
insulin and glucagon on glucose are expressed in the equation for glucose (G(t)) dynamics
as:

Ġ(t) = − (SG +X(t)− Y (t))G(t) + SGGb +
Ra(t)

V

where insulin action (X(t)) and glucagon action (Y (t)), present an additive relationship
between them.

The same relationship is used in the Kelly model, which was also based on the Bergman
model (Bergman et al., 1981), where insulin effect (X(t)) and glucagon effect (Y (t))
influence glucose such that:

Ġ(t) = −p1 (G(t)−Gb) + (Y (t)−X(t))G(t) +Ginf(t)

On the other hand, other definitions consider a potential interference between insulin
and glucagon (beyond the balance in the above equations). For instance, the work by
Haidar and colleagues in Emami et al. (2017) proposes an EGP definition based on the
identification of a set of clinical data from El Youssef et al. (2014). This work showed in
a clamp study that high circulating levels of insulin could blunt glucagon response. The
EGP proposal in Emami’s work was defined as follows:

EGP (t) = H (1− S ·X(t)) · H
(
EGPGluc(t) + T ·Gluc(t)

)
+Gng

˙EGPGluc(t) = −kGd · EGPGluc(t) − kGdTGd ·
(
dGluc(t)

dt

)
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Notice how insulin effect (X(t)) and glucagon (Gluc(t)) have a nonlinear relationship
in this model, and it also incorporates a term (EGPGluc(t)) that depends on the derivative
of glucagon concentration. The function H represents a unit step function intended to
keep the expression positive. This was the model proposal that provided the best fit results
among nine different candidate model structures. Note that it is a different definition
from the one used in the simulator by the same authors (Smaoui et al., 2020a), where the
authors opted for a much simpler expression, although they maintained the multiplicative
relationship between insulin effect and plasma glucagon (x3(t) and Cp(t)):

EGP (t) = Cp(t)Sg (1− x3(t)Se)

Another model considering an interaction between both hormones is the Wendt
model:

EGP (t) =
1− Sex3(t)

1− SeIb

(
(Emax −GGNG)

C(t)

CE50 + C(t)

)
+GGNG

In this case, a Michaelis-Menten2 structure is used to bound glucagon (C(t)) effect
and limit its maximum value depending on insulin (x3(t)).

The parameters and state variables of the models listed in this subsection are described
in Appendix B.

A more physiology-based glucagon action model was proposed in Hinshaw et al.
(2015), in which the proposed EGP definition includes the processes of glycogenolysis and
gluconeogenesis, based on the dephosphorylation of glucose-6-phosphate (see Section 4.2).

2The Michaelis-Menten equation is used to describe kinetics of substances that are bound over time. It
is a widely-used structure to describe the behavior of biological processes since its development by Leonor
Michaelis and Maud Menten in 1913 (Cornish-Bowden, 2015).
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EGP (t) =a ·G6P

˙G6P = −a ·G6P +Glys+Gng

Glys =

{
[Glysb + b · (Gn−Gth)] · E if Gn ≥ Gth

Glysb · E if Gn ≤ Gth

E =
1

2
·
[
1− tanh

(
t = t0
τ

)]
Gng =

{
Gngb +XGn in hypoglycemia
Gngb +OF in normoglycemia

Some effects are modulated by the termE, which accounts for the “evanescence” effect
observed in glucagon (i.e., the hormone effect tends to decrease with time). The definition
of glycogenolysis (Glys) depends on the glucagon concentration (Gn) when it reaches a
specific threshold (Gth); otherwise, its value is constant. On the other hand, gluconeogene-
sis is a function of XGn, which comprises a chain of compartments representing delays
with respect to the plasma glucagon concentration as input. The term OF represents
“other factors” that might stimulate gluconeogenesis during normoglycemia. Note that this
EGP definition focuses on glucagon only and does not consider insulin influence.

A research group from the Norwegian University of Science and Technology has
directed many efforts into the concept of the intraperitoneal dual hormone AP, conducting
trials on animal models, including the work of a recent PhD thesis (Teigen, 2023). The
work in Benam et al. (2023) presents their glucoregulatory model, which considers in-
traperitoneal delivery of both insulin and glucagon. They account for the glucagon effect
on plasma glucose through a term representing hepatic glucose production (HGP), defined
as:

HGP ≜ kg1Eh,l

√
ξ · exp (−kξ0 · Ei,l)

In this expression, Eh,l and Ei,l represent the effective glucagon and insulin rates
in the liver. As a novelty, the term ξ represents the glycogen store levels (expressed as
a percentage). It is assumed that some amount of glucose is stored as glycogen, which
increases glycogen stores, defining ξ as:

ξ̇ = kξ1Ei,lG− kξ2Eh,lf (ξ, Ei,l)
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This is the only model included in this analysis that accounts for the influence of
glycogen reserves on the glucagon effect. However, the model has only been validated
using data from non-diabetic pigs.

3.4 Pramlintide models

As presented in the previous sections, glucoregulatory models (glucose-insulin) and gluca-
gon models have had a long trajectory. A solid foundation has been built over the years
that has allowed the development of new proposals and models that progressively comple-
ment the understanding of the regulation process and the interactions among hormones.
However, pramlintide has fallen out of the T1D modeling scope. Even if its use along AP
systems is fairly recent (see Section 2.3.3), pramlintide use is not new. However, there is a
lack of mathematical models that describe its dynamics, and the four proposals detailed in
this section are the only ones present in the literature.

3.4.1 Clodi model

The first pramlintide model proposal that can be found in the literature is the work of
Clodi et al. (1998). This work proposes an intravenous pramlintide kinetics model that
uses three compartments to represent pramlintide distribution along different pools after
entering the plasma compartment. Figure 3.7 presents a schematic of the model.

Figure 3.7: Pramlintide PK model structure proposed in Clodi et al. (1998). UP (t) represents the
intravenous pramlintide input. P (t) is the pramlintide concentration measurement. Pi are each of
the successive compartments of the model. kij represent the transfer rates from compartment i to
j. ke is the excretion rate from the plasma compartment.
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3.4.2 Fang model

The first model describing pramlintide PD was the work by Fang et al. (2013). They
validate the model using a dataset from Colburn et al. (1996), where different intravenous
pramlintide doses were administered. Fang proposes a non-compartmental model to de-
scribe pramlintide kinetics and pramlintide development is based on an indirect response
(IDR) model3. Hence, the authors delay the appearance of glucose in plasma from the
intestine in a dose-independent manner, modifying their Tmax parameter.

dInt

dt
=k0 (−Tin × S)− ka × Int (3.3a)

k0 =
D × F

Tin × S
(3.3b)

dGc

dt
=kin × I + ka × Int− kout ×Gc +

QG

VGp
×Gp −

QG

V Gp
×Gc (3.3c)

dGp

dt
=

QG

V Gp
×Gc −

QG

VGp
×Gp (3.3d)

Equations (3.3) are reproduced as reported in Fang et al. (2013). Int(t) is the amount
of glucose in the intestine,Gc(t) is glucose central compartment and Gp(t) is the amount
of glucose in the peripheral compartment. Pramlintide has an effect inhibiting kin and
prolonging the glucose input by modifying k0. Parameter D in Equation (3.3c) represents
the glucose input,F is the glucose bioavailability, and Tin is the duration of the glucose
input. For more details on the model operation, the reader is referred to the original work.

3.4.3 Ramkissoon model

The other pramlintide PD model in the literature was presented in Ramkissoon et al.
(2014). A complete insulin-pramlintide-glucose PK/PD model is set up based on the
glucoregulatory model by Hovorka. The authors substituted the insulin PK subsystem by
the proposal in Wilinska et al. (2005) instead of the simpler subsystem usually associated
with the Hovorka model. To account for pramlintide PK, they use the system proposed
in Clodi et al. (1998), mentioned above, for pramlintide intravenous kinetics (PlasmaP ,
P2,P3). An extra compartment is added to represent subcutaneous PK (SQp). Hence, the
complete pramlintide PK subsystem is described as:

3IDR models describe those physiological systems where a certain drug inhibits or stimulates production,
synthesis, secretion, or removal of a variable, usually with a delay (Sharma and Jusko, 1998).
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dSQp

dt
= uPram − kSQpSQp (3.4a)

dPlasmaP
dt

= kSQpSQp − (kep + kp21) PlasmaP + kp12P2 (3.4b)

dP2

dt
= kp21PlasmaP − (kp12 + kp32)P2 + kp23P3 (3.4c)

dP3

dt
= kp32P2 − kp23P3 (3.4d)

P =
PlasmaP

VP
(3.4e)

The input to the system is represented as uPram. The constants kpij represent the rates
between compartments (i to j), and P is the plasma pramlintide concentration, measured
in the PlasmaP compartment.

Their proposed PD model effect is based on modifying the meal peak absorption time
(tmax) in the equation describing the oral absorption of glucose (UG, see Equation 3.2). The
PD subsystem is constituted as:

Peff(t) =

{
0 0 ≤ t ≤ pθ

P (t− pθ) t > pθ
(3.5a)

tmax ,G, new = tmax ,G, old
(
1 + klag (Peff (t))

)
(3.5b)

Gap =

∫ ts w

0

DGAG (t− nθ) e
− (t−nθ)

tmax,G, old

t2max,G, old
−
∫ tsw

0

DGAG (t− nθ) e
− (t−nθ)

tmax ,, new

t2max ,G, new
(3.5c)

The value Peff represents the effective pramlintide concentration after the displace-
ment of pramlintide from the administration site to its effective site, delayed by pθ . The
delay in the meal observed in the presence of pramlintide is represented as nθ . The value
tsw is the time at which t > nθ and Peff raises over a certain threshold (Peff > Pmin). The
time constant tmax ,G, new is the peak meal absorption time at the current instant, whereas
tmax ,G,old refers to the previous time point. klag is a lag constant that acts in the presence
of pramlintide. Then,UG is modified such that:
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UG =


(DGAG−Gap)(t−nθ)e

− (t−nθ)
tmax,G

t2max,G
t > nθ and Peff > Pmin

DGAGte
− t

tmax,G

t2max,G
0 ≤ t ≤ nθ and Peff ≤ Pmin

(3.6)

This model was then validated using a collection of clinical data gathered from the
literature. Hence, average values were used as a reference.

3.4.4 Pramlintide effect in the UVA/Padova simulator

The work by Micheletto et al. (2013) introduced the pramlintide effect on the UVA/Padova
simulator. Based on the clinical data presented in Woerle et al. (2008), the glucose rate of
appearance was modified to delay its effect.

However, according to the paper, the parameters of the model were re-identified to
accommodate the new dynamics, and no PK model is proposed to describe the appearance
of pramlintide in plasma, nor is a PD model to explain how the concentration of pramlintide
modulates gastric emptying. Nevertheless, they report dose-dependent results in the paper.

3.5 Conclusions

This chapter has presented some of the glucoregulatory models devoted to T1D present
in the literature. Some relevant points can be highlighted in each one of the main sections.

Models devoted to glucose regulation have a long history, and, as with many scientific
developments, they are usually built based on previous knowledge, improving certain
aspects or extending them with new submodels that broaden their capabilities. Figure 3.6
helps to get a general perception of this kind of development, even if the models included
in this chapter’s analysis are just a sample of the works found in the literature.

Glucagon is not often considered in glucoregulatory models or is only considered in
later developments. Given the nature of this thesis, there was an emphasis on models that
included glucagon, but most works usually consider just the insulin-glucose relationship.
Section 3.3 has offered an overview of the most common ways to incorporate the glucagon
effect into the glucoregulatory models. Given the close relationship between pancreatic
hormones, as seen in Chapter 2, it would make sense to consider some kind of interaction
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between insulin and glucagon effects. However, most definitions consider their contribu-
tions independent of one another. On the other hand, the definitions that deviate from this
norm are diverse, as seen in the presented examples.

Pramlintide models lie on opposite sides of the spectrum, with very few PK/PD models
in existence. Moreover, defining the PK of pramlintide might be complex, especially if
future therapies are going to use the co-formulation of insulin and pramlintide. New
clinical data reporting the PK/PD effects of the drug will be needed to propose a reliable
simulation model.
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EGP based on glucagon receptor
dynamics
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This chapter presents the mechanisms of receptors in general and glucagon receptors
in particular. Given a precedent model that described the glucagon receptors lifecyle,
a complete PK/PD model is proposed to be used for describing glucagon dynamics
in Type 1 Diabetes. The last sections of the chapter present the validation tools
that will be used in the subsequent chapters to validate the proposal: EGP models
from the literature that will be used for comparison and the identification methods
followed.
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4.1. Introduction

4.1 Introduction

Accurate mathematical models are a keystone in AP development. Not only for model-
based control algorithms but especially to define T1D simulators to perform in silico
evaluations of the controllers. Models of the glucagon effect are needed for controllers
designed for therapies that combine insulin and glucagon administration. However, gluca-
gon models in the literature are diverse, and the community has not reached a consensus
about the most appropriate way to describe the effect of glucagon on glucose. This thesis
aims to explore the possibility of a more physiologically-accurate glucagon model that is
still not too complex and is identifiable using glucose data.

This chapter provides an overview of glucagon receptors in order to gather some
insight into their mechanisms and lifecycle. Receptors are cellular components that bind
to hormones in plasma, triggering a chain of effects. Glucagon receptors, in particular, are
responsible for activating glycogenolysis and gluconeogenesis processes as a reaction to
plasma glucagon binding. Then, the model proposed in this work is presented, introducing
in first place the models from the literature used as the base for the glucagon receptor
dynamics and as the baseline glucoregulatory model. The complete pharmacokinetics and
pharmacodynamics (PK/PD) model is validated in the following chapters, identifying the
models’ parameters based on clinical data. The last section of this chapter presents the tools
that will be used to validate the model: endogenous glucose production (EGP) models
from the literature that serve as comparators, and the general identification procedures
and software used.

4.2 Glucagon receptors

A receptor is a cellular component capable of recognizing and binding to a particular
hormone. Binding is a fast and usually reversible process that triggers a chain of events,
leading to a biological response that spans from activation or inhibition of enzymes to
protein synthesis or membrane effects (Ronald Kahn, 1976).

Receptors are located on the plasma membranes of cells, and after activation, they
are transported to endosomes through an internalization process (Koenig, 2004). In this
internalized stage, most receptors are then recycled back to the cell surface, but some
are sent to lysosomes for degradation in a process called sequestration (Yu et al., 1993).
Afterward, new receptors can be synthesized and added to the cell membrane. This
lifecycle is summarized in Figure 4.1.
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R

H

SynthesisInternalization Recycling

Binding

Degradation

E

Cell membrane

Figure 4.1: Receptors trafficking diagram. Receptors (R) on the cell membrane, bind to the
hormone (H) in plasma. Afterwards they become internalized either to recycle back to the surface,
or to degrade on the endosomes (E). New receptors can be synthesized to the cell surface.

Due to the synthesis and degradation processes, the receptors’ concentration is not
constant. In fact, some studies have observed that the amount of receptors is inversely
proportional to the concentration of the corresponding hormone. For instance, studies
performed on insulin-deficient mice showed an increase of insulin receptors on the cell
membrane, whereas hyperinsulinemic insulin-resistant mice showed a decrease (Hepp
et al., 1975). However, variations in the number of receptors are a consequence of a chronic
state or conditions prolonged in time (i.e., several hours). This phenomenon is reported
in Gavin et al. (1974), Kahn et al. (1973), and Goldfine (1975), among others. These
variations are a mechanism for the cell to regulate the sensitivity to the hormone (i.e.,
the more abundant receptors are, the higher the sensitivity). Hence, if a high hormone
concentration is maintained for a long time, the cell will regulate the number of receptors as
a defense mechanism. Likewise, the studies mentioned above also prove that a prolonged
subnormal concentration will increase the number of receptors. However, an acute short-
timed variation in plasma hormone concentration will not affect the number of receptors
(Kahn et al., 1973).

Receptors are also the mediators for the glucagon effect. Glucagon receptors (GRs)
belong to the family of G protein-coupled receptors (GPCRs). These receptors’ primary
purpose is to transmit information from the environment to the interior of the cell, being a
key component of intercellular signaling and regulation processes (Böhm et al., 1997). GRs
are mainly found on the liver cell membrane. However, they can also be found in small
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Figure 4.2: Regulation of glycogenolysis and gluconeogenesis in the liver after glucagon binding to
its receptors. Acronyms in red represent enzymes catalyzing reactions and initials in blue represent
other proteins or compounds. Receptors on the liver surface cell membrane bind to glucagon in
plasma, activating AC, which results in PKA production and opens several pathways to promote
glycogenolysis and gluconeogenesis. Initials’ meanings and descriptions are listed in Table 4.1.

amounts in the kidney, adipose tissue, lymphoblasts, spleen, pancreas, brain, adrenal gland,
and the gastrointestinal tract (Svoboda et al., 1994). Glucagon binding to its receptors in
the liver has a direct effect of promoting glycogenolysis and gluconeogenesis (see Section
2.1) and, as other peptide hormones’ receptors, they undergo the aforementioned processes
of binding, internalization, and recycling.

The work by Krilov et al. (2008) analyzed glucagon receptors specifically, focusing
on their internalization process in several in vitro experiments. Experiments performed
on transfected1 human cells showed that 30-40% of glucagon receptors had internalized
after 30 minutes of treatment with ∼350 µg of glucagon. Thirty minutes after the removal
of glucagon, 70% of internalized receptors had recycled back to the cell membrane, and
nearly 100% had recovered after 60 minutes. This short stimulation with glucagon did
not impact the concentration of receptors, and the authors report that more prolonged
exposure to the hormone (3 hours) was necessary to observe degradation in the level

1Transfection is a gene transfer technology that introduces foreign DNA into cultured cells to produce
genetically modified cells. It allows to study the gene function and protein expression in a cellular environment
(Kim and Eberwine, 2010).
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Symbol Name Description

ATP adenosite triphosphate Energy source for molecules. Mainly synthesized
from carbohydrates and fats (Salway, 1993).

PKA protein kinase A Family of enzymes which activity depends on
cAMP, with several functions, such as regulation of
glycogen, sugar, and lipid metabolism. It activates
glycogenolysis and inhibits glycogen synthesis (Sal-
way, 1993).

AC adenyl cyclase A membrane-bound enzyme that catalyzes the con-
version of ATP to cAMP (Ishikawa and Homcy,
1997).

cAMP cyclic AMP AMP (adenosine monophosphate) is an intracel-
lular messenger, that activates PKA (Ishikawa and
Homcy, 1997).

GP glycogen phosphorylase Enzyme catalyzing the glucogenolysis process.
CREB cAMP-response

element-binding
Protein that acts as a transcription factor, involved
in numerous metabolic pathways (Wang et al.,
2018).

PEPCK phosphoenolpyruvate
carboxykinase

Enzyme whose main role is related to glucose syn-
thesis in gluconeogenesis (Yang et al., 2009).

PFK-2 phosphofructokinase-2 Enzyme that catalyzes formation or degradation of
fructose 2,6-biPase (Payne et al., 2005).

G-6-P Glucose-6-phosphate Glucose substrate (precursor of glucose) (Müller
et al., 2017).

G-6-Pase Glucose-6-phosphatase Enzyme that hydrolyses G-6-P to glucose (Van
Schaftingen and Gerin, 2002).

F 2,6-biP Fructose-2,6-
bisphosphate

A metabolite that affects glycoslysis and gluconeo-
genesis processes.

F 1,6-biP Fructose-1,6-
bisphosphate

A type of sugar phosphate based upon fructose,
used to store or transfer energy.

Table 4.1: Meanings and descriptions of the main agents involved in glycogenolysis and gluconeo-
genesis processes after glucagon binding, as depicted in Figure 4.2.

of glucagon receptors, which agrees with the works mentioned earlier. So, according to
these studies, a great number of receptors will internalize after a short exposure to the
hormone, but they will recycle back to the surface some time later, without affecting the
total concentration of receptors.
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Glucagon effect on glucose is a consequence of glucagon binding to its receptors. This
union triggers a cascade of protein reactions leading to glycogenolysis and gluconeogenesis.
Figure 4.2 summarizes the proteins’ pathways. Texts in red represent enzymes catalyzing
reactions and texts in blue represent other proteins involved in the process. The meanings
of the initials used in the figure and the next paragraphs are detailed in Table 4.1.

Glucagon binding activates enzyme AC. This leads to an increase of cAMP, which in
turn activates PKA. PKA is one of the key components in glucogenolysis and gluconeoge-
nesis processes, since it opens several pathways to promote both processes.

Glycogenolysis is the result of two possible sequences: (1) the activation of GP, which
promotes glycogen breakdown, or (2) the production of glucose-6-phosphate (G-6-P),
which is later translated to glucose. This process also inhibits glycolysis.

On the other hand, several pathways lead to gluconeogenesis. (1) PKA enhances the
activity and expression of the G-6-Pase. (2) Active PKA removes F 2,6-biP, which increases
F 1,6-biP activity, and promotes G-6-Pase, that catalyzes G-6-P to glucose. Second, PKA
leads to the phosphorylation of a CREB, which promotes PEPCK. This enzyme stimulates
pyruvate conversion into glucose. Third, PKA also inhibits PFK-2, which lowers values of
F 2,6-biP, following the same path described in the first point.

The endpoint of both processes is to raise plasma glucose levels, which is the keystone
of glucagon action. The triggering element is the binding to the receptors, so it makes sense
to include their dynamics in a glucagon action model. Some proposals from the literature
have simplified the description of these processes by approximating the relationship
between glucagon binding and glucose production by the liver, which is the focus of the
next section.

4.3 EGP model proposal

4.3.1 Glucagon receptors model precedent

As presented in Chapter 3, some glucagon effect models existing in the literature try to
provide an accurate description of the glucagon receptors’ physiology, such as the model
by González-Vélez et al. (2012) that focuses on secretion of glucagon model based on Ca2+
dynamics. The model proposed by Schaller (2014) is a detailed physiology-focused insulin
model that includes glucagon receptor dynamics, considering the PK from interstitial
glucagon and defining a system with two differential equations to describe the dynamics
between receptors. The PD of glucagon on glucose is defined with a Michaelis-Menten
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expression. The model proposed by Liu and Tang (2008) uses parallel structures for insulin
and glucagon, proposing two equations to describe the intracellular concentration and
the concentration of the respective hormone-bound receptors, respectively. The effect of
glucagon is then incorporated into the plasma glucose equation, modulating the maximum
value of two Michaelis-Menten terms describing the conversion of glycogen into glucose
and glucose into glycogen (see equations (8) and (9) in the paper). On the other hand,
Masroor et al. (2019) proposed a three-compartment model to describe the concentration
of receptors in each of their main lifecycle stages: available, bound, and internalized. The
model defines hepatic glucose production based on the concentration of bound receptors,
modulated through a Michaelis-Menten expression. Their model was incorporated into
a glucoregulatory model based on the Minimal Model and validated using data from a
Glucagon Challenge test. Their work presented an easy-to-follow scalable model (i.e., it
was easily implementable into other models since the glucagon effect is localized in the
definition of hepatic glucose production). Consequently, it was chosen as the base for our
development of an EGP definition to test the capabilities of glucagon receptors dynamics
to describe the glucagon effect on people with T1D.

The system of equations for glucagon receptors dynamics, as presented in Masroor’s
work, is described next:

dR

dt
= −kon · Vh · C(t) ·R(t) + koff ·RC(t)− k′in ·R(t) + krec ·Ri(t) (4.1a)

dRC

dt
= kon · Vh · C(t) ·R(t)− koff ·RC(t)− kin ·RC(t) (4.1b)

dRi

dt
= kin ·RC(t) + k′in ·R(t)− krec ·Ri(t) (4.1c)

R(t),RC(t), and Ri(t) represent the number of available, bound, and internalized re-
ceptors. The signal C(t) represents the concentration of plasma glucagon, and it affects
the rate of activation of receptors.Vh is the volume of the hepatic interstitial space. The
constants denoted by k represent the transfer rates between compartments.

Some studies have found that only a small percentage of receptors are actually activated
when the binding occurs. Ronald Kahn (1976) reviews a series of works that prove that the
maximum effect is achieved when 2-3% of receptors are bound, so the majority of receptors
are just in “reserve” (Kono and Barham, 1971; Megyesi et al., 1975). Consequently, it is
assumed that the glucagon concentration in plasma does not change even after binding to
receptors.

Similarly to the model by Liu and Tang (2008), synthesis and degradation are consid-
ered equal, assuming that the total number of receptors remains constant. Since the data
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used for validation both in Masroor et al. (2019) and Liu and Tang’s work do not expose
receptors to long periods of high glucagon concentrations, there should be no alteration
to the concentration of receptors. Hence, the total number of receptors remains constant,
which leads to considering the following relationship: R(t) +RC(t) +Ri(t) = Rtot.

With this premise, two modifications are performed on the system in Equation (4.1).
First, the signal of the number of receptors in each state is substituted by a unitless con-
centration value (r(t)), equal to the corresponding number of receptors over the total
receptors (R/Rtot):

r(t) = R(t)/Rtot, rc(t) = RC(t)/Rtot, ri(t) = Ri(t)/Rtot

Second, since the number of receptors remains constant, the three states can be sim-
plified into two so that the system becomes:

dr(t)

dt
= −kon · Vh · C(t) · r(t) + koff · rc(t)− k′in · r(t)

+krec (1− r(t)− rc(t)) (4.2a)
drc(t)

dt
=kon · Vh · C(t) · r(t)− koff · rc(t)− kin · rc(t) (4.2b)

The concentration of bound receptors is later translated into hepatic glucose produc-
tion (Fhgp(t)). In the original work, the shape ofFhgp(t)was investigated considering three
different possibilities: a linear relationship with rc(t), a Michaelis-Menten, or a Hill-type
expression. Their results concluded that the Hill equation, with a value of n fixed to 2, was
the best option for fitting their data, as shown in Equation (4.3).

Fhgp(t) = bG +
V1 · rc(t)n

Kn
1 + rc(t)n

(4.3)

Constants V1 and K1 are the characteristic parameters of the Hill equation, and bG is
the baseline hepatic glucose production. This expression is later added to the equation
describing glucose, where the insulin-dependent and insulin-independent productions of
glucose were also included.

Figure 4.3 presents a schematic representation of the receptors’ states and the transfer
rates between them. Receptors on the liver membrane (r) can bind to glucagon molecules
at rate kon. Active receptors (rc) can either unbind (koff) or internalize (kin). Internalized
receptors (ri) then recycle back to the surface at rate krec. In some cases, free receptors
could also internalize, represented with rate k′in.
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r
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Figure 4.3: Receptors rates diagram. Compartment r represents the available receptors; rc,
the active/bound receptors, and ri, the internalized receptors.

In Masroor’s work, some rate values were fixed to constants obtained from the literature
to avoid identifiability issues. kon and koff values were taken from Ronald Kahn (1976),
where association and dissociation values for different hormone and neurotransmitter
receptors are listed. Glucagon rate values specifically were initially described in Rodbell
et al. (1971). The magnitude of the values agrees with the study by Strasser et al. (2017),
where they present activation and deactivation rate values for 28 different GPCRs. They
report that association rate constants range from 105 to 1010 (M min)−1, and dissociation
rates range from 0.0001 to 10 min−1.

The value of the recycling constant for glucagon receptors (krec) is assumed to be
equal to insulin receptors, and they use the value reported in Sedaghat et al. (2002). The
remaining parameters were identified, although the value of k′in collapsed to zero during
the preliminary estimation process. Based on those results, we will also assume the transfer
of receptors from the available state to the internalization endosome is negligible. The final
parameter values used in Masroor’s work are listed in Table 4.2.

A dataset from a clinical trial performing a Glucagon Challenge Test (Van Dongen
et al., 2015) was used to identify and validate the model. The clinical trial aimed to test a
specific glucagon receptors antisense drug for its use in Type 2 Diabetes (T2D) treatment.
The drug should block glucagon receptors, limiting glucagon production, hence avoiding
hyperglycemia, one of the main consequences of T2D. In order to test the drug capabilities,
the glucagon challenge test procedure was used (Van Dongen et al., 2014). The test is a pro-
cedure used to measure the glucagon effect on hepatic glucose production. It lasts a total of
6 hours. The first half of the trial aims to stabilize and measure basal concentrations. In the
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last three hours, somatostatin is used to inhibit pancreatic insulin and glucagon secretion
while administering exogenous insulin and glucagon so that insulin concentrations remain
at basal levels, but glucagon levels rise 2 or 3 times over their baseline values.

In the identification performed in Masroor’s work, datasets from both parts of the
clinical trial were used: before treatment with the antisense drug and after a 6-week treat-
ment with 400 µg doses. Although 58 healthy subjects participated in the clinical trial, the
subset used included eight patients. Regarding the parameters identified for the receptors
model, different values were obtained before and after treatment with the drug. However,
only the parameters prior to the drug treatment have been used as references here. The
identified parameters included in Table 4.2 present this distinction with the (B) or (A)
indication.

Parameter kon koff krec kin Vh

Units (pmol h)−1 min−1 min−1 h−1 l

Value 0.0036 0.24 0.003
(B) 21.5± 15.2 (B) 4.65± 2.28
(A) 12.1± 3.15 (A) 4.96± 1.77

Table 4.2: Glucagon receptors model rate values fixed (kon, koff, krec) or identified (kin, Vh) in
Masroor et al. (2019). Only the parameters relevant to the receptors model have been included in
this list. (B) and (A) refer to “Before” and “After” treatment with the antisense drug tested in the
clinical trial by Van Dongen et al. (2015).

Notice that the value for kin is the one that experiments a greater difference before
and after the antisense drug. Since the drug was designed to inhibit glucagon receptors,
it is reflected in the model with a lower internalization rate. The goal is to check this
model in receptor dynamics with data from people with T1D. However, this disease is
fundamentally based on a deficiency of insulin secretion, so receptor behavior should not
be affected. That is why the model proposal uses as a reference the values corresponding
to the state prior to any medication being administered.

Masroor and colleagues validated the model by incorporating it into a simple glucoreg-
ulatory model based on the Minimal Model (Bergman et al., 1981). It yielded a good fit to
the datasets used, and the authors leave as open work exploring this model’s capabilities to
be used in AP development. Given the simple structure of the model and the good results
observed in describing glucagon receptor dynamics, an interest arose in evaluating it with
a more detailed glucoregulatory model and describing the glucagon effect observed in data
from people with T1D.
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4.3.2 Model proposal

The model proposal consists of a definition of EGP (t) that incorporates the effect of
glucagon mediated by glucagon receptors. Equation (4.4) presents the final expressions
used for the states r(t) and rc(t).

dr(t)

dt
= −kon · Vh · C(t) · r(t) + koff · rc(t) + krec (1− r(t)− rc(t)) (4.4a)

drc(t)

dt
=kon · Vh · C(t) · r(t)− koff · rc(t)− kin · rc(t) (4.4b)

Note that the term −k′in · r(t) has been omitted compared to the expression in Equa-
tion (4.2) since the value of k′in is assumed to be negligible.

Even though Masroor’s work employed a Hill equation to describe receptors’ dynamics
(see Equation (4.3)), a more straightforward structure was considered, substituting it with
a Michaelis-Menten structure:

Fhgp(t) =
V · rc(t)
K + rc(t)

(4.5)

This expression represents glucose production from the liver, grouping the effect of the
glycogenolysis and gluconeogenesis processes. Their effects are approximated, associating
the increase in glucose with the concentration of active receptors. Then, the EGP definition
was complemented by adding an additive effect of insulin on glucose production by the
liver (Hovorka et al., 2002), which was not considered in Masroor’s proposal. With this,
the expression of EGP is written as:

EGP (t) = Fhgp(t) + EGP0 (1− SI · x3(t)) (4.6)

where SI is the hepatic insulin sensitivity, and EGP0 is the EGP at basal insulin concen-
tration.

A PK/PD model from the literature was chosen as the base to test this model. The
model proposed in Wendt et al. (2017b) gathered a series of appealing aspects that led
to its use in this work. First, it is based on the Hovorka PK/PD model (Hovorka et al.,
2002), which is a widely used and accepted model in diabetes-related modeling. Wendt
incorporated the PK of glucagon to include its effect on glucose. They also provided a
definition of EGP in which insulin limits the effect of glucagon. Its development was
inspired by the conclusions gathered in El Youssef et al. (2014), where high concentrations
of insulin blunt glucagon response.
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4.3. EGP model proposal

Table 4.3 at the end of this section presents each state and parameter of the complete
model, including the EGP proposal, along with their units and description.

The insulin PK model is composed of a chain of two compartments (X1(t) andX2(t))
and a signal (I(t)) used to describe insulin PK:

dX1(t)

dt
= uI(t)−

X1(t)

tmax
(4.7a)

dX2(t)

dt
=

X1(t)

tmax
− X2(t)

tmax
(4.7b)

I(t) =
1

tmax

X2(t)

W · ClF,I
· 106 + Ib (4.7c)

uI(t) is the insulin infusion, expressed as a deviation with respect to the basal insulin
infusion. The system’s output is plasma insulin concentration (I(t)). The factor 106 in
Equation (4.7c) acts as a unit conversion from U/ml to mU/l. This structure was replicated
to describe the PK of glucagon:

dZ1(t)

dt
= uC(t)− k1 · Z1(t) (4.8a)

dZ2(t)

dt
= k1 · Z1(t)− k2 · Z2(t) (4.8b)

C(t) =
k2 · Z2(t)

W · ClF,C
+ Cb (4.8c)

Z1(t) and Z2(t) represent the glucagon mass in subcutaneous tissue and plasma, respec-
tively, with input the glucagon infusion (uC(t)), expressed as a deviation from basal gluca-
gon infusion (which is expected to be zero), and output plasma glucagon concentration
(C(t)).

The glucose regulation subsystem follows the Hovorka model. It comprises three states
representing insulin’s effects on EGP, glucose transport, and glucose uptake, respectively:

dx1(t)

dt
= ka1 (I(t)− x1(t)) (4.9a)

dx2(t)

dt
= ka2 (I(t)− x2(t)) (4.9b)

dx3(t)

dt
= ka3 (I(t)− x3(t)) (4.9c)
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Finally, the glucose dynamics for the accessible, Q1(t), and non-accessible, Q2(t),
compartments, are described as follows:

dQ1(t)

dt
= −F01(t)− FR(t)− ST · x1(t) ·Q1(t) + k12 ·Q2(t) + EGP (t)

(4.10a)
dQ2(t)

dt
= ST · x1(t) ·Q1(t)−Q2(t) · (k12 + SD · x2(t)) (4.10b)

G(t) =
Q1(t)

V
(4.10c)

The expression for EGP is defined as the proposal described in Equation (4.6). The
original formula for EGP used in Wendt et al. (2017b) will be detailed in Section 4.4.1.
Note that, as compared to Hovorka et al. (2002), equations (4.9a)-(4.9c) have unit static
gain, being insulin sensitivities (gains) for glucose transport and uptake described by
parameters ST and SD , respectively, in equations (4.10a)-(4.10b).

The value of F01(t) is zero unless glucose falls under 80 mg/dl, in which case its value
will be F01 ·G(t)/4.5. Likewise,FR(t) will be zero until glucose reaches 160 mg/dl, in
which case its value will be 0.003 · (G(t)− 9) · V .

The end goal is to evaluate the capabilities of the receptors model structure in describ-
ing glucagon dynamics. To do so, the validation of the model proposal is based on two
main pillars:

1. Using clinical data from patients with T1D to identify the model’s parameters,

2. Comparing its behavior to EGP models from the literature.

As a result of a research stay that initiated a collaboration between our group and the
Technical University of Denmark and Steno Diabetes Center in Copenhagen, we were
able to use two clinical datasets for the validation of our model proposal. The clinical data
are described in Sections 5.1 and 6.1.

Given the variety of glucagon effect definitions in the literature (see Section 3.3), an
appropriate validation method would be to compare the performance of the proposal
against other models from the literature, to better analyze the potential contributions of
considering the relation between the glucagon receptors’ lifecyle and the glucagon effect.
Hence, three EGP models were selected to serve as comparators.
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Magnitude Units Description

uI(t) U/min Insulin infusion (as a deviation from basal)

X1(t) U
Insulin mass due to exogenous dosing in subcutaneous
tissue

X2(t) U Insulin mass due to exogenous dosing in plasma
I(t) mU/l Insulin plasma concentration

tmax min Time from dose to maximum plasma concentration
W kg Weight
ClF,I ml/kg/min Apparent insulin clearance
Ib mU/l Basal insulin concentration

uC(t) pg/min Glucagon infusion (as a deviation from basal)

Z1(t) pg
Glucagon mass due to exogenous dosing in
subcutaneous tissue

Z2(t) pg Glucagon mass due to exogenous dosing in plasma
C(t) pg/ml Glucagon concentration in plasma

k1, k2 min−1 Absorption elimination rate constants
ClF,C ml/kg/min Apparent glucagon clearance
Cb pg/ml Basal glucagon concentration

x1(t) mU/l Effect of insulin on glucose distribution
x2(t) mU/l Effect of insulin on glucose disposal
x3(t) mU/l Effect of insulin on EGP

EGP (t) µmol/kg/min Endogenous glucose production
Q1(t) µmol/kg Glucose mass in the accessible compartment
Q2(t) µmol/kg Glucose mass in the non-accessible compartment
G(t) mmol/l Blood glucose

ka1, ka2, ka3 min−1 Deactivation rate constants
F01 µmol/kg/min Insulin-independent glucose flux
FR µmol/kg/min Renal glucose clearance
ST min−1/(mU/l) Insulin sensitivity to glucose transport
SD min−1/(mU/l) Insulin sensitivity to glucose disposal

k12 min−1 Transfer rate constant from the nonaccessible to the
accessible compartment

V ml/kg Glucose distribution volume

Continued in next page
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Continued from previous page

Magnitude Units Description

r(t), rC(t) unitless Normalized amount of free and bonded receptors
Fhgp(t) µmol/kg/min Hepatic glucose production

koff min−1 Dissociation rate
krec min−1 Recycling rate
kin min−1 Internalization rate of the glucagon-bonded receptor
kon (pg/min)−1 Association rate of glucagon to the receptor
Vh ml Volume of the hepatic interstitial space
Kr unitless Apparent dissociation constant

Vr µmol/kg/min
Maximal glucagon-dependent hepatic glucose
production rate

EGP0 µmol/kg/min EGP extrapolated to zero insulin concentration
SI (mU/l)−1 Hepatic insulin sensitivity

Table 4.3: Units and description of the states and parameters in the PK/PD model proposal.
The table contains the following groups: insulin PK states and signals, insulin PK parameters,
glucagon PK states and signals, glucagon PK parameters, glucose regulation states and signals,
glucose regulation parameters, EGP states and signals, and EGP parameters.

4.4 Validation methods

4.4.1 EGP comparators

The validation process aims to replace the EGP definitions keeping the same baseline
model (i.e., insulin PK, glucagon PK, and glucose regulation should be the same regardless
of the EGP model). The baseline model, as described in the previous section, will be the
one proposed by Wendt, which is based on Hovorka’s.

Hence, in order to ensure the comparison process was as fair as possible, the selection
of the EGP comparators was based on (1) using models that included glucagon dynamics,
and (2) models whose underlying dynamics were based on Hovorka’s PK/PD model. If
the selected EGP model is already designed based on a model structure similar to the one
used in the proposal, there is a smaller chance that the change of base model has a negative
impact on their performance.
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Among the models presented in Chapter 3, the ones that fitted the criteria (they were
based on Hovorka’s structure and also included glucagon PK and glucagon dynamics in
their EGP description) were the following:

1. DTU’s model: definition by Wendt et al. (2017b) that accompanies the baseline
model, as described in the previous section. It will be labeled as DTU (Technical
University of Denmark), which was Wendt’s affiliation at the time of publication.

2. McGill’s model: EGP model proposed by Emami et al. (2017). The paper evaluates
several definitions of EGP and presents a solution (their proposal number 8) that
is the one used in this work. It will be labeled as McGill, for McGill University
in Montreal. The Montreal group has a significant trajectory working on multi-
hormonal systems and different hormones applied to the treatment of T1D, as seen
thorough Section 2.3.1.

3. OHSU’s model: proposal by Resalat et al. (2019), which was first presented in
Jacobs et al. (2015). It will be referred to as OHSU model for the Oregon Health and
Science University. This research group also has contributed with many significant
developments in the area of multi-hormone APs, especially in insulin plus glucagon
systems.

The following sections present the equations for each EGP model, and Table 4.4 details
each model-specific parameters and signals’ units and descriptions. All the models will use
two inputs and one output. The inputs are the portion of plasma insulin that influences
hepatic glucose production (gluconeogenesis and glycogenesis), given by the state x3(t),
and plasma glucagon concentration, given by C(t). Every model provides the amount of
glucose produced in the liver,EGP (t), as output.

DTU EGP model

The original Wendt model described EGP as:

EGP (t) = Ggg(t) +GGNG, (4.11a)

where the signal Ggg(t) determines the combined effect of glucagon and insulin on hep-
atic glucose production. A Michaelis-Menten expression links their relationship with a
maximum rate inhibited by insulin effect (x3(t)) above basal insulin concentration Ib,

96



Chapter 4. EGP based on glucagon receptor dynamics

Magnitude Units Description

SE (mU/l)−1 Hepatic insulin sensitivity
Emax µmol/kg/min Maximum EGP at basal insulin concentration
CE50 pg/ml Glucagon concentration yielding half of maximum EGP
GGNG µmol/kg/min Glucose production by gluconeogenesis

D
TU

Ggg(t) µmol/kg/min Glucose production due to glycogenolysis

S (mU/l)−1 Insulin sensitivity
T (pg/ml)−1 Glucagon sensitivity
KGd (µmol/kg)−1 Fractional deactivation rate constant
TGd µmol/kg Glucagon rate of change sensitivity
Gng µmol/kg/min Effect due to gluconeogenesis

M
cG

ill

EGPG(t) µmol/kg/min Contribution to EGP from the rate of change of glucagon

Sf (mU/l)−1 Hepatic insulin sensitivity
kc (ng/l)−1/min Glucagon sensitivity
kg3 unitless Glucagon rate of change sensitivity
kd min−1 Clearance rate of glucagon from the remote compart-

ment
EGP0 µmol/kg/min Basal endogenous glucose production at zero insulin

concentration

O
H

SU

Y (t) unitless Effect of glucagon on EGP

Table 4.4: Units and description of states and parameters associated to each EGP definition
selected as comparator. The upper group describes the DTU EGP parameters, the second group
describes McGill EGP, and the bottom group describes the OHSU EGP parameters and states.

with hepatic insulin sensitivity SE :

Ggg(t) =
1− SE · x3(t)
1− SE · Ib

·
(
(Emax −GGNG)

C(t)

CE50 + C(t)

)
(4.11b)

As mentioned before, this goal of this EGP definition is capturing the glucagon effect
limitation caused by high circulating plasma insulin levels.

McGill EGP model

Emami et al. (2017) compared nine different descriptions of EGP (t) and validated them
with a set of clinical data (El Youssef et al., 2014). The model concluded as the best
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description for EGP corresponds to model number 8, defined as follows:

EGP (t) = H (1− S · x3(t)) · H (EGPG(t) + T · C(t)) +Gng, (4.12a)

where H(·) is a unit step function, included to keep the expression positive. They consider
that not only the level of plasma glucagon contributes to hepatic glucose production but
also its rate of change, defining the derivative of EGPG(t) as:

dEGPG(t)

dt
= −kGd · EGPG(t)− kGd · TGd

(
dC(t)

dt

)
(4.12b)

In this expression, hepatic insulin sensitivity is given by parameter S. Similarly to Wendt
et al. (2017b), insulin effect x3(t) inhibits glucagon effect on EGP as a multiplicative factor.

Later work by the same authors presented the Ulna simulator (Smaoui et al., 2020b,a),
where they also incorporated insulin and glucagon dynamics. However, they used a
different definition of EGP among the ones presented in Emami et al. (2017). Specifically,
their proposal number 5. However, for this evaluation, proposal 8 was used as the EGP
comparator since it was the one that provided the best fit to clinical data according to their
analyses.

OHSU EGP model

Jacobs et al. (2015) proposed a model based on Hovorka’s model, incorporating glucagon
dynamics, similar to the procedure followed in Wendt et al. (2017b). However, their EGP
is significantly different :

EGP (t) = EGP0

(
1− Sf · x3(t) + Y (t) + kg3 ·

dY (t)

dt

)
(4.13a)

where Y (t) represents glucagon effect with dynamics given by:

dY (t)

dt
= kc · C(t)− kd · Y (t) (4.13b)

Note that the parameter Sf in Equation (4.13a) was added to the original formulation of
the model (see Section 3.3) to match our definition of the unit-gain x3(t), as compared to
Jacobs et al. (2015). Also, the units of kc are different with respect to the original definition
in order to match the units of the plasma glucagon signal. This is because glucagon PK in
Resalat et al. (2019) is defined as a chain of three compartments as opposed to Wendt’s
model, which uses two, and they are expressed in terms of glucagon mass, instead of
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Receptors EGP 

DTU EGP 

McGill EGP 

OHSU EGP

Glucagon pharmacokinetics

Endogenous glucose production

Insulin pharmacokinetics

Z1 Z2

X1 X2

Glucose regulation

x2x3 x1

Q1 Q2

Figure 4.4: EGP model validation setup. The baseline model by Wendt et al. (2017b) includes
descriptions for insulin PK (blue blox), glucagon PK (green box), and glucose regulation(red box).
The EGP definition will be interchanged depending on the model being evaluated: our proposal
(Receptors EGP), the EGP model by Wendt et al. (2017b) (DTU EGP), the proposal by Emami
et al. (2017) (McGill EGP), or the definition by Jacobs et al. (2015) (OHSU EGP).

concentration. Remark that contrary to Wendt’s and Emami’s proposals, insulin and
glucagon effects on EGP in this model are considered additive instead of multiplicative.
This means that the contribution of glucagon to EGP is independent of insulin and that
the balance between glucagon and insulin antagonistic effects will determine EGP.

Validation setup

Once all the actors have been presented, the validation layout can be set up, as described in
Figure 4.4. The model by Wendt was used as a baseline, which means that the descriptions
of insulin PK, glucagon PK and glucose regulation will be kept the same through the
process. The block dedicated to the EGP model receives two inputs,x3(t) and C(t), and
provides theEGP (t) value as output, that will be added as a contribution to the glucose in
the accessible compartment,Q1(t) (Equation (4.10a)). In each validation stage, the EGP
definition was substituted with the corresponding model (the receptors EGP proposal,
DTU EGP, McGill EGP, or OHSU EGP).

The performance of each structure was evaluated as a function of their goodness of fit to
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the data. The validation procedure involved identifying the parameters of each of the EGP
models using different procedures that are described in chapters 5 and 6. Nevertheless,
Section 4.4.2 describes the common aspects in the identification methodology, including
the description of the performance index, as well as the different software tools used in
the optimization and identification process, since they are shared by all the identifications
carried out throughout the document.

The main reason of choosing to re-identify various EGP structures was to evaluate,
on equal grounds, the performance of different model structures and analyze whether the
proposed structure based on glucagon receptors provided any improvements. The same
identification methods were followed with each EGP definition to ensure a fair process.

4.4.2 Identification methodology

Performance index

In order to identify the parameters of each EGP model, the optimization process assessed
the difference between the simulation output and the data points. This difference was
evaluated using the Root Mean Squared Error (RMSE), which is defined as follows:

RMSEv
P =

√√√√ 1

nv

nv∑
i=1

(ev)2 where ev = ŷvi,P − yvi,P (4.14)

In the datasets available, a given patient would participate in more than one arm of the
clinical trial. Hence, multiple visits to the clinic ensued. The subscript P in Equation
(4.14) denotes a specific patient, whereas v denotes a visit of that patient. The number of
data points in the specific experiment is indicated by nv , ŷi,P is the model output, and yvi,P
represents the set of data points.

Optimization procedure

The parameter identification process consists of finding the set of parameters that would
minimize the error between the data and the simulation as much as possible. Then, to
identify the system’s parameters, the model will be run multiple times within an optimiza-
tion function that will vary the parameter values, searching for the combination that will
minimize the specified cost index.
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All identification processes were carried out in MATLAB (versions R2018b and
R2022a), and the optimization function used was fmincon, which makes use of the
interior point algorithm (Nocedal and Wright, 2006). This algorithm is the default solver
in the fmincon function, and it is widely used for solving optimization problems. The
interior point algorithm tries to iteratively approach the optimal solution from the interior
of a feasible set to find the minimum of a function f(θ) (where θ represents the parameter
set). To utilize the fmincon function, the user must define a function that computes f(θ)
and returns a scalar value, which will represent the amount to minimize (i.e., the cost
index). It is also required that a set of initial values for each parameter is provided (θ0).
Additionally, the function allows defining upper and lower bounds for the parameters, as
well as equality or inequality constraints. Parameter limits will be set in the successive
identifications, to avoid finding solutions that fall out of physiological thresholds.

The definition of the function f(θ) will contain the simulation of the models and the
computation of the cost index (JP ). One parameter set will be obtained per patient in each
optimization process, hence the subscript P . The selected solution was the result which
provided the lowest index value. This index was defined differently for each identification
stage, as it will be presented in the next chapters. Nevertheless, it is always defined as a
function of the RMSE:

JP = g(RMSEv
P ) (4.15)

fmincon is a local optimization solver, which means that it will assume the function
f(θ) has a unique minimum in a local area or region, close to the inital points. However,
this might not always be the case, and there exists the risk that the function will stop the
optimization on a local minimum. In order to avoid this problem, the identifications were
executed several times, with different initial points selected within the parameter bounds.
The number of times the identification was repeated was different in each identification
stage.

Initially, the starting points for the optimization were sampled randomly within the
defined parameters’ bounds. These bounds were based on the parameter values provided
in each EGP model’s respective original work. Later on, the initial parameter values were
drawn from Latin hypercube sampling (LHS). This technique allows obtaining distributed
points along the parameter space with a relatively small number of samples (McKay
et al., 2000). An alternative would be using Monte Carlo sampling, but LHS requires less
computational resources (Balsa-Canto et al., 2010).

The models used in this work consist of systems of differential equations. In order
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to solve them, Matlab provides the function ode45, that makes use of a Runga-Kutta
method to solve the system over a specific time step. Specifically, the Dormand-Prince
method (Dormand and Prince,1980). In this work, theode45 function runs over 5 minutes
intervals, with the solver applying a variable simulation step size within each interval.

In summary, the models will be simulated within the function f(θ), where the cost
indexJP will be computed, and thefmincon function will find the values of θ that provide
the lowest RMSE between the models’ execution and the data.

Structural identifiability and parameter sensitivity analysis

Prior to carrying out the parameter identification process, the structural identifiability of
the models should be addressed.

Structural identifiability is a theoretical property of the model structure that evaluates
whether the parameters can be assigned unique values under ideal experimental conditions,
i.e., noise-free and continuous. It depends only on the system dynamics, the observation
and the stimuli functions, being independent of the parameter values (Balsa-Canto et al.,
2010; Chiş et al., 2011b).

There are multiple answers we can obtain in this analysis. If the structural identifia-
bility problem has a unique solution, the model is structurally globally identifiable (SGI).
However, if there are several parameter sets that provide the same solution, the model is
structurally locally identifiable (SLI). If the number of those parameter sets is infinite, the
system becomes structurally unidentifiable. Checking local identifiability is usually easier
than assessing global identifiability, and a recent work by Barreiro and Villaverde (2023)
posed whether ensuring SLI would suffice since it is often the case that an SLI parameter
is SGI too. The work analyzes 102 biological models from the literature to analyze their
structural identifiability, and concluded that in 92.4% of the cases, a SLI parameter was also
SGI. Hence, were we not able to perform a global identifiability analysis, a local analysis
would suffice.

Some of the most common methods for testing the structural identifiability are the Tay-
lor series approach and the generating series system. The first is a well-known extensively-
used method, since it is more general and can be applied to any nonlinear model. However,
it might be more computationally demanding, since the number of needed derivatives
is usually unknown. On the other hand, the generating series approach requires a lower
number of derivatives, meeting halfway between resources consumption and applicability.

In order to apply the generating series strategy to find the model’s structural iden-
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tifiability the software GenSSI was employed. GenSSI (Generating Series approach for
testing Structural Identifiability) is a free toolbox available for MATLAB (Chiş et al., 2011a),
that implements the generating series approach accompanied by the use of identifiability
tableaus. The software accepts both linear and nonlinear systems of the form:

Σ(p) :

{
ẋ(t) = f ′(x(t), θ) + g′(x(t), θ)u(t), x (t0) = x0(θ),
y(t, θ) = h(x(t), θ),

(4.16)

In the above equation,θ represents the unknown set of parameters,x is the state vector,
u is the control or input vector,y is the output vector, and x0 are the initial conditions (that
could depend on the parameters). The software requires the user to define a function where
they specify the model equations, the input and output variables, the initial conditions
and the relevant parameters. The software generates a nonlinear system of equations from
the computation of the successive Lie derivatives of f ′ and g′. If the solution of the system
of equations is unique, then the parameters are GSI. GenSSI later provides the solution
in the form of identifiability tableaus and a textual description of which parameters are
locally identifiable, globally identifiable, or unidentifiable.

Identifiability tableaus are a graphical tool to easily visualize structural identifiability
of a system. It consists of a grid that represents the non-zero elements of the Jacobian of
the series coefficients with respect to the parameters. The grid has as many columns as
parameters and as many rows as non-zero series coefficients, which could be, in principle,
infinite (Balsa-Canto et al., 2010). If the tableau has any empty columns, the corresponding
parameters may be unidentifiable. Results presenting identifiability tableaus are presented
in Section 5.2.2.

Identification can be an iterative process if the proposed model turns out to be uniden-
tifiable. According to Balsa-Canto et al. (2010), there are two possible courses of action
in that case: (1) reducing the number of parameters in the model, or (2) reformulating
the model equations. Since the second option might be more complex or not possible,
the former alternative should be the first to be addressed by fixing some parameters to
literature values, for example. However, deciding which parameters should be constant
might not be trivial. A sensitivity analysis of the parameters could provide information to
assess the influence of each parameter on the output, thus allowing to elaborate a ranking
(Garcia-Tirado et al., 2018).

The software AMIGO2 (Balsa-Canto et al., 2016), which is available as a Matlab tool-
box, can be used to perform the parameters’ global sensitivity analysis. The software suite
actually implements many other features such as tools for parameter estimation, identifia-
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bility analysis, optimal experimental design, optimal control solvers, etc. Regarding the
sensitivity analysis feature, the software requires the user to define the system of equations
conforming the model, a nominal value per parameter, and the subset of parameters to be
included in the analysis. Additionally, at least one experiment has to be defined. The user
has to specify one or more experimental benchmarks to run the model in. The experiments
require information about the states initial values, the observable magnitudes, duration
and sampling time, and input signals to stimulate the system. The software then proceeds
to perform the sensitivity analysis.

The local parameter sensitivity of a parameter θ (from a total of p parameters), with
respect to an output yo, is computed as:

So
p (θ) =

∂yo
∂θp

∣∣∣∣
θ=θ̂,yo=yo(t,θ̂)

(4.17)

The analysis is made based on a nominal value of the parameter, θ̂, hence it will be
valid in the neighborhood region of said value. To extend the analysis to a global domain,
the sensitivities of a wide spectrum of parameters (within the defined bound) should
be analyzed. The authors use LHS to obtain samples of parameters and perform the
corresponding sensitivity calculations.

The total importance factor for a parameter θp is then calculated as:

δ
msqr
θp

=
1

nD

√√√√ nlhs∑
l=1

ne∑
e=1

no∑
j=1

ns∑
ts i=1

(
sl, e
θp,j

(
tsp

))2
(4.18)

where the subscript e denotes the number of experiments, o refers to the obserbables
(outputs), nlhs is the number of samples provided by the LHS algorithm, and ns is the
number of sampling times used in a given experiment, with a given observable.

Each parameter in the set is assigned a δmsqr
θp

value, and then the set is sorted according
to their values, usually in decreasing order. The higher the value, the greatest influence of
the parameter in the output. This will help to assess the parameter discrimination process.

4.5 Conclusion

This chapter presents the first contribution of this thesis: a model of endogenous glu-
cose production including glucagon receptor dynamics. Even though glucagon receptors’

104



Chapter 4. EGP based on glucagon receptor dynamics

pathways to glycogenolysis and gluconeogenesis are complex, the increment in hepatic
glucose production is simplified as a function of the amount of receptors that bind to
plasma glucagon.

Finally, we have presented the tools that are going to be used to identify the models,
presenting the metric used for the optimization process, as well as the software suites that
will be used to analyze the structural identifiability and sensitivity of the parameters later
on.

The subsequent chapters present the validation of the proposed model, which will be
identified along with the models selected for comparison using clinical datasets. Chapter
5 uses a dataset where three different single glucagon doses were administered to T1D
patients. It will be generally referred to as dataset 1, and the final results are labeled as
Validation 1. Next, Chapter 6 utilizes a dataset where two consecutive glucagon doses were
administered. Data and final results of this second validation will be referred to as dataset
2 and Validation 2.
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Chapter 5

Glucagon model validation against
single glucagon doses

The present chapter presents the first validation performed on the EGP model pro-
posal using a clinical dataset where single glucagon doses were administered (100,
200, or 300µg). A preliminary validation compared the model’s performance against
one other EGP definition. After the obtained positive results, a more thorough pro-
cess was carried out to compare the proposed model to three other definitions from
the literature. The results of the procedures obtained in this chapter lead to the
publication of a conference paper, a conference abstract, and one journal paper:

– Furió-Novejarque, C., Sanz, R., Reenberg, A.T., et al. (2022a). Assessment of a
new model of glucagon action with glucagon receptor dynamics. 10th Vienna In-
ternational Conference on Mathematical Modelling (MATHMOD 2022). Viena
(Austria). IFAC-PapersOnLine, 55(20):647 – 652.

– Furió-Novejarque, C., Sanz, R., Reenberg, A.T., et al (2022b). Validation of a novel
model of glucagon effect including glucagon receptor dynamics. 15th International
Conference on Advanced Technologies & Treatments for Diabetes (ATTD 2022).
Barcelona (Spain). In Diabetes Technology and Therapeutics, 24(S1):A-27.

– Furió-Novejarque, C., Sanz, R., Ritschel, T.K., et al. (2023). Modeling the effect
of glucagon on endogenous glucose production in type 1 diabetes: On the role of
glucagon receptor dynamics. Computers in Biology and Medicine, 154(January):
106605.
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5.1. Data collection

5.1 Data collection

The data used for the models’ evaluation was obtained in the clinical trial performed by
Ranjan et al. (2016). The purpose of the trial was to test the efficacy of different glucagon
doses in recovering from mild hypoglycemia. Eight people with T1D took part in the study,
who underwent four different arms in the trial.

Patients arrived at the clinic after fasting for 12 hours. After retrieving initial blood
samples, patients received an insulin bolus (Novorapid, Novo Nordisk) to reach mild
hypoglycemic conditions (blood glucose concentration lower than 70 mg/dl). At that point,
they received either saline or a glucagon bolus (GlucaGen, Novo Nordisk). Depending
on the trial arm, the glucagon boluses were either 100, 200, or 300 µg. A summary of the
protocol is shown in Figure 5.1. Plasma glucose, plasma glucagon, plasma insulin, plasma
growth hormone, cortisol, free fatty acids, triglycerides, blood pressure, and heart rate were
measured throughout the study.

200 μg
300 μg

PG under 70 mg/dl End of trial

100 μg

t � 240 mint � 0 min

Arrival to
the clinic

Period 1

N�8

Period 2

Insulin bolus
Glucagon bolus

Figure 5.1: Summary of the clinical trial in Ranjan et al. (2016).

For the purpose of validating the EGP model, only the information about plasma
glucose, glucagon, and insulin was used. Also, since the main interest was the modeling
of the glucagon effect, only the visits where glucagon was administered (either the 100
µg, 200 µg, or 300 µg dose) have been considered. They will be labeled visits A, B, and C
henceforth. Figure 5.2 summarizes the data at our disposal from the trial.

On average, plasma glucagon peak response occurred between 12 and 16 minutes
after the bolus administration. Plasma glucagon peak concentrations had mean values of
100, 217, and 358 pmol/l (348, 755, and 1245 pg/ml, approximately). The study found
that peak plasma glucagon values were inversely correlated with weight and positively
correlated with the duration of diabetes. Its effect also had a fast effect on glucose, increasing
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Figure 5.2: Mean values and standard deviation of the data from the clinical trial in Ranjan et al.
(2016). Available data included plasma glucose (upper graph), plasma glucagon (middle graph),
and plasma insulin (bottom graph). Data in blue represent Visit A (100 µg glucagon dose), data in
orange represent Visit B (200 µg dose), and data in yellow represent Visit C (300 µg dose).

plasma glucose levels within 15 minutes at least 10 mg/dl over its value at the moment of
bolus administration. The trial also discussed how glucose response did not significantly
increase with doses larger than 250 µg. The study by Graf et al. (1999) also observed that
intravenous doses of glucagon between 250 µg and 2 mg provided a linear increment in
plasma glucagon concentration. However, the dose response was quite similar regardless
of the dose size. Indeed, for intravenous glucagon doses of 0.25, 0.5, 1, and 2 mg, average
peak glucose values were 131, 138, 132, and 129 mg/dl, respectively.

The study by Ranjan did not use any clamp technique, so neither insulin nor glucagon
levels were constant throughout the study. This is both a limitation and an advantage. As a
limitation, it does not allow a study of the effect of prolonged exposure to the hormone.
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As mentioned in Section 4.2, several hours of high plasma glucagon concentrations could
affect the number of receptors. Moreover, the work by El Youssef et al. (2014) reported a
loss of glucagon effectivity in a clamped high insulin concentration setting, which cannot
be corroborated with this dataset. On the other hand, clamped concentrations of either
hormone do not represent physiological conditions, giving insight into more close-to-life
conditions.

Data sampling in the trial was constant and thorough from the moment of the glucagon
infusion (from t = 0 onwards). However, the Period 1 (Figure 5.1) sampling was irregular,
especially for plasma insulin and glucagon. Since the insulin bolus was administered at
the time of arrival in the clinic, the bolus effect on plasma insulin concentration is not
reflected in the data. This lack of information would pose a problem if insulin dynamics
had to be analyzed.

This dataset provides a compelling testbench to validate the glucagon effect model
proposed in the previous chapter, offering data on three different glucagon doses in the
typically used range of glucagon AP doses.

5.2 Preliminary validation

This section will present the preliminary method used to identify the EGP models and
the obtained results. The work was presented in Furió-Novejarque et al. (2022a) and
Furió-Novejarque et al. (2022b).

5.2.1 Parameter Identification

Pre-identified values and PK adjustment

The work where the DTU PK/PD model was introduced (Wendt et al., 2017b) identified
the model parameters using the same dataset as the present work, presented in the previous
section. Hence, individual parameter sets for each patient for the baseline model and DTU
EGP were already available. The known parameters are listed in Appendix A, Table A.3.
As described in Wendt’s work, the values of V and GGNG were constant for all the patients,
with a value of 160 ml/kg and 6 µmol/kg/min, respectively. The existence of this pre-
identified parameter set simplified the identification process because it allowed us to focus
on the EGP-concerning parameters.

However, in a preliminary analysis, it was observed that the given parameter set
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Patient 1 2 3 4 5 6 7 8

k2-A 0.14 0.10 0.19 0.25 0.26 0.06 0.28 0.09
k2-B 0.14 0.12 0.19 0.25 0.41 0.06 0.28 0.14
k2-C 0.14 0.50 0.17 0.25 0.19 0.07 0.09 0.06
ClF,C-A 94.0 114.0 200.0 136.0 106.0 159.0 125.0 91.0
ClF,C-B 94.0 75.6 200.0 136.0 97.8 159.0 125.0 78.0
ClF,C-C 94.0 90.1 130.6 136.0 84.8 89.5 86.8 68.7

Table 5.1: Glucagon PK parameters used with dataset 1. Gray-shaded cells highlight the original
values. The subscript in each parameter name indicates the visit (A, B, or C).

provided an adequate average fit, but glucagon dynamics on glucose were not properly
described on some occasions, further motivating the search for a more adequate model
structure.

Furthermore, some of the predefined values for the PK glucagon system did not
simultaneously produce an accurate fit for the three glucagon doses. Figure 5.3 provides
some illustrative examples of the cases of patients 2 and 8. The blue lines represent
the simulation using the pre-identified values. The small doses (100 µg) do not present
any discrepancies. However, the simulation for the 200 and 300 µg doses shows some
deviations with respect to the data. This may indicate that the dose-response to glucagon is
not entirely linear in some cases. Hence, an adjustment of glucagon PK parameters (k2 and
ClF,C, see Equations (4.8b) and (4.8c)) was carried out, searching for a different value for
each visit, if necessary. Table 5.1 shows the results for this parameter tuning, where shaded
cells represent the original parameter values. Some patients did not need any adjustment
of their parameters (i.e., patients 1 and 4), and the provided values were adequate for all
100 µg doses. On the other hand, most patients required tuning for the greater dose, and
some needed a parameter change for both visits B and C (e.g., patients 2 and 8, as depicted
in Figure 5.3).

Figure 5.4 shows the average resulting simulation output for plasma insulin and gluca-
gon. The fit to the plasma insulin signal with the provided parameter values was adequate.
However, for Period 1, the accuracy of the fit could not be assessed due to the data under-
sampling, as mentioned earlier.

Values for basal insulin and basal glucagon (Ib in Equation 4.7c, and Cb in Equation
(4.8c)) were based on the first data measurements of plasma insulin and glucagon when
patients had just arrived to the clinic.
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Figure 5.3: Glucagon PK parameters per-visit adjustment for patient 2 (upper row) and patient
8 (lower row) for visit A (left column), visit B (middle column), and visit C (right column). Blue
circles represent plasma glucagon data points. Blue lines show the simulation results with the
pre-identified parameters provided in Wendt et al. (2017a). Orange lines represent the simulation
output after the parameter tuning. Time in the x-axis starts on arrival at the clinic.

Having defined a set of parameters that fits the data as closely as possible will allow to
focus the analysis on EGP without the hindering of confounding factors, such as inaccuracy
of the inputs to the EGP submodel (plasma insulin and glucagon).

EGP parameter identification

The preliminary identification method consisted of performing an independent optimiza-
tion for each EGP definition considered. Each EGP model had a reduced parameter set,
between three and five parameters each. Although the parameters from the baseline model
were pre-identified in a previous work, some of them were included in the identification
process, as described in the following sections.

Setting up the optimization framework required the definition of a set of upper and
lower bounds for the parameters being identified. These limits were based upon Wendt’s
previously identified values for the base model parameters and on the reported value in
the corresponding original work for each EGP definition (see Section 4.4.1). Hence, the
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Figure 5.4: Plasma insulin (top row) and glucagon (bottom row) simulation results. Gray error
bars correspond to the mean and standard deviation of the data, and continuous colored lines
show the simulation results. The gray circles and the central line represent the average of the eight
patients, whereas the shaded area encloses the standard deviation. Graphs show the response from
t = 0 min to 240 min.

bounds for a specific parameter being estimated (θ̂) were defined such that:

θ̂u = (1 + α) ·max θ

θ̂l = (1− β) ·min θ

In this expression, the upper limit (θ̂u) is a deviation from the maximum value reported
in the corresponding original works for that specific parameter (θ). Likewise, the lower
bound (θ̂l) is based on the minimum reported value. Values ofα andβ had a value between
0 and 1 and were adjusted based on the identification results, if necessary.

The main confounding factor in glucose dynamics could be the patient’s insulin sensi-
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tivity, which can present a wide variability and change over time for a myriad of reasons
(Heinemann, 2002). The baseline model incorporates three insulin sensitivity parameters,
of which ST and SD affect processes unrelated to EGP. Consequently, these parameters
were identified not only per patient but also per visit (i.e., each patient gets a different
insulin sensitivity in each visit to the clinic).

Along with these parameters, the initial condition for the state Q2(t) (named Q20

henceforth) was also identified for each visit. This allowed for a better fit to the data of
each visit, especially in the first part of the trial, where only the insulin effect was present.
In simulation studies, the initial state is sometimes associated with equilibrium. However,
achieving steady-state conditions in real life is challenging, i.e., the study’s starting point
is not in equilibrium. Contrary to the value of Q1(t = 0), which is known from glucose
measurements,Q20 should be identified for each visit. The rest of the model states were
considered to be at equilibrium.

Therefore, the following set of parameters (θ1) must be identified, for each patient P ,
and each visit v:

θv1P = {ST , SD, Q20} , v = A,B,C; P = 1, 2, ..., 8

The EGP model subsystem must be able to explain the dose-response from data in
Visit A, B, and C, so individualized parameter values must be considered. These sets of
parameters for each EGP model are identified per patient. However, they are shared across
visits (the same EGP model should be able to explain the response of different glucagon
doses).

Regarding the glucagon receptors model, parameters kon,Kr , and Vr were considered
in the identification process, representing the activation rate of receptors and the Michaelis-
Menten parameters. Since the patients that underwent the glucagon challenge test in
Masroor et al. (2019) were healthy people, it was deemed appropriate to tune the activation
rate of the receptors. It could be argued that glucagon action is impaired in people with
diabetes, which could be explained by a deficit in the activation rate. The remaining
parameters in Equation (4.4) were fixed based on the values used in Masroor’s work.
Parameters EGP0 and SI affecting insulin influence on EGP were also identified.

θR2P = {kon,Kr, Vr, EGP0, SI} , P = 1, 2, ..., 8

Thus, for each patient P , the parameter vector to be optimized for the model with the
receptors (R) subsystem is:

ΘR
P =

{
θA1P , θ

B
1P , θ

C
1P , θ

R
2P

}
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The cost index JP (4.15) for the optimization was defined as the aggregated sum of
the RMSE (4.14) obtained in each visit.

JP =
3∑

v=1

RMSEv (5.2)

Having defined the procedure using the receptors EGP model, the next step consisted
of identifying the selected EGP models for comparison. As described in Section 4.4.1, the
base model equations (insulin PK, glucagon PK, and PD) will be kept the same, and the
EGP subsystem will be interchanged according to the evaluated submodel.

The same considerations regarding the insulin sensitivity parameters (i.e., identifying
ST andSD per visit) andQ20 are kept for the other EGP definitions. Hence, the parameter
vector for the DTU EGP model will be:

θDTU
2P = {SE , Emax, CE50, (GGNG)} , P = 1, 2, ..., 8

The GGNG parameter is left between brackets because it was considered in the pre-
liminary identification but not in the proof-of-concept described next. The total resulting
parameter vector is:

ΘDTU
P =

{
θA1P , θ

B
1P , θ

C
1P , θ

DTU
2P

}
Then, the corresponding parameter vectors for the McGill EGP will be:

ΘMG
P =

{
θA1P , θ

B
1P , θ

C
1P , θ

MG
2P

}
where,

θMG
2P =

{
Gng, S, T,KGd, TGd

}
, P = 1, 2, ..., 8

And for the OHSU EGP:

ΘOU
P =

{
θA1P , θ

B
1P , θ

C
1P , θ

OU
2P

}
where,
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θOU
2P = {EGP0, Sf , kg3, kg, kc} , P = 1, 2, ..., 8

The optimization was performed with Matlab R2018b using the fmincon function,
as described in Section 4.4.2, and, in order to avoid local minima, the process was repeated
ten times per patient, assigning different random initial guesses of the parameter values
within predefined limits based on the pre-identified values.

5.2.2 Structural identifiability analysis

Once the parameter collection had been selected for the identification process, a structural
identifiability analysis was carried out to ensure that the models were at least structurally
locally identifiable regardless of the EGP definition used.

A separate analysis was carried out for each combination of the baseline model plus
EGP submodel. The parameters included in the analysis were the corresponding to each
EGP model along with ST and SD . The identifiability tableaus provided by the GenSSI
software (Section 4.4.2) are presented in Figure 5.5. As no parameter presents an empty
column in the tableaus, all parameters are structurally identifiable. This conclusion is also
confirmed by the software output text, which stated that all parameters in each analysis
were structurally globally identifiable.

Reduced identifiability tableau of order 2

kon Vr Kr EGP0 Si St Sd

R
e

ce
p

to
rs

 E
G

P

Reduced identifiability tableau of order 1

Gng S T Tgd Kgd St Sd

M
cG

il 
E

G
P

Reduced identifiability tableau of order 2

Ggng Se Ce50 Emax St Sd

D
T

U
 E

G
P

Reduced identifiability tableau of order 2

EGP0 Sf kg3 kc kd St Sd

O
H

S
U

 E
G

P

Figure 5.5: Identifiability tableaus for each EGP model obtained with the GenSSI Matlab toolbox.
A not-colored column would indicate an unidentifiable parameter. Since there are no empty
columns, all models are globally structurally identifiable.
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5.2.3 Results

Proof-of-concept results

In order to obtain a quick assessment of whether the use of the glucagon receptors in the
description of glucagon action provided any improvements, a proof-of-concept validation
was carried out. The process compared the proposed model to the base model with the
DTU EGP. For this identification, the GGNG parameter in θDTU

2P was left constant. The
parameter values obtained per patient in this analysis can be found in Table A.1 (Receptors
EGP parameters) and Table A.2 (DTU EGP parameters). The parameters used in the
baseline model were taken from the previous identification by Wendt, and they are detailed
in Table A.3.

Receptors RMSE DTU RMSE t p Cohen’s d

Overall 19.65± 5.45 25.57± 0.55 3.20 0.015* 1.13

Visit A 5.54± 1.46 6.48± 1.44 −2.17 0.066 −0.77
Visit B 8.55± 3.28 9.47± 3.00 −1.57 0.161 −0.55
Visit C 5.56± 2.32 9.61± 3.85 −3.10 0.017* −1.10

Table 5.2: RMSE results (expressed in mg/dl) and statistical analysis for the proof-of-concept
validation, separated per visit. Results, expressed as mean ± standard deviations, provide the JP
index of the receptors EGP and DTU EGP, t-test analysis, and Cohen’s d. d.f.=7. The symbol *
indicates a p-value lower than 0.05.

After simulating all eight patients, the results for index JP (5.2) were analyzed. The
overall mean JP value with the glucagon receptors proposal was 19.65 ± 5.45 mg/dl
whereas the mean result with the DTU EGP was 25.57 ± 5.5 mg/dl. A statistical analysis
was performed using R (version 4.2.1). Three different normality tests (Shapiro-Wilk,
Kolmogorov-Smirnov, and Anderson-Darling) were performed, which confirmed that both
data distributions were normal. Next, a t-test was applied to see if there were statistically
significant difference between both approaches, providing as a result, the t-test value and
its p-value. As shown in Table 5.2, the analysis provided a p-value of 0.015, proving that
there was a statistically significant difference. Cohen’s d size effect measurement was also
included to complement these results. This metric quantifies the size of the difference
between two sets. The conventional interpretation of Cohen’s d values considers a 0.2
absolute value represents a small difference, 0.5 is a medium effect, and 0.8 or a higher
value indicates a large difference (McGough and Faraone, 2009).
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The difference in the JP values per visit was also analyzed. The results show that
the average error value is lower in every visit for the proposed EGP, especially in visit C
(300µg glucagon dose), where there is the most significant difference between both models.
Note that a trend to increase residuals with respect to the glucagon dose is observed in
the DTU model, contrary to our proposal. As a matter of fact, there was a statistically
significant difference between the RMSE in Visit C. Visit A results provided a Cohen’s d
size effect close to 0.8 also indicate that the difference is not negligible.

Preliminary validation results

Given the positive results of the receptors EGP model, the comparison was extended to
include McGill EGP and OHSU EGP models in the identification. These two models, as
the receptors proposal, add five parameters each to the parameter vectors to be identified
(see θR2P , θMG

2P , and θOU
2P ). Consequently, the parameter GGNG was added to the DTU

model identification to raise its parameter count to four to be closer to the other EGP
definitions, making the process more fair.

The identifications were carried out according to the procedure described above, opti-
mizing index JP , which provided four separate parameter sets accompanying each EGP
submodel. Table 5.3 presents the average value and standard deviation for each identi-
fied parameter. Each quadrant of the table presents each of the evaluated models. The
parameter results for the receptors EGP were virtually identical to the ones obtained in
the proof-of-concept identification. Parameters for the DTU EGP experimented a more
significant change since a new parameter was added. The individual parameter values for
each model are detailed in Tables A.4 to A.7. The parameters for the baseline model were
the same as the proof-of-concept validation.

Table 5.4 shows the RMSE results as mean ± standard deviation of each EGP com-
parator, separated per visit. The mean values aggregate the results obtained for the eight
patients of the dataset. Each result was compared against the results obtained with the
receptors proposal, and paired t-tests were performed to assess the differences between
them. An ANOVA test could have been used to explore the existence of statistically signif-
icant difference between all the groups of models in the work. However, the focus of the
analysis was whether there were differences between the receptors model and every other
pair, so a series of t-tests were obtained instead applied to the cases of interest only. The
same evaluation was performed separating the results per period, presented in Table 5.5.

As seen in Table 5.4, there are no statistically significant differences between the
receptors model and the comparators in Visit B. For Visit A, there is only a statistically
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significant difference between the OHSU and receptors EGP. This would indicate that
any of the models would adequately describe the dynamics of small glucagon doses.
Nevertheless, note that the lowest RMSE was obtained with the receptors model on
every occasion. On the other hand, there is a statistically significant difference with every
comparator in Visit C, where the 300 µg dose was administered.

Receptors Parameter Value DTU Parameter Value

kon ·10−6 41.88± 33.92 Emax 87.17± 13.76
Vr 103.40± 47.24 CE50 688.9 ± 225.5

EGP Kr ·10−3 75.98± 97.49 EGP SE ·10−4 93.15± 125.05
SI ·10−3 25.39± 16.66 GGNG 5.62± 1.62
EGP0 7.63± 2.84

ST-A ·10−4 37.54± 11.06 ST-A ·10−4 28.92± 14.13
ST-B ·10−4 28.07± 6.90 ST-B ·10−4 25.93± 6.38
ST-C ·10−4 32.43± 15.41 ST-C ·10−4 41.09± 10.57
SD-A ·10−4 2.47± 1.88 SD-A ·10−4 2.39± 1.76

BM SD-B ·10−4 3.33± 2.29 BM SD-B ·10−4 3.30± 1.98
SD-C ·10−4 3.06± 1.90 SD-C ·10−4 3.25± 2.04
Q20-A 2040.0 ± 544.0 Q20-A 1734.0 ± 730.0
Q20-B 1772.0 ± 619.0 Q20-B 1732.0 ± 545.0
Q20-C 1477.0 ± 687.0 Q20-C 1880.0 ± 729.0

McGill Parameter Value OHSU Parameter Value

T ·10−2 11.65± 9.94 kg3 ·10−6 8.50± 3.90
KGd 2.32± 4.09 kd 25.61± 16.15

EGP TGd ·10−2 22.38± 26.77 EGP kc ·10−2 65.04± 34.12
S ·10−3 21.57± 16.58 Sf ·10−6 26.48± 45.23
Gng 7.03± 1.18 EGP0 7.58± 1.72

ST-A ·10−4 22.16± 15.88 ST-A ·10−4 19.83± 14.47
ST-B ·10−4 20.84± 7.33 ST-B ·10−4 21.16± 8.99
ST-C ·10−4 43.76± 8.43 ST-C ·10−4 43.16± 8.41
SD-A ·10−4 1.51± 0.67 SD-A ·10−4 1.72± 1.05

BM SD-B ·10−4 3.48± 1.84 BM SD-B ·10−4 4.08± 1.52
SD-C ·10−4 3.40± 1.88 SD-C ·10−4 3.27± 2.02
Q20-A 1291.0 ± 782.0 Q20-A 1190.0 ± 668.0
Q20-B 1386.0 ± 579.0 Q20-B 1445.0 ± 777.0
Q20-C 1880.0 ± 705.0 Q20-C 1774.0 ± 759.0

Table 5.3: Preliminary validation parameter values summary. Values are expressed as mean ±
standard deviation. ParametersST ,SD , andQ20 were adjusted per visit (A, B, C).The identification
of each model was performed separately. EGP sections include the EGP-related parameters, and
BM sections include the parameters related to the base model.
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Visit Model Comparators RMSE Receptors RMSE t p Cohen’s d

A
DTU 6.35± 1.34 1.72 0.128 0.61
McGill 8.74± 3.58 5.54± 1.46 2.27 0.058 0.80
OHSU 8.27± 2.71 2.44 0.045* 0.86

B
DTU 9.23± 3.18 1.72 0.128 0.61
McGill 8.64± 3.43 8.55± 3.28 0.16 0.880 0.06
OHSU 10.32± 5.14 1.60 0.153 0.57

C
DTU 8.03± 2.65 3.11 0.017* 1.10
McGill 7.54± 2.09 5.56± 2.32 2.42 0.046* 0.86
OHSU 8.27± 2.15 3.25 0.014* 1.15

Table 5.4: RMSE results (mg/dl) and statistical analysis for the preliminary validation. Results
include mean ± standard deviation of the receptors EGP, DTU EGP, McGill EGP, and OHSU
EGP. Paired t-test are used to compare the performance of the receptors EGP against each EGP
comparator per visit. The symbol * indicates a p-value lower than 0.05.
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Figure 5.6: Simulation results sample from the preliminary validation. Gray circles represent data
points. Upper row plots present visit A results with the four tested models for patients 1 and 8.
Lower row plots show visit C results for patients 2 and 6.
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Period Model Comparators RMSE Receptors RMSE t p Cohen’s d

1
DTU 7.57± 3.03 2.90 0.023* 1.02
McGill 9.17± 4.73 6.63± 2.53 2.36 0.051 0.83
OHSU 9.58± 4.43 3.41 0.011* 1.21

2
DTU 6.74± 1.56 2.70 0.031* 0.95
McGill 6.85± 1.40 5.47± 1.72 2.60 0.035* 0.92
OHSU 7.47± 1.55 4.72 0.002* 1.67

Total
DTU 7.87± 1.69 3.01 0.020* 1.06
McGill 8.31± 1.99 6.55± 1.82 2.78 0.027* 0.98
OHSU 8.95± 2.05 5.58 <0.001* 1.97

Table 5.5: RMSE results (mg/dl) and statistical analysis for the preliminary validation. Results
include mean ± standard deviation of the receptors EGP, DTU EGP, McGill EGP, and OHSU
EGP. Paired t-test are used to compare the performance of the receptors EGP against each EGP
comparator per period. The symbol * indicates a p-value lower than 0.05.

Table 5.5 shows the analysis of RMSE values at three different periods: (1) considering
the first part only (Period 1), from the start time of the clinical trial until the glucagon bolus
was administered (from the arrival to the clinic to t = 0 min, see Figure 5.1); (2) from the
moment the glucagon was administered onward (Period 2), from t = 0 to t = 240 min. This
period is the main area of interest in this study, where the glucagon effect comes into play;
(3) along all the time of the experiment (Total time).

The results presented in this table aggregate the average error values from the three
visits. The results over the total time of the experiment (bottom section of Table 5.5) show
that the receptors proposal provides a better fit to the data, with a statistically significant dif-
ference against all three comparators. On the other hand, the glucagon receptors proposal
in Period 2, which focuses on describing the glucagon dynamics, also presents the lowest
RMSE, with statistically significant differences between it and each of the comparators.
Nevertheless, Period 1 also presents significant differences with two of the comparators.
This difference will contribute to the overall error differences. However, there is no glu-
cagon action but the basal EGP values, which should be similar regardless of the EGP
definition.

This highlights some limitations of the procedure since there seems to be a greater
source of error in the first period of the experiments, which may taint the interpretation of
the overall results. Also, although the parameter set chosen for identification is structurally
identifiable, there is much variability between each model identification. This means the
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differences observed between the models cannot only be attributed to the EGP definitions
but also to the differences in ST ,SD , and Q20, which are different for every model. This
situation motivated the next work, which modified the identification process.

Figure 5.6 shows some sample simulation results for a selection of patients. The upper
row graphs show some examples where the difference in fit made that the first part of
the data was not so well-adjusted for some models, and the initial point for the models
at t = 0 is not the same. On the other hand, the lower row depicts two examples at the
higher glucagon dose (visit C), where the glucagon receptors model provided a better fit
than the comparators.

5.3 Validation 1

This section presents the identification procedure and final identification results as pub-
lished in Furió-Novejarque et al. (2023b).

5.3.1 Parameter Identification

In the preliminary validation of the receptors-based EGP proposal, each model was identi-
fied independently. However, since multiple EGP definitions are used in the validation,
but the baseline model is common to all of them, the identification method was revised
taking into account that:

1. The parameters in the baseline model should be the same for each one of the com-
plete models.

2. Instead of carrying out separate optimizations for each one of the models, the re-
quired set of parameters should be found for all models in the same optimization
problem. This way, the parameters of the base model will be shared by all EGP
definitions.

3. The aim is to test each model structure, not finding a global model for all the patients.
Hence, a different set of parameters will still be identified for each patient.

With these premises in mind, the identification procedure was updated in order to
find the best fit for the data for all the models while being equally fair and minimizing the
potential confounding factors. This way, the parameter differences among executions with
different EGP definitions will only be attributed to the EGP definitions themselves.
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In solving the optimization problem, each model was executed three times, one for each
visit (v) to the clinic. Then, for each model (m), an index was calculated as the aggregated
sum of the RMSE per visit:

Jm =
3∑

v=1

RMSEv (5.3)

The total optimization index obtained per patient (P ) for the optimization function
was defined as the average value of Jm for the four models.

JP =
1

4

4∑
m=1

Jm (5.4)

As in the previous validation, insulin sensitivity-related parameters,ST and SD , were
identified per visit. Also, the initial condition for the stateQ2(t) (Q20). Defining once again
the total parameter vector to be identified, the first element will contain the parameters
from the base model:

θv1P = {Sv
T , S

v
D, Q

v
20} , v = 1, 2, 3; P = 1, 2, ..., 8

Then, a different subset of parameters is defined for the receptors EGP model: the
DTU EGP, the McGill EGP, and the OHSU EGP, respectively.

θ2P = {EGP0, SI , kon,Kr, Vr} , P = 1, 2, ..., 8

θ3P = {GGNG, SE , Emax, CE50} , P = 1, 2, ..., 8

θ4P =
{
Gng, S, T,KGd, TGd

}
, P = 1, 2, ..., 8

θ5P = {EGP0, Sf , kg3, kg, kc} , P = 1, 2, ..., 8

With this, the total parameter vector will consist of 28 parameters to be identified per
patient.
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ΘP =
{
θA1P , θ

B
1P , θ

C
1P , θ2P , θ3P , θ4P , θ5P

}
The four models were simulated within the same optimization process, but the base-

line model parameters were common regardless of the EGP definition. The structural
identifiability was not assessed once again because the subset of parameters “per model”
remains the same as in the previous identification.

Due to the longer computation times caused by the significant increase in the number
of parameters, the identification was repeated only five times per patient (instead of the
previous ten).

5.3.2 Results

Table 5.6 presents a summary of the parameter values obtained in the optimization process.
In this case, only one set of parameters related to the baseline model is reported since it was
common to all EGP definitions. The individual parameters obtained for each patient for
each EGP model are listed in Tables A.8 to A.11. The identified baseline model parameters
can be found in Table A.12. The rest of the model’s parameters remain as described in
Table A.3. The overall performance of each model in describing glucose dynamics is
described in Figure 5.7.

The statistical analysis performed in the preliminary validation was replicated to ana-
lyze the present results. Table 5.7 shows the comparison of RMSE between the receptors
model and each EGP comparator, separated by visit. In these results, the only statistically
significant differences are found in visit A, against the McGill and OHSU model, and the
DTU model in visit C. In this identification, the base model accompanying each EGP
definition was the same (see BM parameters in Table 5.6), which equalizes the model
outputs.

However, the main interest of the analysis lies in the time period differences since the
analysis of Period 2 would provide more insight into the contributions of the receptors
model, which is precisely the period where there are more noticeable differences. Table 5.8
presents the results of this analysis, where the outcomes favor the proposed EGP model. In
contrast to the previous identification, there are no statistically significant differences in the
Period 1 of the data. This solves one of the limitations assessed in the previous validation.
Having the same baseline model has contributed making the models’ execution closer to
each other in the first part of the data so that their behavior on basal glucagon conditions
is consistent independently of the EGP model. On the other hand, considering the total
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Receptors Parameter Value DTU Parameter Value

kon ·10−6 12.80± 17.31 Emax 92.25± 10.32
Vr 140.38± 50.19 CE50 792.7 ± 209.2

EGP Kr ·10−3 49.37± 76.39 EGP SE ·10−4 63.36± 75.84
SI ·10−3 23.68± 19.69 GGNG 5.63± 2.78
EGP0 7.72± 2.49

McGill Parameter Value OHSU Parameter Value

T ·10−2 8.67± 6.33 kg3 ·10−6 10.55± 1.62
KGd 2.68± 3.37 kd 0.44± 0.35

EGP TGd ·10−2 31.54± 22.38 EGP kc ·10−2 0.41± 0.46
S ·10−3 15.90± 10.97 Sf ·10−6 39.19± 41.05
Gng 7.12± 2.34 EGP0 7.42± 2.81

Parameter Value

ST-A ·10−4 33.68± 22.14
ST-B ·10−4 27.12± 14.38
ST-C ·10−4 50.54± 28.71
SD-A ·10−4 1.31± 0.96

BM SD-B ·10−4 27.97± 70.32
SD-C ·10−4 447.10± 1253.90
Q20-A 1828.0 ± 1033.0
Q20-B 1952.0 ± 798.0
Q20-C 2289.0 ± 991.0

Table 5.6: Validation 1 parameter values summary. Values are expressed as mean ± standard
deviation. Parameters ST , SD , and Q20 were adjusted per visit in the dataset (A, B, C). The
identification of each model was performed in the same optimization process. EGP sections include
the EGP-related parameters, and the BM section includes the parameters related to the base model.

experiment time, we find a statistically significant difference between each comparator
and the receptors model. This means that the lack of significance in the results per visit
may be hindered by the contribution of the first part of the data, where the behavior of the
models has been regularized.

Having no statistically significant difference in Period 1 agrees with the expected
results since, in that interval, the EGP model only contributes as a constant (basal value) to
the general model. Our hypothesis was that no matter the EGP model used, the behavior
in Period 1 should be similar across models in order to provide a fair comparison. The
first period also shows the greater standard deviation in the error values. This is due to
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Visit Model Comparators RMSE Receptors RMSE t p Cohen’s d

A
DTU 6.36± 1.36 0.48 0.644 0.17
McGill 9.27± 2.43 6.26± 1.18 3.68 0.008* 1.30
OHSU 8.88± 2.48 3.17 0.016* 1.12

B
DTU 9.22± 2.78 0.76 0.474 0.27
McGill 9.60± 3.43 8.92± 3.39 1.30 0.235 0.46
OHSU 11.11± 4.99 2.20 0.063 0.78

C
DTU 7.70± 1.79 2.58 0.036* 0.91
McGill 6.48± 1.69 6.21± 2.07 0.39 0.712 0.14
OHSU 6.96± 1.70 0.96 0.370 0.34

Table 5.7: RMSE results (mg/dl) and statistical analysis for Validation 1. Results include means ±
standard deviations of the receptors EGP, DTU EGP, McGill EGP, and OHSU EGP. Paired t-test
are used to compare the performance of the receptors EGP against each EGP comparator per visit.
The symbol * indicates a p-value lower than 0.05.

the scarce data available in the first part of the experiment, which caused the fits to have
greater RMSEs, and also the significant variability in the initial conditions (i.e., there is no
information about the patients’ state prior to arriving at the clinic).

Finally, considering the total time of the experiments across the three visits, there
is a statistically significant difference comparing the receptors EGP performance to the
McGill and the OHSU model. Also, Cohen’s d values (larger than 0.8) confirm that
there is a noticeable difference in the behavior between the analyzed pairs. Although
the difference was not significant compared to the DTU model, the p-value is close to
being lower than 0.05, and Cohen’s d is also close to 0.8, meaning that the difference is not
negligible. Additionally, regardless of the statistical analyses, the average error obtained
with the receptors model was lower on every occasion, both in the analysis per time period
and per visit.

5.4 Discussion

This work’s results show how including glucagon receptor dynamics in the EGP model
provides an improvement in describing the glucagon effect when compared with other
EGP models from the literature. The RMSE results tables in this chapter reflect this fact,
showing a lower average error value for the glucagon receptors model and a statistically
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Period Model Comparators RMSE Receptors RMSE t p Cohen’s d

1
DTU 7.22± 2.15 0.02 0.985 0.01
McGill 8.84± 3.01 7.21± 2.36 1.78 0.118 0.63
OHSU 8.64± 2.82 1.58 0.159 0.56

2
DTU 6.64± 1.58 2.43 0.046* 0.86
McGill 7.18± 1.32 5.90± 1.75 3.85 0.006* 1.36
OHSU 7.81± 1.75 3.06 0.018* 1.08

Total
DTU 7.76± 1.45 2.18 0.066 0.77
McGill 8.45± 1.38 7.13± 1.71 3.44 0.011* 1.22
OHSU 8.99± 1.62 3.74 0.007* 1.32

Table 5.8: RMSE results (mg/dl) and statistical analysis for Validation 1. Results include mean
± standard deviations of the receptors EGP, DTU EGP, McGill EGP, and OHSU EGP. Paired
t-test are used to compare the performance of the receptors EGP against each EGP comparator per
period. The symbol * indicates a p-value lower than 0.05.

significant difference for each of the comparisons in Period 2, which is the main area of
interest of this analysis.

The validation framework was designed to ensure fairness in the process comparison,
using the same baseline model (same equations in the preliminary validation and the same
equations and parameters in Validation 1) and the same optimization process for each of
them. Three out of four EGP definitions use five parameters to adjust glucose behavior,
while the remaining model (DTU EGP) uses four. While having one parameter less, it
does not act to the detriment of its performance since it produces the second-best results
in the evaluated scenarios.

The two identification procedures presented in this chapter present significant differ-
ences. In the preliminary identification, the EGP models were given independence from
each other, and the adjusted parameters from the base model were allowed to take different
values. Still, the optimization seemed to converge to similar results since the pair of St -
Sd values per visit is in a similar order of magnitude for the four models (see Table 5.3).
On the other hand, the Validation 1 method forced the base model parameters to be the
same in every case, and that causes a change of parameters both for the base model and
the EGP model parameters (Table 5.6).

Figure 5.8 shows a comparison of the average RMSE values obtained for the two
validations in this chapter, separated by visit (columns) and period (rows). The analyses

127



5.4. Discussion

presented in Table 5.4 and Table 5.7 would correspond to boxplots for Visit A, B, and C, in
the “Total time” row. On the other hand, results in Table 5.5 and Table 5.8 correspond to
the “Overall” column of Period 1, Period 2 and, Total time results.

The second validation method constrained the models’ behavior, so the outputs of
the models are more alike between them. However, it helps ensure that the observed
differences are indeed due to the EGP definitions only and that no other confounding
factors are involved. The RMSE overall results were lower with the preliminary validation
since the optimizer had the liberty to assign parameter values and provided the best
fit to each model individually. In contrast, in Validation 1, the optimizer had to find
a compromise in the base model parameters to adequate the results to the four EGP
definitions. The second method resulted in a lower number of identified parameters in
total, but it obtained them all in the same identification, increasing the computational cost
of the problem.

This dataset provides the chance to analyze the performance of different EGP models
in a setting where single small glucagon doses are delivered. These could reflect the
scenario of a dual-hormone AP glucagon delivery, using glucagon dosing to prevent mild
hypoglycemia. The RMSE variability for all four definitions seems to be reduced for the
greatest glucagon dose. It may also be due to the fact that it is the dose with the greatest
variability in the dataset, compared to the 100 and 200 µg doses (see Figure 5.7).

With this dataset, the influence of circulating insulin on glucagon effect could not
be assessed. As shown in Figure 5.4, plasma insulin levels were stable during Period 2,
when glucagon was in effect, with an average value of approximately 15 mU/l. According
to the results reported by El Youssef et al. (2014), maintained high plasma insulin may
impair glucagon effect. Their results report a high plasma insulin concentration of around
40 mU/l, which is not close to the conditions of the data in Ranjan et al. (2016).

Even after the second validation performed, this work presents some limitations,
which include:

– The reduced number of patients in the clinical dataset only allows for drawing
preliminary conclusions. An added difficulty is the fact that clinical trials devoted
to studying physiological characteristics (i.e., that require patients to be in-clinic)
are usually performed with a reduced sample of patients (typically between 10 and
20, (Ranjan et al., 2017; El Youssef et al., 2014; Castle et al., 2015)).

– There is a slight inaccuracy in the fit to the data close to t = 0. As seen in Figure 5.7,
some models did not exactly reach the point of interest at t = 0, which might also
indicate a limitation in the insulin pharmacokinetics models.
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– The large number of parameters to be identified. A long time was needed to solve
the optimization problem, which makes it infeasible to solve online within an AP
algorithm.

– Further validation should include different datasets in a variety of conditions, such
as larger glucagon doses, higher plasma insulin concentrations, close-in-time re-
peated glucagon doses, a larger number of patients, or using several datasets.

5.5 Conclusion

This chapter has performed the validation of the EGP model based on glucagon receptors
proposed in the previous chapter. A set of clinical data has allowed testing the model
against single glucagon doses of 100, 200, and 300 µg. The validation consisted of identify-
ing the model and three other EGP definitions from the literature and comparing their
performance based on the RMSE. Two different identification methods were used, and
the receptors model provided the lowest error on both occasions.

The results obtained in this study will open for consideration incorporating EGP mod-
els that include glucagon receptor dynamics into other T1D simulators. To our knowledge,
it has yet to be incorporated into any widely-used simulator. However, it could improve
the accuracy of the in silico experiments, providing a more physiology-based definition.
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Figure 5.7: Overall glucose outcomes in Validation 1. Gray error bars represent the data mean
and standard deviation. Colored lines represent the mean simulation results, and colored areas
enclose their standard deviation. Each row presents the results for a different EGP model. Columns
correspond to the data from each visit.
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Figure 5.8: General RMSE comparison between the preliminary validation method (blue boxes)
and Validation 1 (orange boxes). Rows represent the considered period times. Columns represent
the visits. The “Overall” column considers the average values of the visits.
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Chapter 6

Glucagon model validation against
multiple doses with different diets

This chapter offers a second validation of the glucagon receptors-based EGP model
using a new clinical data set. In contrast to the previous work, the data includes
ten patients and consecutive glucagon doses (100 and 500 µg) in the same exper-
iment. Three different identification methods are carried out to test the proposed
model structure. The results of the procedures obtained in this chapter lead to the
publication of a conference paper:

– Furió-Novejarque, C., Sala-Mira, I., Ranjan, A.G., et al. (2023). Validation of a
model of glucagon action including glucagon receptor dynamics under consecutive
doses in low and high-carb diets. 22nd World Congress of the International Federation
of Automatic Control (IFAC WC 2023). Yokohama (Japan). IFAC-PapersOnLine,
56(2):9666–9671.

Additionally, a journal paper expanding the results of the previous publication is
under review:

– Furió-Novejarque, C., Sala-Mira, I., Ranjan, A.G., et al. Analysis on the contribution
of glucagon receptors to glucose dynamics in type 1 diabetes. IFAC Journal of Systems
and Control - Invitation to Special Issue. Submitted.
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6.1. Data collection

6.1 Data collection

The clinical datasets used in this chapter were obtained in the clinical trial by Ranjan
et al. (2017) and were provided by the Steno Diabetes Center in Copenhagen. Several
factors could affect glucagon effectivity, such as a depletion of glycogen reserves caused by
prolonged glucagon administration or a deficit of carbohydrate availability (see Section
2.3.2). This trial was conceived to observe how marked of a difference would cause the
carbohydrate content on the impact of glucagon over glucose. Ten people with T1D took
part in the study.

The trial had two arms, each consisting of an outpatient week followed by a visit to
the clinic. Depending on the trial arm, the week prior to the clinical trial, participants
were instructed to follow a high (HCD) or low (LCD) carbohydrate content diet following
the dietitian’s guidelines. The HCD was designed so that carbohydrate intake was over
250 g/day, whereas the LCD involved less than 50 g/day.

The trial protocol in the clinic was the same for both arms of the study (see Figure 6.1).
Patients were administered an insulin bolus on arrival to lower their glucose values to
70 mg/dl. At that moment, they were administered a 100 µg glucagon bolus (GlucaGen,
Novo Nordisk, Denmark). Two hours later, a second dose of 500 µg followed. Patients
were monitored for two more hours after the second dose.

N�10
1-week HCD

1-week LCD

or

PG under 70 mg/dl End of trial

100 μg 500 μg

t � 240 mint � 0 min t � 120 min

Arrival to
the clinic

Period 1 Period 2 Period 3

Insulin bolus
Glucagon bolus

Figure 6.1: Summary of the clinical trial in Ranjan et al. (2017).

The primary outcome of the trial was plasma glucose, but additionally, analysis of
blood samples included serum insulin and glucagon, plasma ketones, serum free fatty
acids, and triglycerides. As in the previous chapter, the data used in this work will include
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Figure 6.2: Mean values and standard deviation of the data from the clinical trial in Ranjan et al.
(2017). Available data included plasma glucose (upper graph), plasma glucagon (middle graph),
and plasma insulin (bottom graph). Data in blue represent Visit L (low carbohydrate content diet
arm), and data in orange represent Visit H (high carbohydrate content diet arm).

glucose, plasma insulin, and plasma glucagon. A summary of the available data is shown
in Figure 6.2, separated by the results obtained in each visit to the clinic after the LCD
(labeled Visit L) or the HCD (labeled Visit H). Similarly to the previous dataset, there is a
severe undersampling in the first part of the insulin data, but also in plasma glucagon data
after the second dose (t between 120 and 240 min).

Results reported by the trial show that glucose response to glucagon after one week of
the HCD was higher than after the LCD for both of the administered doses. This could be
explained by LCD reducing hepatic glycogen stores, one of the main mediators of glucagon
effect during glycogenolysis.

The difference in diet allows for analyzing the consequences of glycogen depletion.
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Trial arm G100 ∆G100 G500 ∆G500

LCD 65.02± 4.47 22.87± 19.90 55.36± 11.62 73.23± 11.15
HCD 62.64± 6.49 47.28± 23.25 73.76± 16.80 100.66± 25.63

Table 6.1: Glucose values and increments depending on the dose. All glucose values are expressed
in mg/dl as mean ± standard deviation. G100 represents the glucose value at the time of the 100 µg
administration.∆G100 is the maximum increment observed after the 100µg dose. G500 and∆G500
represent the same concepts for the 500 µg counterpart.

Table 6.1 summarizes the differences in the maximum glucose increase achieved with
both glucagon doses in the two experimental settings. The most affected dose due to
the diet difference is the 100 µg dose, which has its average value reduced to half in the
LCD arm (∆G100), compared to the HCD. This reduction is not so abrupt in the 500 µg
dose, where there is an approximate reduction of 27% (∆G500). Also note that, although
several trials have demonstrated that small glucagon doses (i.e., 100 µg) are sufficient
to help recover from hypoglycemia (Haymond and Schreiner, 2001; Ranjan et al., 2016;
Haymond et al., 2017; Laugesen et al., 2022), said dose was ineffective in the LCD setting,
since 2 hours later to the administration of the dose (value at G500) glucose values are
below the hypoglycemia range (average of 55.36 mg/dl).

The relationship between glucagon administration and glycogen reserve depletion
has been a matter of study for years, and it remains under investigation. As reviewed in
Chapter 2, Bélanger et al. (2000) observed a depletion of glycogen reserves under repeated
glucagon doses separated by 30 minutes. The study was performed on rats with 20 µg/kg
doses. In Castle et al. (2015), eleven people with T1D participated in a trial where they were
administered eight glucagon doses separated by two-hour periods. The study reported a
slight, not statistically significant decrease in glycogen reserves. Their doses were 2 µg/kg,
with an average of 140 µg per dose. Compared to the previous study, in Castle’s trial,
glucagon doses were ten times smaller and were separated further apart (2 hours versus 30
minutes). In the study by Blauw et al. (2016c), glycogen reserves were not measured, but
the authors observed the effect of repeated glucagon doses on glucose. They administered
four glucagon doses between 110 and 440 µg, each of them separated by three hours.
The study reported a reduction of glucagon effectivity towards the second half of the trial.
The total amount of administered glucagon was higher than in Castle’s study (total dose
between 1300 and 1650 µg over 10 hours, versus 1125 µg over 16 hours).

The present study lies somewhere in between. The difference in the diet allows us
to observe the consequences of glycogen depletion on glucagon effect. However, given
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the small first dose administered and the sufficient 2-hour separation between doses,
there seems to be no further glycogen depletion due to the dose consecutivity. Hence,
the response of the 500 µg dose is not significantly bounded. Given the magnitude of
this second dose (which may have affected glycogen reserves), it would be interesting to
observe the possible consequences over a third latter dose.

This kind of physiological studies have the limitation that they are usually expensive
and hence only performed on small cohorts, as the case of this study, and do not allow
drawing generalizable conclusions.

Nonetheless, the results from this clinical trial provide a very interesting dataset
to evaluate different glucagon effect descriptions. The previous chapter validated the
receptors proposal against single doses of 100, 200, and 300 µg of glucagon. This new
dataset provides a broader range of doses (100 µg and 500 µg) under different settings
(LCD and HCD). Testing consecutive administration is important since internalization of
glucagon receptors could affect the dynamics of newly administered doses of glucagon.

6.2 Identification procedure

Contrary to the case with the dataset used in Chapter 5, no previous work had identified
the parameter values for the patients of this dataset. Hence, all the parameters had to be
identified. The only parameters assumed a priori were the body weight and the glucose
volume of distribution (V ). Unfortunately, no information was available about the patients’
actual weight. Hence, the value was fixed to the median weight reported in the clinical
trial data (75 kg, as reported in Table 1 in the Supplementary Material from Ranjan et al.
(2017)). On the other hand, the value of V was considered common to all patients, as in
the previous chapter, with a value of 160 ml/kg.

The first part of this section describes a series of preliminary approaches followed
to identify the parameters for the baseline model and why they were abandoned. The
following section presents the tuning and identification of insulin and glucagon PK param-
eters, and finally, the third subsection lays out the main identification procedures in this
validation. Three different identification strategies were used to adapt the fit of the models
to the present dataset and provide the best framework to evaluate their structures.
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6.2.1 Initial approaches

At first, we considered using plasma insulin and glucagon data directly as inputs to the
system (substituting the signals from equations (4.7c) and (4.8c), respectively). However,
due to the undersampling present in both signals (see Figure 6.2), this was not a viable
option.

Individual model parameters for this set of participants were unknown. However, the
pre-identified parameter values were available, providing information about the probable
distribution of their values: values identified in (Wendt et al., 2017b) for the base model
and the EGP-related parameters identified in the previous validations.

Looking to make the most out of the a priori parameter knowledge, a Bayesian-inspired
approach was considered, based on the work by Visentin et al. (2016). This approach was
based on constraining the parameter values so that they would stay close to the already-
identified average values. An additional term was added to the cost index. The proposal
from Visentin’s work was adapted so that a cost was associated with each estimated pa-
rameter, penalizing deviations from the average of the known parameters. This method
was also applied in Wilinska et al. (2005). The index, named Jpms was added to the cost
function, defined as:

Jpms(θ) =
1

σθ
· (θ̂ − µθ)

2

in which θ̂ was the estimated parameter value in a particular iteration of the optimization
process, andµθ andσθ were the average and standard deviation values previously recorded
for that parameter.

On the other hand, the model structure allows the identification of both PK subsys-
tems independently, with their corresponding plasma signal as the system’s output, using
Equations (4.7a) - (4.7c) for the insulin subsystem, and Equations (4.8a) - (4.8c) for the
glucagon subsystem. Hence, the first identification approach tried identifying PK parame-
ters for insulin and glucagon, adding a Bayesian constraint to the cost index. The RMSE
between the data and the simulation output was normalized to avoid issues derived from
magnitude discrepancies, yielding the following cost function:

JP =
2∑

v=1

En
v
C +

2∑
v=1

En
v
I +

p∑
i=1

Jpms(θ̂i)

whereEnC andEnI are the normalized error measurement of the plasma glucagon (C(t))
and the insulin (I(t)), respectively for visit v. The parameter values were common for
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both visits. The total contribution of the Jpms was equal to the sum of the cost associated
with each estimated parameter, where p is the total number of parameters.

The normalization of the error was first achieved by apply a logarithm function to the
RMSE value,

En = log(RMSEv)

however it was then modified to applying the RMSE to a normalized error value (ē),
obtained as:

ē =
e−min e

max e−min e
where e = ŷvi,P − yvi,P

Nevertheless, this approach did not provide adequate results. In a subsequent step, it
was decided to include information about the glucose performance so that all parameters
(PK and PD) were identified in the same optimization process. The cost index was modified
by adding the RMSE associated with the glucose (G):

JP =
2∑

v=1

En
v
G +

2∑
v=1

En
v
C +

2∑
v=1

En
v
I +

p∑
i=1

Jpms(θ̂i)

Given the poor performance of the results (none of the strategies provided adequate
fits to the data for the ten patients) and the uncertainty surrounding the plasma insulin and
glucagon signals, the process was re-oriented to focus on the PK subsystem only, working
on insulin and glucagon separately.

6.2.2 PK identification

This section will provide a deeper analysis of the insulin and glucagon data and the pro-
posed solutions to find suitable parameter sets for the PK submodels.

Insulin PK

An insulin bolus was administered to every patient on arrival at the clinic. However, as
mentioned in the first section of this chapter, sampling in the first part of plasma insulin data
is irregular and scarce. This makes the pharmacokinetics of insulin completely unknown
since only the “tail” of the bolus is captured (see Plasma Insulin in Figure 6.2). However,
that does not provide enough information to model insulin kinetics properly.
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At this point, several identifications had already been performed, and multiple pairs of
values for tmax andClF,I were available. Hence, the values used for the insulin PK model for
each patient were selected from the previous identifications. The performance of several
pairs of parameters on their respective patients was reviewed, and a series of parameter
pairs were selected.

Specifically, the parameters for patients 1, 3, 6, and 8 were obtained from an identi-
fication that fixed the glucagon PK model and optimized the parameters for the insulin
subsystem and the glucose regulation model without any Bayesian constraints. On the
other hand, parameters for patients 2, 4, 5, 7, 9, and 10 were selected from a PK-only op-
timization that used normalized RMSE values for insulin and glucagon, and it did not
consider the added weight of Jpms in the parameters either.

The resulting parameter values are summarized in 6.2, and the individual results
obtained per participant are listed in Table A.18. The overview of the plasma insulin signal
against the available data is presented in Figure 6.4, upper row, separated by visit.

Glucagon PK

Glucagon PK identification also posed a series of issues. Although not perceptible in the
general data overview, analyzing the individual datasets, there were differences in glucagon
PK in the same patients from visit to visit. See, for instance, data points (gray circles) for
Patient 8 in Figure 6.3. The measurement right after the 500 µg dose has a value of 2958
pg/ml in visit L and 1496 pg/ml in visit H. Seeing these differences, a single tuple of k2 −
ClF,C values was not sufficient to fit adequately the signal in both visits. These differences
may be caused by inadequate data sampling or measurement, or they may represent actual
differences. Unfortunately, it is not possible to discern a priori which might be the case.

In the clinical trial used in the previous chapter, the same authors found that plasma
glucagon concentrations were inversely correlated to weight. In this work, the weight of the
patients had to be set to a constant value since the individual data was not available. That
information might have helped to identify glucagon response since the phenomena caused
by weight differences would not have been described by the glucagon PK parameters.

Another issue is that the peak value of plasma glucagon for the 500 µg dose is not
captured. Blood samples were taken 30, 60, and 120 minutes after the second glucagon dose.
However, it takes GlucaGen 15 minutes to reach its peak concentration after administration
(Hövelmann et al., 2018). So, given the sampling times of the trial, there was no information
available on the actual dimensions of the glucagon peak. GlucaGen PK for a 500 µg
dose in Hovelmann’s study reached an average maximum concentration of 1100 pmol/l
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Figure 6.3: Glucagon PK parameters per-visit adjustment. Gray circles represent plasma glucagon
data points. Blue lines show the simulation results. Orange lines represent the simulation output
after the parameter tuning. Time in the x-axis starts on arrival at the clinic. Green triangles mark
the administration of the 100 µg and 500 µg doses.

(approximately 3828 pg/ml), and its half-life time was reached less than one hour after
the bolus administration. Observing the average value of the 30-minute-after data point
in Figure 6.2, around 1800 pg/ml on average, that value might correspond to the tail
of the signal. However, there is no certainty about how close that value is to the peak
concentration.

Glucagon PK data is not very reliable in this study because the sampling might give the
impression of the existence of some differences that are not there. However, as mentioned,
not enough tools are available to discern the data’s “real” values. Hence, we opted to try to
fit the simulation to the data.

In the previous chapter, it was observed how a single set of parameters in the glucagon
model might not correctly describe bigger glucagon doses (e.g., 300 µg). So, for this study,
the same issue becomes more accentuated with the introduction of the 500 µg dose. There
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might be a nonlinearity in glucagon PK that cannot be captured with the present glucagon
PK model. A proper description of the bigger dose pharmacokinetics would have posed
an excellent opportunity to try to explore this relationship. However, the aforementioned
limitations in sampling times turned this into a fruitless task.

Given that the sampling of the first dose was frequent enough, a glucagon-PK-only
identification was carried out that reduced the weight of the error corresponding to the
second dose to focus on obtaining an accurate description of the first dose. However, these
results had to be adjusted later on to adapt the parameters not only per visit but also per
dose, allowing to obtain results such as the ones presented in Figure 5.3 (orange lines
representing the adjusted fit). Table 6.2 lists a summary of the final k2 and ClF,C values.
The results of the average fit of the plasma glucagon simulation to the data are included in
the bottom row of Figure 6.4 for both visits L and H.

Parameter Value (mean ± SD) Units

tmax 73.5 ± 17.1 min
ClF,I 17.2 ± 7.8 ml/kg/min

k1 ·10−4 483 ± 140 min−1

k2L-100 ·10−2 17.39± 13.55 min−1

k2L-500 ·10−2 11.04± 7.77 min−1

k2H-100 ·10−2 19.06± 17.09 min−1

k2H-500 ·10−2 8.73± 5.27 min−1

ClF,C-100 91.11± 22.96 ml/kg/min
ClF,C L-500 57.37± 13.34 ml/kg/min
ClF,C H-500 66.32± 18.02 ml/kg/min

Table 6.2: Insulin and glucagon PK parameters summary for Validation 2. The values of k2 were
adjusted per visit (L or H) and per dose (100 or 500). ClF,C was kept the same for the first dose
regardless of the visit, but it was also adjusted for the 500 µg dose. Value of k1 was just identified
per patient.

6.2.3 Identification of EGP and baseline model

Once the PK subsystem had been defined, the next step consisted of identifying the
parameters corresponding to the glucose regulation subsystem of the base model and the
EGP-related parameters for the receptors model proposal and the three EGP comparators.

The identification procedure for this section was based on the method followed in the
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Figure 6.4: Plasma insulin (top row) and glucagon (bottom row) simulation results. Gray error
bars correspond to the mean and standard deviation of the data, and continuous colored lines
encase the mean and standard deviation of the simulation results. Graphs show the response from
t = 0 min to 240 min, which is the main period of interest of the study.

previous chapter. Since all EGP models share the same baseline model (comprised of the
glucose regulation, insulin PK, and glucagon PK subsystems), to avoid differences in the
baseline models confounding the effects of the EGP model, the baseline model is forced to
have the same parameters regardless of the EGP definition. This leads to an identification
process where all the parameters (for the baseline model and each EGP model) have to be
obtained in the same optimization.

In setting up the optimization process, parameter bounds had to be defined. For this
validation, the parameter bounds were expressed as a function of the previously identified
average parameter values (µθ̂), either from Wendt’s identified values for the base model,
or from the previous validation for the EGP-specific parameters.
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θ̂u = (1 + α) · µθ̂

θ̂l = (1− β) · µθ̂

Values ofα andβ were defined between 0 and 1 and were often equal in this validation.

Due to the often observed variability in the patients’ insulin sensitivity, related param-
eters (ST and SD) were identified for each visit to the clinic (LCD or HCD). In contrast to
the previous validation,Q20 was no longer identified but calculated based on the other
states’ initial values. With this, two parameters were removed from the parameter vector to
identify. Also, since the glucose-regulation parameters also have to be identified, there are
sufficient degrees of freedom to adapt to the initial conditions of the data without having
to identify the initial conditions themselves.

Hence, the list of parameters to be identified from the baseline model becomes:

θ1P = {Sv
T , S

v
D, F01, k12, ka1, ka2, ka3}

P = 1, 2, ..., 10; v = LCD, HCD

As in the previous validations, a different identification is carried out for each patient
(P ). Note that the superscript v refers to the visit for which the parameter has been
individualized. The parameters without this superscript are common to both visits.

Next, the parameters to identify for each EGP definition are described, starting with
the receptors proposal.

At this point, a global parameter sensitivity analysis was performed, using the AMIGO-
2 Matlab toolbox, to study whether another rate parameter would be more influential on
glucose instead of the activation rate,kon. The values ofkon,koff,krec andkin (see Section 4.3)
were included in the analysis. The sensitivity analysis returned that the most sensitive
parameters were krec, koff, kin and kon, in that order. Consequently, some identifications
were carried out substituting kon by krec, but the fits of the model to the glucose signal
worsened significantly; hence, the change was reverted.

Consequently, the parameters to identify in the receptors model become:

θ2P = {EGP0, SI , kon,Kr, Vr} , P = 1, 2, ..., 10

For the DTU model:

θ3P = {GGNG, SE , Emax, CE50} , P = 1, 2, ..., 10
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For the McGill model:

θ4P =
{
Gng, S, T,KGd, TGd

}
, P = 1, 2, ..., 10

And finally the OHSU EGP model:

θ5P = {EGP0, Sf , kg3, kd, kc} , P = 1, 2, ..., 10

The resulting parameter vector contains a total of 28 parameters:

ΘP = {θv1P , θ2P , θ3P , θ4P , θ5P }

Method A

Having defined the set of parameters to identify, the combination of the baseline model
plus each EGP model (m) is used to simulate both visits (L and H). Then, the optimization
cost index (JP ) is computed as the average of the total RMSE of each simulation:

JP =
1

4

4∑
m=1

(
RMSEL

m +RMSEH
m

)
(6.2)

For this validation, the optimization was carried out in MATLAB R2022a, using the
fmincon function for the parameter optimization. The identification for each patient was
repeated ten times, with a different initial point each time, to reduce the risk of finding a
local solution. Initial points were drawn from Latin hypercube sampling.

Figure 6.9, left plot, summarizes the RMSE results obtained with each model using
Method A. Each boxplot represents the average RMSE obtained across all 20 datasets (10
patients, two visits each). Figure 6.5 shows some sample results for Patient 3 in visits L
and H.

The primary takeaway from the results is that the average error obtained with the
receptors model is lower than the other EGP definitions. However, this difference is mainly
due to discrepancies in the first part of the data, as observed in Figure 6.10 (from the start
time of the study, when the insulin bolus was administered until the administration of the
first glucagon dose). During this phase, the only role of EGP models is the contribution of
basal EGP, which will depend on the identified parameters. This taints the interpretation
of the results since the optimizer tends to fit glucagon doses to the detriment of an accurate
basal EGP to avoid overall larger errors. In the absence of glucagon infusion, the basal
EGP value should be independent of the EGP model used, which is the same criteria that
was applied in the previous validation.
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Figure 6.5: Patient 3 results for identification method A. Gray points represent the glucose data
points. Continuous lines represent the simulations of the baseline model plus the DTU EGP (blue
line), the McGill EGP (orange line), the OHSU EGP (yellow line), and the receptors EGP (purple
line); for visit L (left), and visit H (right).

Method B

Using the same parameters in the baseline model was insufficient to eliminate the errors
between models in Period 1 (i.e., before the first glucagon dose, see Figure 6.1). Hence, a
second approach to the identification was followed, in which the error in this period is
penalized more than the others. With this, the error calculation, ev in Equation (4.14), is
redefined as:

ev =

{
ω · (ŷvi,P − yvi,P), if t ≤ t100

(ŷvi,P − yvi,P) if t > t100
(6.3)

The value of ω was set to 10, and t100 refers to the time of the first glucagon dose. The
results for this identification are labeled as Method B.

The overall RMSE results obtained with this method can be found in Figure 6.9, center
plot. Overall, RMSE values have increased, which makes sense considering the optimizer
does not provide the best average result, but it is obliged to improve the fit in the first part.
However, that allows for highlighting the differences between the models in the second
part, where the glucagon doses are administered. Figure 6.6 shows results for Patient 3
results in visits L and H. In contrast to the results presented with the previous method,
there is an improvement in the models fit to the first period of the data.

It becomes relevant now to see how the different models behave after the glucagon
doses. For instance, DTU and the receptors proposal are able to fit both glucagon doses
adequately. However, the McGill and OHSU models sacrifice the fit of the first data to fit
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Figure 6.6: Patient 3 results for identification method B. Gray points represent the glucose data
points. Continuous lines represent the simulations of the baseline model plus the DTU EGP (blue
line), the McGill EGP (orange line), the OHSU EGP (yellow line), and the receptors EGP (purple
line); for visit L (left), and visit H (right).

the second (because it is the option that provides the lowest RMSE since they cannot fit
both simultaneously). In addition, as it was mentioned during the data analysis in Section
6.1, glucose behaves differently depending on the diet. Here, even the models that provide
the best fit in visit L present an error increase in visit H since the behavior of glucose has
changed. This motivated the definition of the last validation method.

Method C

The main characteristic of this dataset is the difference in glucose response to glucagon
caused by the diet. Methods A and B aimed to fit every situation (LCD and HCD) with
the same glucagon model. However, the results show that the RMSE values for the HCD
are always higher than for the LCD (see Figure 6.10). The difference in diets is not de-
scribed in any of the models, so one of the visits is favored to the detriment of the other
in the identifications. The last optimization carried out in this work tries to describe this
difference in diet, optimizing a variable gain in each of the EGP models per visit.

In order to select the parameters, a global parameter sensitivity analysis was performed
on each EGP model, using the Matlab toolbox AMIGO2, as described in Section 4.4.2.
The combination of the baseline model plus each EGP model was analyzed individually,
and the parameters included in the analysis were the corresponding parameters of each
EGP definition only. A total of 105 samples (nlhs, in Equation (4.18)) were considered. A
constraint was introduced in the simulations to discard the experiment if glucose reached
values under 32.5 mg/dl or above 450 mg/dl. This way, the software discarded the parame-
ter combinations that resulted in non-physiological results for the given inputs: 100 and
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Figure 6.7: Parameter sensitivity analysis results for each EGP model.

500 µg of glucagon.

Figure 6.7 presents the results of the parameter sensitivity analysis, plotting the relative
value of δmsqr

θp
(4.18). Parameters are sorted from left to right from most to least influential

on the glucose result, according to the relative mean square sensitivity measure (MSQRT).
Color codes correspond to these output-related sensitivity intervals: green bars correspond
to the most sensitive values, followed by blue bars, and red bars represent parameters
with a low sensitivity index. Some parameters’ bars might not be visible if the relative
sensitivity was too small. The parameters with the highest value of δmsqr

θp
were the ones

selected to be tailored per visit. The only exception was the parameter for the McGill
EGP. According to the sensitivity analysis, the candidate was Gng (see Equation (4.12a)
and Table 4.4). However, this parameter represents a constant contribution to EGP from
gluconeogenesis as an offset in the EGP (t) equation. It was decided to use the parameter
T instead since it presents a similar relative δmsqr

θp
value (i.e., the magnitude of its influence

is comparable toGng). Also, parameterT may have a more significant influence on glucose
shape since it represents glucagon sensitivity and is found both in EGP (t) (4.12a) and
EGPG(t) (4.12b) equations as a multiplying factor.

With the conclusions of this analysis, the selected parameters were: Vr for the receptors
model,Emax for the DTU model,T for the McGill model, andEGP0 for the OHSU model.
Results are labeled as Method C.
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Figure 6.8: Patient 3 and Patient 4 results for identification method C. Gray points represent
the glucose data points. Continuous lines represent the simulations of the baseline model plus
the DTU EGP (blue line), the McGill EGP (orange line), the OHSU EGP (yellow line), and the
receptors EGP (purple line); for visit L (left column), and visit H (right column).

Figure 6.8 shows the simulation results generated with Method C’s identification for
patients 3 and 4 in both visits L and H. The improvement introduced in the receptors
and DTU model in visit H is readily appreciated since now the models are able to fit both
glucagon doses. Likewise, patient 4 has a differentiated glucose response in each visit that
is well described with this parameter change. However, McGill and OHSU EGP models
are still not able to fit both glucagon doses.

Boxplots in Figure 6.9, right plot, summarize the RMSE obtained with this method.
Since the constraint to improve the fit in Period 1 is still present, average RMSE results are
higher than those obtained with Method A, similar to those in Method B. Nevertheless,
the receptors proposal still provides the most accurate fit to the data.

6.3 Validation 2 results

Table 6.3 summarizes the identified parameter values in this validation for each EGP
model. Each column corresponds to the specific method. In the third column, a different
value was identified for visit L and H for some parameters, indicated by the corresponding
label at their right. Table 6.4 presents the same information for the parameters belonging
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Model Parameters Method A Method B Method C

Receptors kon ·10−6 6.43± 6.32 22.15± 18.45 22.81± 17.13

Vr
75.40± 26.18 74.70± 54.25 66.61± 49.08 L

107.25± 89.33 H
Kr ·10−3 11.71± 7.53 64.84± 88.88 73.52± 93.99
SI ·10−3 33.87± 32.94 20.08± 14.96 15.16± 9.99
EGP0 9.40± 2.68 12.88± 2.42 13.43± 2.10

DTU
Emax

67.02± 13.06 54.92± 35.12 45.08± 13.50 L
66.63± 39.64 H

CE50 920.3 ± 335.2 460.2 ± 374.3 561.4 ± 507.3
SE ·10−4 127.5 ± 115.7 190.7 ± 138.9 246.8 ± 103.6
GGNG 6.09± 3.42 9.44± 3.06 10.12± 3.06

McGill
T ·10−2 2.87± 0.54 4.74± 7.38 3.47± 2.85 L

7.93± 8.98 H
KGd 0.70± 1.99 0.06± 0.09 0.11± 0.24
TGd ·10−2 31.89± 21.56 35.48± 40.14 48.10± 40.18
S ·10−3 19.27± 11.56 22.58± 22.19 42.18± 17.23
Gng 8.88± 2.99 10.93± 3.06 11.68± 3.18

OHSU kg3 ·10−6 10.26± 0.15 9.17± 0.20 9.09± 0.14
kd 0.47± 0.20 0.92± 0.61 0.98± 0.58
kc ·10−3 1.05± 0.38 1.29± 1.02 1.24± 0.86
Sf ·10−6 41.63± 33.13 111.76± 53.51 103.31± 54.43

EGP0
8.86± 3.03 11.04± 3.11 11.84± 3.16 L

11.98± 3.36 H

Table 6.3: Validation 2 EGP parameter values summary for the three identification methods
presented in this chapter (A, B, C). Values are expressed as mean ± standard deviation. Parameters
Vr ,Emax,T , and EGP0 were adjusted per visit (L, H) in method C.

to the baseline model.

As mentioned thorough the previous section, Figure 6.9 shows an overview of the
RMSE of each model for identification of Method A (left), Method B (center), and Method
C (right).

Table 6.5 presents the mean and standard deviation of the overall RMSE values
obtained with the corresponding identification method in this validation. A statistical
analysis was carried out in R (version 4.1.3) to analyze the differences between the results
obtained with the receptors model and the comparators. After applying normality tests to
ensure the data distributions were normal (Kolmogorov-Smirnov test), paired t-tests were
performed comparing each pair of results. Of note, the RMSE difference in the overall
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Parameters Method A Method B Method C

F01 11.5 ± 3.0 7.9 ± 3.2 8.3 ± 3.5
k12 ·10−4 242 ± 111 447 ± 207 595 ± 1
ka1 ·10−4 21 ± 19 55 ± 23 53 ± 21
ka2 ·10−4 474 ± 223 492 ± 306 503 ± 322
ka3 ·10−4 95 ± 103 150 ± 145 111 ± 146

ST ·10−4 79.66± 34.79 71.47± 48.16 44.77± 27.08 L
36.13± 32.31 16.26± 11.54 26.95± 25.42 H

SD ·10−4 3.72± 3.98 16.67± 17.21 556.45± 1645.27 L
424.12± 1326.52 507.92± 1379.81 550.68± 1478.12 H

Table 6.4: Validation 2 base model parameter values summary for the three identification methods
presented in this chapter (A, B, C). Values are expressed as mean ± standard deviation. Parameters
ST and SD were adjusted per visit (L, H).

results of each method is statistically significant in every case according to the p-value
results. The significance of the difference between the results obtained with the receptors
proposal and the EGP comparators is further reinforced by Cohen’s d values greater than
0.8 in the overall results obtained with the three methods.

A similar analysis is presented in Table 6.6, where the analysis is applied to the RMSE
values separated per visit and method. These results allow for observing how the main
contributions of the receptors are related to the HCD, where the effect of glucagon is more
pronounced. This agrees with the conclusions gathered in Validation 1 that the receptors
proposal provides better results for bigger glucagon doses. Likewise, the RMSE differences
in visits L are less notable. As observed in the overall results, the DTU EGP performance
is similar to the receptors EGP, although the latter achieves the lowest RMSE in every
evaluation of this validation.

The analysis is extended in Figure 6.10, which differentiates the results per visit but
also considers the three time periods given by the data (see Figure 6.1):

– Period 1: from the start of the trial to the administration of the first glucagon dose
(100µg), where only the insulin effect is significant, and EGP contribution is limited
to its basal value.

– Period 2: from the administration of the first glucagon dose to the second (500 µg).

– Period 3: from the second glucagon dose to the end of the visit.
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Figure 6.9: Boxplots of overall RMSE obtained in Validation 2 for each identification method.

Method Model Comparators RMSE Receptors RMSE t p Cohen’s d

A
DTU 9.79± 1.43 3.59 0.006* 1.13
McGill 11.48± 2.98 8.82± 1.29 3.73 0.005* 1.18
OHSU 12.11± 3.67 3.65 0.005* 1.15

B
DTU 14.43± 5.12 2.57 0.030* 0.81
McGill 18.72± 5.58 12.44± 5.75 3.26 0.010* 1.03
OHSU 19.17± 5.82 3.37 0.008* 1.07

C
DTU 12.27± 1.76 2.95 0.016* 0.93
McGill 16.64± 5.73 9.95± 2.63 3.37 0.008* 1.06
OHSU 19.38± 6.25 4.98 <0.001* 1.57

Table 6.5: Comparison of overall RMSE for each model and identification method, considering
the average RMSE in visits L and H during all the experiment time. The symbol * indicates a
p-value lower than 0.05.

Some general conclusions can be drawn from Figure 6.10, in accordance with the
observations made until now: (a) The mean RMSE values are lower in the LCD identifica-
tion than in the HCD; (b) In the LCD, the error values for the smaller dose (Period 2) are
similar to those for the second dose (Period 3), but in the HCD, the difference between
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Method Visit Model Comparators RMSE Receptors RMSE t p Cohen’s d

A

DTU 8.38± 2.37 2.19 0.056 0.69
L McGill 9.39± 3.58 7.59± 1.88 2.44 0.037* 0.77

OHSU 9.73± 4.53 1.97 0.081 0.62

DTU 11.20± 2.36 2.50 0.034* 0.79
H McGill 13.57± 4.56 10.05± 2.54 3.86 0.004* 1.22

OHSU 14.50± 4.92 4.77 0.001* 1.51

B

DTU 13.81± 7.27 1.62 0.139 0.51
L McGill 15.21± 8.20 12.52± 6.84 1.00 0.341 0.32

OHSU 15.20± 8.32 0.92 0.383 0.29

DTU 15.04± 4.27 1.54 0.158 0.49
H McGill 22.22± 5.48 12.36± 5.56 4.47 0.002* 1.41

OHSU 23.13± 5.76 5.06 <0.001* 1.60

C

DTU 11.09± 3.13 2.19 0.056 0.69
L McGill 12.90± 8.02 9.14± 2.70 1.30 0.225 0.41

OHSU 15.27± 8.81 2.11 0.064 0.67

DTU 13.45± 3.40 1.56 0.154 0.49
H McGill 20.38± 6.76 10.76± 4.65 4.03 0.003* 1.27

OHSU 23.48± 6.13 6.85 <0.001* 2.16

Table 6.6: Comparison of RMSE for each model and identification method, considering the
average RMSE in visits L and H separated by visits. The symbol * indicates a p-value lower than
0.05.

errors in periods 2 and 3 is larger; (c) The receptors model provides the lowest mean values
in each studied situation, regardless of the identification method used.

6.4 Discussion

The results obtained in this chapter reassure the conclusion that using the receptors model
structure can contribute to providing a more accurate description of the glucagon effect over
glucose. The introduction of a larger glucagon dose, even if the settings were challenging
(different diet compositions in each trial arm), has made the potential contributions of the
receptors model more apparent compared to the previous validation.

Indeed, the final analysis of overall results obtained in Validation 1 concluded that the
receptors EGP provided a statistically significant difference compared to the McGill and
OHSU EGP models (see Total results in Table 5.8).

153



6.4. Discussion

V
is

it 
L

V
is

it 
H

Period 1 Period 2 Period 3 Overall

D
T

U
M

cG
ill

O
H

S
U

R
ec

ep
to

rs
D

T
U

M
cG

ill
O

H
S

U
R

ec
ep

to
rs

510152025 10203040 10203040 102030

M
et

ho
d 

A
M

et
ho

d 
B

M
et

ho
d 

C

RMSE (mg/dl)

M
od

el

Figure 6.10: General RMSE comparison between Method A (blue boxes), Method B (orange
boxes), and Method C (green boxes). Rows represent the considered period times. Columns
represent the visits. The “Overall” column considers the total time of each visit.
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However, in this validation, a statistically significant difference with all the comparators
is observed favoring the receptors results regardless of the identification method used.

Method A Looking at results for Method A in Table 6.5, the mean values obtained
with the receptors model are lower across all periods. However, the largest differences
correspond to the first part (Figure 6.10, Period 1), whose absolute error values are higher
than periods 2 and 3.

Focusing on periods 2 and 3, all models behave similarly, with close average RMSE
values. This shows that, in general, the optimization tried to reduce possible errors in these
periods by sacrificing the fit in the first part. This justifies weighting the first part of the
data as proposed in Methods B and C.

Method B The results show that overall errors with the receptors model are lower
compared with the rest (Method B, Table 6.5). The most noticeable fact from these results
is that the overall RMSE has increased for all the models. This optimization strategy
ensures a more accurate fit for the first part of the data. As shown in Figure 6.10, the RMSE
for Period 1 has been notoriously reduced compared to Method A. However, this acted to
the detriment of periods 2 and 3.

This situation emphasizes the capabilities of each EGP model in describing the glu-
cagon effect. For instance, the OHSU and McGill models misfit the second part (when
glucagon is active) if they are forced to fit the first part, meaning that their structure cannot
adequately describe the observed glucagon behavior.

Method C The main feature of this optimization method was tailoring a parameter to
try to capture the differences introduced by the variation of the carbohydrate content in
the patients’ diet.

The aim of Method C was to attenuate the differences in error between visits L and H.
Overall, mean values of RMSE are reduced when incorporating a variable parameter in
each EGP model, except for the OHSU model (see Method C in Table 6.5).

This shows that differences in diet could be explained by an associated gain change
in the EGP model only in some specific model structures (e.g., the receptors or the DTU
approach). However, a better representation of the dynamics might involve some nonlinear
relationships (i.e., the behavior of glucose response is fairly similar in Period 2 both in visit
L and H but presents a more acute response in the HCD case).
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Figure 6.11: Parameter variation in absolute value between the identification of visit L and visit H
in Method C.

Percent parameter changes between diets (Method C)

Patient 1 2 3 4 5 6 7 8 9 10

Vr 73.0 −11.3 44.0 13.1 605.4 38.3 30.9 −37.1 168.8 −10.6
Emax 94.8 −4.3 23.5 8.0 220.5 27.3 7.5 −29.2 139.7 1.7
T 173.1 −5.0 19.6 −12.7 954.0 108.2 63.7 6.4 139.1 62.4
EGP0 −6.0 −4.0 −1.6 −2.9 10.4 0.3 9.6 −7.3 14.9 −0.6

Table 6.7: Percent parameter changes between diets in identification Method C. Values represent
the percent relative change of the EGP parameters from L to H parameters.

Table 6.7 summarizes the relative change of the parameters from visit L to H. Figure
6.11 illustrates these parameter values variations graphically. Most parameters increased
their value to adapt to the greater glucagon doses. However, almost one-third of them (13
out of 40) decreased their values, albeit in a more reduced proportion with respect to the
percentage magnitudes observed in the increases. An increase in their values was expected
since the selected values will directly affect glucose values, which will increase in the HCD
setting.

The values of the OHSU EGP are the ones that experiment the smallest changes,
which would explain why its fit did not improve even with the parameter change, resulting
in the lowest performance in the results of Method C. There might be some issues in the
design of the identification procedure. Nevertheless, neither of the processes used in these
chapters favored one model over the others.

Certainly, attempting to describe diet peculiarities with a single parameter in the EGP
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definition is just an approximation to test whether this approach would improve the fit in
any way. To properly capture this kind of influence on physiology, a meal model would be
needed, as well as defining a relationship between meal content and the glucagon effect
model parameters. However, this proof-of-concept may serve as a baseline in future works.

6.5 Conclusion

This chapter has presented a second validation of the EGP definition based on glucagon
receptor dynamics. The dataset used for evaluation included consecutive doses of 100 and
500 µg in two different settings: LCD and HCD. Three identification methods are used
to identify the proposed model parameters and compare its performance to three EGP
models from the literature. The proposed EGP and the comparators share the parameters
of the PK/PD model used as the baseline.

Results show how the proposed EGP model outperforms the comparators, provid-
ing a lower RMSE, hence performing an appropriate description of glycogenolysis and
gluconeogenesis since the model describes glucose dynamics observed in clinical data.
The previous chapter showed a tendency of the proposal to improve the fit in higher
glucagon doses (300 µg), which is further differentiated in this validation with the 500 µg
doses. This validation did not allow for validating insulin-glucagon interactions since the
available data did not describe this effect.

The proposed model offers the possibility of incorporating a not-too-complex, more
physiologically accurate description of glucagon into the current T1D simulators. It is,
however, more complex than other proposals from the literature that achieve a similar
performance level (e.g., the DTU EGP model). Nevertheless, the proposed EGP introduces
new dynamics that have shown significant improvements in describing clinical data.
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Pramlintide
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Chapter 7

Pramlintide model

This chapter lays the ground for developing a pramlintide PK/PD model. The first
part describes amylin physiology and its receptors. Then, different hypotheses for
model structures are laid out, depending on the model stage (intravenous PK, subcu-
taneous PK, and PD). Finally, the validation methods are presented, including the
identification methodology and the assessment metrics.

7.1 Introduction

As presented in Chapter 2, pramlintide is an amylin analog that has allowed to administer
amylin externally to counter its absence in people with T1D (Lutz, 2022). Several clinical
trials have proved pramlintide’s efficacy in reducing postprandial excursions, thus easing
glucose control (Kong et al., 1997; Kolterman et al., 1996; Hinshaw et al., 2016). Pramlintide
has also been tested in CL trials administered with a fixed ratio with respect to insulin,
emulating an insulin-pramlintide co-formulation (Haidar et al., 2020; Tsoukas et al., 2021b).
Its main advantage is that it removes the need to provide the algorithm with accurate
estimations of the amount of ingested carbohydrates each meal. However, pramlintide
dosing is sometimes accompanied by adverse effects such as nausea or vomiting, especially
during the first weeks of treatment (Edelman et al., 2007). Hence, new control algorithms
need to be investigated to minimize pramlintide infusion and avoid potential side effects.
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Simulators describing pramlintide and its effect on glucose are essential in validating
control strategies in a pre-clinical phase. However, there is a lack of simulators that include
pramlintide and provide a set of PK/PD relations, as exposed in Chapter 3.

With the goal of proposing a pramlintide PK/PD model for T1D, this chapter presents
an overview of the physiology surrounding amylin and its receptors. Then, Section 7.3
describes the different model structures considered for the PK/PD model proposal, and
Section 7.4 presents the methodology and tools that will be used for the validation of the
model in the next chapter.

7.2 Amylin physiology

Amylin is a hormone segregated by β-cells in the pancreas, alongside insulin. Its functions
include energy expenditure management, inhibition of glucagon secretion, inducing sa-
tiation, and slowing down gastric emptying, as presented in Section 2.1. Amylin works
in coordination with insulin to regulate glucose after a meal: insulin reduces the amount
of glucose in the blood, whereas amylin slows down gastric emptying, hence delaying
the appearance of glucose in plasma. This prevents blood glucose from staying in hyper-
glycemia for long periods of time. Both hormones are usually co-secreted in a ratio of
approximately 15:1 (insulin:amylin) (Hay et al., 2015). Of note, in healthy people, fasting
plasma amylin concentrations are in the range of 4 - 8 pmol/l and between 15 - 25 pmol/l
in the postprandial state (Nyholm et al., 2001).

Amylin physiology is understudied in many aspects, and many of its behaviors have
only been studied on animal models. This section summarizes some of the most relevant
knowledge gathered on the matter.

Similar to glucagon, amylin action is mediated by amylin receptors. These receptors
also belong to the family of G protein-coupled receptors (GPCRs). However, there is not a
unique amylin receptor gene. Furthermore, investigation of amylin binding sites showed
an overlap with calcitonin1 binding sites (Hay et al., 2015). As it turns out, the functional
amylin receptor is actually composed of a calcitonin receptor (CTR) that has been coupled
with receptor activity modifying proteins (RAMPs), that enhance the binding capabilities
of the receptors (Woods et al., 2006). The prototypical amylin receptor results from the
interaction of RAMP1, RAMP2, or RAMP3 with the CTR (Hay et al., 2018).

The characterization of the amylin receptor is complex since there exist three types
1Calcitonin is a hormone secreted in C-cells in the thyroid that helps calcium homeostasis by decreasing

calcium levels.
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of RAMPs and several subtypes of the CTR. Hence, there are multiple possible amylin
receptor subtypes with distinctive pharmacology, signaling, and regulation profiles (Hay
et al., 2015). Most studies of amylin receptor signaling derive from transfected model
cellular studies. However, mixed populations of free and RAMP-complexed calcitonin
receptors may be activated simultaneously by amylin (depending on the concentration).
Thus, it is not possible so far to know the exact receptor that triggers the activation of a
particular signaling pathway. Gluconeogenesis and glycogenolysis pathways in the liver
have been thoroughly studied, but this is not the case with amylin signaling, given the
significant increase in system complexity. Hence, more extensive research is needed to
narrow down which intracellular signals are triggered by amylin and which of them are
sufficient to mediate amylin’s effect.

Even if amylin receptors belong to the family of GPCRs, they share few distinctive
features with other receptors, such as glucagon receptors. In the manner of glucagon
GPCRs, amylin can stimulate intracellular cAMP and CREB production (see Table 4.1) by
binding to its receptors. However, the regulation of amylin receptor subtypes has not been
studied. Although CTR regulation processes have been studied more, and it is tempting to
infer that amylin receptors could behave similarly, RAMPs are known to alter the receptor
fate in terms of regulation. Hence, it cannot be assumed that their behavior will be similar
even though their “core” is the same (Hay et al., 2015). Indeed, the work by Gingell et al.
(2020) showed that amylin receptors undergo very little internalization compared to
CTR. As mentioned in Section 4.2, glucagon receptors may experience degradation when
exposed to high concentrations of the hormone for long periods of time. However, studies
of continuous infusion of amylin in rats for 3-7 days still showed an evident responsiveness
to amylin, hinting at a maintained effect even under the effect of prolonged circulating
amylin levels (Young, 2005).

Amylin and CTR receptors are mainly located in distinct parts of the brain, such
as the area postrema, the nucleus accumbens, and the hypothalamus (Hay et al., 2015).
The main characteristic of the area postrema is that it is directly exposed to glucose and
glucose-regulatory peptides in plasma due to the lack of a blood-brain barrier. In fact, in
this area, there is an overlap of glucose-sensing and amylin receptor-expressing neurons
(Weyer et al., 2001).

On the other hand, some amylin binding sites have been detected in pancreatic β-
cells, which could indicate how amylin is able to inhibit its own and insulin secretion. In
contrast, no amylin receptors have been found in α-cells or the stomach (Samsom et al.,
2000), further confirming the fact that amylin acts as a neuroendocrine hormone that takes
action via a central pathway.
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The mediation of the central nervous system in amylin’s effect had already been
studied in rats, where the studies concluded that (1) amylin does not affect motility of
gastric funds ex vivo, (2) an intact vagus nerve is necessary for amylin to be effective,
(3) the effectiveness of amylin to inhibit gastric emptying depends upon the intracranial
location of injection, (4) ablation of the area postrema nullifies amylin effect, and (5) there
is a high density of amylin receptors in the area postrema. More details about the specific
experiments in each case can be found in Young (2005).

The major brain site regulating gastric motility is the dorsal vagal complex of the brain
stem, which is composed of the nucleus tractus solitarius (NTS), dorsal motor nucleus of
the vagus (DMV), and area postrema (Young, 2005). Altogether, the dorsal vagal complex
receives many signals from cardiovascular, respiratory, and gastrointestinal receptors
and modulates numerous autonomic functions (Bauer et al., 2005). Amylin appears to
directly activate neurons in the area postrema, which is indeed one of the key actuators in
gastric motility and amylin’s satiation effect (Hay et al., 2015). In fact, the area postrema
contains the highest density of amylin-binding receptors. This area of the brain receives
different stimuli through the nerves and generates vagal responses that originate in the
DMV (Weyer et al., 2001).

Gastric motility is controlled predominantly by the vagus nerve (Horowitz et al., 2004).
From the DMV there are efferent projections to the stomach, which modulate the activity
of muscle cells through activation of motor neurones. This circuit has been called a vago-
vagal reflex. Gastric flow is the product of pressure increases in certain areas that cause
contractions, modulating the flow through the pylorus.

In summary, amylin receptor mechanisms are unknown, and their real behavior may
be masked by its core component, calcitonin receptors. Also, there seem to be many
different subtypes of receptors (depending on the CTR core and depending on the RAMP).
Hence, the modeling approach cannot focus on amylin receptors since there are numerous
information gaps.

Moreover, in the current simulators, there is no model of neurological signals, making
the direct translation of the amylin effect very complex. Instead, it is possible to act over
functional descriptions of the modulation on gastric emptying described in meal models,
which is the end goal of amylin action. Hence, the pramlintide model definition will be
based on proposing structure hypothesis inspired by PK/PD models in the literature and
selecting the one providing the best fitting.
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7.3 Proposed model structures

This work aims to describe both the PK and PD behavior of pramlintide. The first part
of the work will focus on describing the drug’s appearance in plasma after subcutaneous
administration. On the other hand, the PD subsystem will modulate gastric emptying as
a function of plasma pramlintide concentration since, as described in Section 2.2.2, the
pramlintide effect is dose-dependent. Although pramlintide administration has chronic
effects, reducing body adiposity and increasing energy expenditure (Boyle et al., 2022),
this work will aim to cover the description of gastric emptying only.

More detail will be given on the datasets used for validation in the next chapter, but
since we had no access to complete clinical datasets, a literature search was conducted in
order to gather average data from published works. The development of the model was
based on the available datasets, so three differentiated stages were defined:

1. Intravenous pharmacokinetics, which describes how pramlintide appears in plasma
after an intravenous input.

2. Subcutaneous pharmacokinetics, that defines pramlintide appearance in plasma
from a subcutaneous input and will integrate intravenous PK as a submodel.

3. Pharmacodynamics, which describes the effect of plasma concentration of pramlin-
tide on gastric emptying.

Given that there was availability of PK intravenous data, it was decided to add it as
a complementary stage to the description of PK, to be combined with the subcutaneous
stage.

The modeling approach consisted of proposing several model structures based on
commonly observed structures in the literature. The process of selecting and combining
the candidate structures will be explained in the next chapter. This section presents the
base ground of the model composition, listing all the considered model structures.

The structures selected for each stage will be interconnected in the progression shown
in Figure 7.1, whereUsc(t) represents the input of subcutaneous pramlintide to the system.
P (t) is the plasma concentration that is measured in the intravenous PK block. Said
magnitude is later translated to the PD model, where the gastric emptying is modulated.
This model is integrated with a meal model chosen from the literature and will be described
in the following subsections.
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SC PK IV PK PD
Meal
model

Figure 7.1: Pramlintide modeling summary.

The procedure followed in this section starts with the description of intravenous PK.
Since the available data are plasma measurements, the proposal for intravenous kinetics
should be defined before the subcutaneous kinetics are analyzed. Hence, the following
subsections will present the candidate structures considered for intravenous PK, subcuta-
neous PK, and PD in that order. The letters IV and SC are used throughout the chapter as
abbreviations for intravenous and subcutaneous, respectively.

7.3.1 Intravenous pharmacokinetics model

Intravenous PK describes plasma pramlintide behavior after a pramlintide input is ad-
ministered directly into plasma. Said input could either be an intravenous injection or the
amount of pramlintide coming from the subcutaneous compartments, as it will be later in
our case.

A relevant precedent of intravenous PK model in the literature is the one presented
by Clodi et al. (1998) (see Section 3.4). This model comprised a chain of three compart-
ments and was validated using plasma pramlintide clinical data. Clodi’s model is used in
Ramkissoon et al. (2014), with the same parameters used in the original work.

IV structure 1 The first hypothesis (labeled 1) is based upon Clodi’s model, following
the same model structure. Originally, the system was determined to have as many com-
partments as exponentials were needed to fit the data. The system is composed by three
compartments (P1(t),P2(t), andP3(t)). The input pramlintide (Up(t)) enters the system
through P1, which is where the plasma measurements are taken (P (t)).
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Ṗ1(t) = Up(t)− (kpe + kp12) · P1(t) + kp21 · P2(t) (7.1a)

Ṗ2(t) = kp12 · P1(t)− (kp21 − kp23) · P2(t) + kp32 · P3(t) (7.1b)

Ṗ3(t) = kp23 · P2(t)− kp32 · P3(t) (7.1c)

A series of transfer rates (kij , where i is the origin compartment and j is the destination)
describe the transfer of material from one compartment to another in the system. Although
the original paper already provides values for the transfer rates between compartments,
they will be re-identified because the original dataset belonged to data from people without
T1D. The rate ke represents the pramlintide clearance rate.

IV structure 2 The above proposal is simplified to include two compartments only. The
pramlintide degradation in plasma may not require three compartments, and a simpler
solution may suffice.

Ṗ1(t) = Up(t)− (kpe + kp12) · P1(t) + kp21 · P2(t) (7.2a)

Ṗ2(t) = kp12 · P1(t)− kp21 · P2(t) (7.2b)

167



7.3. Proposed model structures

IV structure 3 Similar to other proposals in the literature for insulin kinetics (such
as Wilinska et al. (2010) or Kanderian et al. (2012)), only one compartment is used for
describing pramlintide PK intravenously.

Ṗ1(t) = Up(t)− kpe · P1(t) (7.3)

Some other options were also considered, as add-ons to the previously described
structures, that do not modify the base structures of the model.

IV structure A This structure contemplates the addition of a compartment (P0(t)) prior
to P1(t), representing a delay in the displacement of pramlintide either from the site of
injection or from the subcutaneous stage.

Ṗ0(t) = Up(t)− kp01 · P0(t) (7.4a)

Ṗ1(t) = kp01 · P0(t)− (...) (7.4b)

Model 1,
model 2, 

or model 3

Equation (7.4b) is left incomplete since the definition of Ṗ1(t) will depend on the selected
base structure (1, 2, or 3, as seen in the upper diagram), which will be modified according
to the new input coming from the P0(t) compartment (kp01 · P0(t)).

Each of the numbered structures will be combined with structure A, or be left on its
own, potentially providing up to six model combinations.
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In every case, plasma pramlintide concentration is obtained the same way regardless
of the underlying structure, as described by Equation (7.5).

P (t) =
P1(t)

VP
(7.5)

7.3.2 Subcutaneous pharmacokinetics model

The second section comprises the subcutaneous PK stage. Subcutaneous kinetics describes
how the drug behaves from the subcutaneous infusion point until the compartment where
plasma concentration measurements are taken. This is the stage of more interest since it
will simulate the subcutaneous infusion of pramlintide, which is the intended use in AP
systems, to which the potential model will be aimed.

Subcutaneous pramlintide PK models are scarce in the literature. The most relevant
precedent is the work in Ramkissoon et al. (2014). In that paper, the authors model
intravenous PK with the Clodi model and base the design of subcutaneous PK on previous
work focused on testing insulin PK structures (Wilinska et al., 2005).

Similar to the approach followed in the previous section, a series of hypotheses are laid
out to test their capability of describing the data. In every case, the signal Up(t) describes
the magnitude leaving the subcutaneous block and going into the intravenous PK stage.

SC structure 1 This structure assumes only one compartment needs to be added be-
tween the subcutaneous infusion (Usc(t)) and the intravenous PK model.

Q̇1(t) = Usc(t)− kq ·Q1(t) (7.6a)
Up(t) = kq ·Q1(t) (7.6b)

IV model
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SC structure 2 The second considered structure assumes a consecutive chain of two
compartments.

Q̇1(t) = Usc(t)− kq1 ·Q1(t) (7.7a)

Q̇2(t) = kq1 ·Q1(t)− kq2 ·Q2(t) (7.7b)
Up(t) = kq2 ·Q2(t) (7.7c)

(7.7d)

IV model

SC structure 3 The next candidate also considers two compartments but distributes
the flow of pramlintide in a triangular structure:

Q̇1(t) = Usc(t)− (kqe1 + kq12) ·Q1(t) (7.8a)

Q̇2(t) = kq12 ·Q1(t)− kqe2 ·Q2(t) (7.8b)
Up(t) = kqe1 ·Q1(t) + kqe2 ·Q2(t) (7.8c)

IV model+

SC structure 4 Similar to the insulin PK structure used in Smaoui et al. (2020a) for the
insulin, the following hypothesis presents two parallel chains, assuming a fast and a slow
channel in the subcutaneous absorption.

Q̇1(t) = kf · Usc(t)− kq1 ·Q1(t) (7.9a)

Q̇2(t) = (1− kf ) · Usc(t)− kq2 ·Q2(t) (7.9b)

Q̇3(t) = kq2 ·Q2(t)− kq3 ·Q3(t) (7.9c)
Up(t) = kq1 ·Q1(t) + kq3 ·Q3(t) (7.9d)
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IV model+

SC structure A Introduces a bioavailability coefficient (as) to account for some hypo-
thetical loss of pramlintide at the infusion site.

Q̇1(t) = as · Usc(t)− (...) (7.10)

In this case, the input to all variants will be the subcutaneous pramlintide input,Usc(t),
and the output will be the amount of pramlintide going into plasma,Up(t).

The aforementioned structures are combined to form eight different model candidates.

7.3.3 Pharmacodynamics model

Pharmacodynamics describes the effects on the organism of a certain substance in plasma.
As mentioned in the introduction, amylin has many effects, mainly regulated by the central
nervous system since amylin receptors are located in the brain (Lutz, 2022). Even so, this
work aims to find a relationship between the concentration of plasma pramlintide and its
effect on the gastric emptying process after a meal.

Precedents in literature modeling pramlintide PD can be found in Fang et al. (2013),
Micheletto et al. (2013), or Ramkissoon et al. (2014). However, the model proposed by
Fang et al. (2013) has a main limitation: the pramlintide effect on gastric emptying is
independent of the amount of the pramlintide dose. The authors in Micheletto et al. (2013)
modify an existing meal model, reidentifying its parameters to fit glucose rate of appearance
clinical data (data from Woerle et al. (2008)). However, no new PD model is proposed, and
the mechanics to emulate the effect of different pramlintide doses are not described in the
paper. The model in Ramkissoon et al. (2014) is a complete PK/PD model that describes
the effect of pramlintide modifying the meal action tmax parameter. These modifications
are incorporated to the meal model proposed in Hovorka et al. (2004), but they introduce
a piecewise function that produces a discontinuity and implementing the model requires
an analytical solution of the meal model used.

The pramlintide PD model proposed in this work modifies the glucose rate of appear-
ance after a meal. The meal model used in this work was presented in Dalla Man et al.
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(2006), and three differential equations describe it (see Table 8.10 for the description of
parameters and values):

Q̇sto1(t) = Ug(t)− kg21 ·Qsto1(t) (7.11a)

Q̇sto2(t) = kg21 ·Qsto1(t)− kempt(Qsto) ·Qsto2(t) (7.11b)

Q̇gut(t) = kempt(Qsto) ·Qsto2(t)− kabs ·Qgut(t) (7.11c)

where Qsto(t),kempt(Qsto), and α are defined as:

Qsto(t) =Qsto1(t) +Qsto2(t) (7.11d)

kempt(Qsto) =kmin +
kmax − kmin

2
· (tanh (α · (Qsto(t)− b ·D)) + 1) (7.11e)

α =
5

2 ·D · (1− b)
(7.11f )

The system’s output is the meal rate of glucose appearance (Ra(t)), defined as follows.

Ra(t) =
f · kabs ·Qgut(t)

BW
(7.11g)

The purpose of the developed pramlintide PD model is to modulate the rate of gastric
emptying,kempt(Qsto), applying a multiplying factor that we have defined as:

η(P) =
1

1 + h(P)
(7.12)

where P is the input variable to the function, which will be related to the plasma pramlin-
tide concentration P (t), and h(P) is a monotonically increasing function, with h(0) = 0,
such that the larger the pramlintide concentration is, the slower the gastric emptying.

Similar to the previous sections, a series of structures have been studied to describe
pramlintide dynamics. Structures 1 to 3 refer to the definition of P , whereas structures A
to D refer to the form of h.

PD structure 1 This structure assumes P is just equal to the amount of pramlintide in
the compartment where plasma pramlintide is measured (P1).

P = P1(t) (7.13)
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PD structure 2 The second structure introduces a delay in the form of an extra com-
partment (Peff) between the intravenous stage and the PD subsystem.

Peff = ka · (P1(t)− Peff(t)) (7.14a)
P = Peff(t) (7.14b)

PK model

PD structure 3 Structure 3 uses a double-compartment chain.

Peff1 = ka · P1(t)− kb · Peff1(t) (7.15a)
Peff2 = kb · (Peff1(t)− Peff2(t)) (7.15b)
P = Peff2(t) (7.15c)

PK model

Once the different inputs (P) are laid out, the following structures propose different
definitions for the function h.

PD structure A Assumes h(P) does not perform any modifications on the input signal.

h(P) = P (7.16)

PD structure B Introduces a linear modification of P using a constant value,α:

h(P) = α · P (7.17)

173



7.4. Validation methods

PD structure C Proposes a transformation based on a Michaelis-Menten structure.

h(P) =
n · P
d+ P

(7.18)

PD structure D Defines h as a Hill equation. Both this and the previous structures were
considered in the development of the glucagon receptors model since they are widely used
structures to describe saturation in biological processes (Goutelle et al., 2008).

h(P) =
n · Pe

de + Pe
(7.19)

Based on these model structures, a total of 12 combinations are available to test their
performance.

7.4 Validation methods

This section describes the methods and tools used in the next chapter to evaluate the
model structures and find the most adequate pramlintide model. Some of the resources
are shared with those used in the evaluation of the glucagon receptors model. Hence, those
elements will be mentioned but not described in the same detail as in Section 4.4.2.

There are significant differences between the development of the glucagon model in
the previous part and the present one. In the case of the glucagon model, many model
structures have been tested and proposed in the literature. That is why a comparison
against different structures from the literature was deemed an appropriate way to validate
the glucagon model proposal. However, pramlintide models are a rarity, as presented
in Section 3.4. There are few precedents to compare to, making it difficult to reproduce
the same procedure. In this section, a series of hypotheses regarding the optimal model
structures are presented, and the validation process will evaluate each model’s performance.

Given the limited amount of available data, a series of combinations have been made
(presented in Chapter 8) to distribute the data into identification and validation datasets.
Then, model structures were evaluated based on performance metrics that are described
in this section. The specifics of the methods followed in each stage will be detailed in the
next chapter. Nevertheless, the general procedure consisted of the following:

1. Defining the model structures to evaluate based on combining the hypotheses
presented in the previous section.
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2. Asses their individual structural identifiability to ensure the identification was
possible.

3. Identify its parameters based on the selected datasets for identification by optimiza-
tion of the performance index (J ), which was based on RMSE values.

4. Evaluate the performance of each model structure based on the results of the assess-
ment metrics obtained with the validation datasets.

7.4.1 Identification and optimization process

Similarly to the identification of the glucagon models, an optimization was carried out, with
the goal of minimizing the RMSE between the simulation and the data. In this occasion, a
value of RMSE was obtained per dataset, according to the following formula:

RMSEd =

√√√√ 1

Nd

Nd∑
i=1

(ŷdi − ydi )
2 (7.20)

where d refers to the specific dataset, ŷdi are the simulation points, ydi are the data points,
and Nd is the total number of samples.

Additionally, there were some sets of identification data with significant magnitude
differences between them. In those cases, the normalized RMSE (NRMSE) was used
instead to measure the simulation errors:

NRMSEd =
RMSEd

max(yd)−min(yd)
(7.21)

Then, the optimization index (J) for a specific model was calculated as the sum of
RMSEs obtained for each set of data used (total number denoted by D):

J =

D∑
d=1

RMSEd (7.22)

Replicating the identification carried out for the glucagon model, a parameter set was
obtained per model, minimizing the RMSE obtained in a set of identification-selected
datasets.
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The evaluated model structures follow a compartmental model structure; hence, they
were implemented as differential equations and solved using the ode45 function (see
Section 4.4.2). The optimization process was carried out in MATLAB (version R2021b).
However, Matlab’s genetic algorithm (ga) was used to solve the optimization process
instead of fmincon. This algorithm is population-based and searches randomly across
the population, which may avoid providing a solution on a local minimum and finding the
global minimum instead. This algorithm also is able to run without specifying parameter
boundaries, which is useful when there is no precedent on what the parameter values
might be, as in the present case.

The structural identifiability of the models was evaluated using Matlab’s toolbox
GenSSI (Chiş et al., 2011a), also described in Section 4.4.2. This software applies the
Generating Series Approach (Walter and Lecourtier, 1982) to determine whether a model
is structurally globally identifiable (all the parameters are uniquely determined with the
given inputs and output in the absence of noise), structurally locally identifiable (some of
the model parameters have a finite set of values), or structurally unidentifiable (at least
one parameter has infinite solutions).

7.4.2 Performance evaluation

After identifying the parameter values for the identification sets of data, their performance
was compared to the data in the validation datasets. In the evaluation of the glucagon
model, the analysis was limited to the differences between the obtained RMSE values.
However, in this case, we also wanted to weigh in additional aspects that would evaluate
the model structures per se (e.g., including the number of identified parameters in the
index calculation).

A collection of metrics for model evaluation was gathered from Moscardó Garcı́a
(2019) (Chapter 5) and Pham (2019), where different metrics are reviewed and tested. A
total of six criteria were selected for consideration in the analysis of the proposed model.
The first one included was the R-squared (R2) metric,

R2 = 1−
∑n

i=1 (yi − ŷi)
2∑n

i=1 (yi − ȳ)2

which measures the amount of variation accounted for in the fitted model. Variable ŷi
represents the simulation points, yi are the data points, and ȳ is the average value of the
data. A variation of this metric is the Adjusted R-squared (Adj R2), defined as:
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R2
adj = 1−

(
n− 1

n− k

)(
1−R2

)
where n is the number of data points and k is the number of parameters. This metric

adds a weight to account for the number of parameters in the model. The mean absolute
percentage error (MAPE) was also considered:

MAPE =

∑n
i=1

|yi−ŷi|
yi

n

This metric measures the model prediction accuracy. A new criterion was proposed in
Pham (2019), PIC (PIC, Pham Information Criterion), which combines an assessment of
the error obtained with the model and a penalty based on the number of parameters with
respect to the number of data samples.

PIC = SSR+ k

(
n− 1

n− k

)
Additionally, the Akaike Information Criterion (AIC) and the Bayesian Information

Criterion (BIC) were also considered. These two metrics commonly serve as selection
criteria when proposing different biological models (e.g., van Sloun et al.(2023); Faggionato
et al. (2023); Wilinska et al. (2005); Lv et al. (2013)). Their formulae are defined as follows:

AIC = n · ln
(
SSR

n

)
+ 2 · k (7.23)

BIC = n · ln
(
SSR

n

)
+ ln (n) · k (7.24)

SSR stands for sum of squared residuals and is calculated as:

SSR =

n∑
i=1

(ŷi − yi)
2

The interpretation of the presented metrics is usually related to their absolute value:
the lower the value obtained, the better the performance of the model. The R2 and Adj R2

are the exceptions to this since their values span from 0 to 1 (or in percentage, from 0 to
100%), and the closer they are to 1, the more accurate the fit of the model to the data.
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The preliminary assessment of the model structures included results obtained with
each one of these metrics (including the RMSE). However, those analyses have not been
included in this work for brevity, and the final evaluation was limited to the information
provided by the AIC and BIC indexes since they were the most significant and are some
of the most extensively used for model evaluation.

7.5 Conclusions

This chapter has presented the different hypotheses considered in order to define the
proposed pramlintide PK/PD model. Since the physiology surrounding amylin receptor
regulation and signaling is not well-known, the proposed model structures are based on
structures commonly used in the literature to define biological models. The last part of
the chapter lays out the general methodology and tools that will be used in the following
chapter to assess the capabilities of each model combination in describing pramlintide
data.
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Pramlintide model validation

This chapter presents the consecutive identification and validation processes per-
formed to evaluate the candidate pramlintide model structures and propose a PK/PD
model. First, the collection of literature data used is presented. Then, the procedures
are divided into each evaluated stage: subcutaneous PK, intravenous PK, and PD.
Finally, the complete model is presented, and the results are discussed. A preliminary
approach to the model proposal was presented in a conference abstract:

– Miragall, J. , Furió-Novejarque, C., Sala-Mira, I., Dı́ez, J.L., Bondia, J. (2023). A
new pharmacokinetics and pharmacodynamics model of subcutaneous pramlintide
infusion. 16th International Conference on Advanced Technologies & Treatments
for Diabetes (ATTD 2023). Berlin (Germany). In Diabetes Technology and Thera-
peutics, 25(S2):A-136.

And the results of the procedures obtained in this chapter have been published in a
journal paper:

– Furió-Novejarque, C., Sala-Mira, I., Dı́ez, J.L., Bondia, J. (2024). A model of
subcutaneous pramlintide pharmacokinetics and its effect on gastric emptying:
Proof-of-concept based on populational data. Computer Methods and Programs
in Biomedicine, 244(February): 107968.
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8.1 Data collection

Identification and validation of any model is based on data availability to compare the
simulation results against. Unfortunately, we did not have access to clinical individual
datasets from pramlintide trials. Hence, some datasets were gathered from the literature
based on published data plots. Since individual graphs were not usually disclosed, only
average values could be picked up. Data points were collected using the software WebPlot-
Digitizer (Rohatgi, 2022). This allowed obtaining a collection of datasets that helped to
validate pramlintide average behavior.

Parallel to the three stages that compose the model, three kinds of data were searched
for:

– plasma pramlintide concentration after intravenous pramlintide injections,

– plasma pramlintide concentration after subcutaneous pramlintide administration,
and

– rate of glucose appearance after a meal accompanied by pramlintide administration.

Unlike other works in the literature (Ramkissoon et al., 2014; Fang et al., 2013), this
validation considers the meal rate of glucose appearance rather than glucose values to
validate the PD model proposals. Manipulating the rate of glucose appearance allows
decoupling the PD pramlintide model from other subsystems in the glucoregulatory
model (e.g., insulin effect, endogenous glucose production). However, obtaining the rate
of glucose appearance values requires a tracer study, meaning that it is neither trivial nor
inexpensive, so only a few works in the literature were found to report this kind of data.

After a thorough literature revision, a total of 17 datasets were selected for this work.
Some other works were discarded because of data undersampling in some periods of
interest or lack of data of interest (e.g., only glucose values were reported, which is helpful
to observe the effect of pramlintide on glucose but did not provide enough information for
our modeling purposes) (Weyer et al., 2003, 2001; Thompson et al., 1997b; Rodriguez et al.,
2007; Huffman et al.,2009). As mentioned, mean values are used since no individual curves
were available, meaning that the final result is a set of parameters describing pramlintide’s
average behavior. This same procedure was followed in Ramkissoon et al. (2014). Table 8.1
provides a summary of the trial protocol followed in each selected work (second column),
a description of the data of interest available (third column), and a list of names used as
keys to refer to each of the datasets (fourth column).
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Source Trial summary Data description Datasets ID

Colburn et al.
(1996)

Study evaluating the
effect of bolus and
infusion administration
of pramlintide on 24
men with T1D.

Plasma pramlintide
data for 2-minute
boluses (30 µg, 100 µg,
300 µg) and 2-hour
infusions (30 µg,
100 µg, 300 µg).

Col-B-30,
Col-B-100,
Col-B-300,
Col-I-30,
Col-I-100,
Col-I-300

Kong et al.
(1998)

Study aimed to observe
the effect of single doses
of pramlintide on two
separate meals. 11 men
with T1D participated
in the study.

Plasma pramlintide
data for boluses
(30 µg, 60 µg, 90 µg).

Kon-30,
Kon-60,
Kon-90

Kolterman
et al. (1996)

Effect of pramlintide
after accompanying
meals with a
pramlintide bolus for
14 days on 84 people
with T1D.

Plasma pramlintide
concentrations on the
first study day (30 µg,
100 µg, 300 µg).

Kol-30,
Kol-100,
Kol-300

Ahren et al.
(2002)

Study of pramlintide
and GLP-1 relationship
on 9 people with T1D.

Plasma pramlintide
concentrations after a
30 µg bolus.

Ahr-30

Chase et al.
(2009)

Evaluation of
pramlintide PK/PD in
12 adolescents with
T1D.

Plasma pramlintide
data after pramlintide
boluses (30 µg and
15 µg∗).

Cha-30

Hassan and
Heptulla
(2009)

Study of pramlintide
effect on 8 adolescents
with T1D.

Plasma pramlintide
data result of a 30 µg
pramlintide bolus.

Has-30

Continued in next page
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Continued from previous page

Source Trial summary Data description Datasets ID

Woerle et al.
(2008)

Evaluation of
pramlintide effect on
gastric emptying on 15
people with T1D.

Glucose rate of
appearance data (after
a meal of 53 g of CHO
plus a 30 µg
pramlintide bolus or
placebo).

Woe-30,
Woe-Placebo

Hinshaw
et al. (2016)

Study on pramlintide
effect on postprandial
glucose on 12 people
with T1D.

Glucose rate of
appearance data (meal
of 75 g CHO plus
30 µg pramlintide
bolus or placebo).

Hin-30,
Hin-Placebo

∗The data corresponding to the 15 µg bolus was not used because few data points were available.
Table 8.1: Summary of datasets used for identification and validation in this work.
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Figure 8.1: Pramlintide datasets summary. The plot on the left shows the datasets of plasma
pramlintide extracted from the Colburn study for the intravenous stage. The center plot aggregates
the data gathered for the subcutaneous validation, and the right plot shows the two pairs of datasets
for glucose rate of appearance, both the placebo and the pramlintide. Datasets’ keys listed in the
legend are defined in Table 8.1.
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Figure 8.1 summarizes the datasets gathered, divided into each studied stage. Legend
in the three plots shows the data IDs as listed in Table 8.1. Most of the datasets in the
subcutaneous stage include a 30 µg dose; however, it can be seen how there is a significant
magnitude disparity among the collected average values. Lastly, in the PD datasets plots
it can be observed the significant difference that pramlintide introduces in the rate of
glucose appearance compared to its absence (Woe-B-30 (blue) versus Woe-Pbo (orange),
and Hin-B-30 (yellow) versus Hin-Pbo (purple)).

8.2 Identification procedure

This section describes the modeling process for each stage. As mentioned in Section 7.4,
the basic procedure for the model structures’ selection will be similar in each stage, and
it is summarized in Figure 8.2. First, the model combinations based on the possibilities
presented in Section 7.3 will be set up. A structural identifiability analysis will check
whether all parameters in each model combination are structurally identifiable. Then, the
parameters will be identified, and the selection will be carried out based on the results of
AIC and BIC with the validation datasets. However, each stage required some variations
from this procedure that will be explained in their corresponding subsections.

1

2

3

A

B

...

...

Identification Validation

RMSE AIC, BIC

Model structures

1A

1B

2A

...

Combinations

Figure 8.2: Pramlintide models selection procedure summary. Different model structure candi-
dates are assembled to form model combinations that are identified based on the RMSE, and the
most adequate model is selected based on the validation AIC and BIC results.

Table 8.2 provides an overview of the selected data for the identification and validation
of each stage. Datasets are listed according to the identifiers defined in Table 8.1. The first
group corresponds to intravenous PK (IV), the second to subcutaneous PK (SC), and the
third to PD. More details about each of them will be provided in the following sections.
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Stage Identification data Validation data

STAGE-IV1 Col-B-30, Col-B-100, Col-B-300 Col-I-30,Col-I-100,Col-I-300

STAGE-IV2 Col-I-30, Col-I-100, Col-I-300 Col-B-30, Col-B-100, Col-B-300

STAGE-IV3 Col-I-30, Col-I-100, Col-I-300,
Col-B-30, Col-B-100, Col-B-300

STAGE-SC Kon-30, Kon-60, Kon-90 Kol-30, Kol-100, Kol-300, Ahr-30,
Cha-30, Has-30

STAGE-PD0 Woe-Placebo, Hin-Placebo

STAGE-PD1 Woe-30

STAGE-PD2 Hin-30

Table 8.2: Identification and validation data summary. IV refers to the intravenous pharmacoki-
netics stage, SC to the subcutaneous pharmacokinetics, and PD to the pharmacodynamics stage.
Datasets keys are defined in Table 8.1.

8.2.1 Intravenous PK model

Plasma pramlintide data from Colburn et al. (1996) is used to identify and validate the
proposal (see the first three rows of Table 8.2). The same dataset was used in Fang et al.
(2013) to propose and validate a PK/PD pramlintide model. The trial by Colburn involved
24 people with insulin-dependent diabetes mellitus (i.e., T1D) that were divided into
three groups and were administered 30 µg, 100 µg, or 300 µg, in bolus or infusion form,
depending on the study arm.

In order to best describe pramlintide kinetics, a series of hypotheses have been made,
described in Section 7.3.1. In total, three different structures were proposed for the general
structure of the model (1, 2, and 3), and one affecting the input to the system (A).Combining
these hypotheses leaves us with six models to evaluate, as listed in Table 8.3. This table
also indicates the total number of parameters to identify, as well as the results of the
structural identifiability analysis provided by GenSSI. All parameters for every structure
were globally structurally identifiable. Of note, for structure 1A only parameters Vp and
kp01 were globally identifiable, with the remaining parameters being locally identifiable.
However, since there were no unidentifiable parameters, the identification was carried out
without issues.

Since there were plasma pramlintide data for three doses of intravenous boluses
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IV model
combinations 1 1A 2 2A 3 3A

Number of
parameters 6 7 4 5 2 3

Structurally
globally
identifiable

✓ Vp, kp01
∗ ✓ ✓ ✓ ✓

∗Parameters Vp and kp01 in structure 1A were globally identifiable. The
remaining parameters (ke, k12, k21, k23, k32) were locally identifiable.

Table 8.3: Evaluated model structures for pramlintide intravenous pharmacokinetics.

and three doses of intravenous infusion, cross-validation was performed, using the bolus
data to identify first and validate second, and vice versa with the infusion data (see rows
STAGE-IV1 and STAGE-IV2 in Table 8.2).

The selection of the best model structures for intravenous PK consisted of three steps.
First, AIC and BIC values were calculated for validation results in STAGE-IV1. Second,
AIC and BIC were calculated for validation in STAGE-IV2 (see row STAGE-IV1 and
STAGE-IV2 in Table 8.4 for the results). Then, a combination metric was obtained to
integrate the results of both validations. This metric was based on calculating the mean of
the means (µ ) and the median of the medians (M), as shown in Equation (8.1):

µC = mean
(
µC

STAGE-IV1, µ
C
STAGE-IV2

)
(8.1a)

MC = median
(
MC

STAGE-IV1,M
C
STAGE-IV2

)
(8.1b)

The variable C represents the criterion considered (either AIC or BIC); µC is the
mean value of the criterion obtained for STAGE-IV1 or STAGE-IV2; MC represents
the median AIC or BIC value for each stage. The results obtained with these metrics are
detailed in Table 8.4, under the “Combination of STAGE-IV1 and STAGE-IV2” section.
Based on these results, the three structures with the lowest index values were selected for
the next stage. The selection was not limited to one structure because some were more
appropriate to describe infusion behavior, whereas others worked better for bolus data.

Model structures 2, 2A, and 3 consistently provided the three lowest index values,
making them the selected structures for this stage. These selected structures are used as the
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Figure 8.3: Plasma pramlintide simulation results of identification STAGE-IV3. The three selected
intravenous pharmacokinetics structures are identified using data from the six datasets available
from Colburn et al. (1996) (30, 100, and 300 µg 2-hour intravenous infusion doses, and 30, 100,
and 300 µg 2-min intravenous boluses). The depicted models are used as base models in the
subcutaneous pharmacokinetics modeling.

base for evaluating subcutaneous PK models. Since both of the performed identifications
(STAGE-IV1 and STAGE-IV2) were focused on either infusion or boluses, we wanted to
move forward with a set of parameters for each IV structure that adequately described
both behaviors (infusion and boluses). Consequently, using both data collections, a third
identification was carried out (STAGE-IV3). The NRMSE is used for calculating J (Equa-
tion (7.22)) in this stage since there is a significant magnitude difference between infusion
and bolus data. The resulting parameter values are used for the intravenous PK models in
the next stage.

The simulation outputs of the three models after identifying STAGE-IV3 against
Colburn data are shown in Figure 8.3. Note that the models describe the smaller doses
(30, 100 µg) better than the largest one, which indicates that the models may not capture
certain nonlinearities in the pharmacokinetics. However, therapeutic doses are closer to
30 µg (see Table 8.1); hence the goal was to achieve a better description of those doses.
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STAGE-IV1 1 1A 2 2A 3 3A

Mean AIC 74.30 94.93 70.18 89.37 66.20∗ 97.95
Median AIC 65.69 88.78 61.32 82.64 57.41∗ 96.50

Mean BIC 75.21 96.32 70.12 89.80 65.17∗ 97.41
Median BIC 66.60 90.17 61.26 83.06 56.38∗ 95.96

STAGE-IV2 1 1A 2 2A 3 3A

Mean AIC 152.64 132.72 138.96 130.74 131.09 123.23∗

Median AIC 152.42 122.16 137.37 121.26 129.74 117.17∗

Mean BIC 153.55 134.12 138.90 131.16 130.06 122.69∗

Median BIC 153.33 123.55 137.31 121.69 128.71 116.62∗

Combination of
IV1 and IV2 1 1A 2 2A 3 3A

µAIC 113.47 113.83 104.57 110.06 98.65∗ 110.59
MAIC 109.06 105.47 99.35 101.95 93.57∗ 106.84
µBIC 114.38 115.22 104.51 110.48 97.62∗ 110.05
MBIC 109.97 106.86 99.28 102.37 92.54∗ 106.29

STAGE-IV3 2 2A 3

Mean AIC 97.86 94.86 94.37
Median AIC 100.40 102.19 96.33

Mean BIC 97.80 95.29 93.34
Median BIC 100.34 102.61 95.30

Table 8.4: Pramlintide intravenous PK AIC and BIC results for STAGE-IV1 validation, STAGE-
IV2 validation, and identification results of STAGE-IV3. The section “Combination of IV1 and
IV2” presents the metric results obtained to select the model structures used in STAGE-IV3 (see
the expressions ofµ andM in Equation (8.1)). The asterisks (∗) highlight the lowest value in each
row.

8.2.2 Subcutaneous PK model

Subcutaneous kinetics describes how the drug behaves from the subcutaneous infusion
point until the compartment where plasma concentration measurements are taken. Similar
to the approach followed in the previous section, a series of hypotheses are laid out to test
their capability of describing the data (see Section 7.3.2).

The structures are combined to form eight different model candidates. Each structure
was identified three times, using each selected IV structure as the base. Information about
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SC model
combinations 1 1A 2 2A 3 3A 4 4A

Number of
parameters 1 2 2 3 3 4 4 5

Structurally
globally
identifiable

✓ ✓ ✓ ✓ ✓ L∗ ✓ ✓

∗Parameters were all locally identifiable for structure 3A. However, the analysis
could not conclude on structural global identifiability.

Table 8.5: Evaluated model structures for pramlintide subcutaneous pharmacokinetics.

the number of parameters for each structure and their structural global identifiability is
also included.

Most literature works reporting plasma pramlintide clinical data use subcutaneous
boluses. The procedence of the data is listed in the second section of Table 8.1. As de-
tailed in Table 8.2, the three datasets from Kong et al. (1998) were used for identification
since they captured the concentration peak better than Kolterman et al. (1996), which is
undersampled for the initial trial period.

The subcutaneous model combinations were identified three times, using each selected
intravenous structure as the base. In order to evaluate these results, AIC and BIC were
used, with a modification to account for the number of parameters in the base intravenous
model. ParameterK in equations (7.23) and (7.24) is substituted byk+kIV , wherek is the
number of parameters in the subcutaneous PK model andkIV is the number of parameters
introduced by the intravenous PK model. AIC and BIC values for each identification are
included in Table 8.6.

The final model was selected analyzing the best mean and median AIC and BIC values.
The lowest AIC and BIC values were achieved when using intravenous model 3 as the
base (see Table 8.6). In turn, the best AIC and BIC results were produced by subcutaneous
models 3 and 3A. Figure 8.4 shows the output produced by both models. Their behavior
is quite similar, but the subcutaneous model 3A fits the tail more accurately, making it the
selected model.

The final equations for the PK model, comprised of intravenous submodel 3 and
subcutaneous submodel 3A, are presented in Section 8.3.
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STAGE-SC
(IV model 2) 1 1A 2 2A 3 3A 4 4A

Mean AIC 53.47 50.50 55.56 47.58 43.91 43.33∗ 45.91 48.00
Median AIC 50.58 49.42 52.78 46.71 46.46∗ 48.50 48.43 50.42

Mean BIC 53.18 50.15 55.22 47.18 43.51 42.87∗ 45.45 47.48
Median BIC 50.26 48.63 52.39 46.14 45.54∗ 47.45 47.38 49.24

STAGE-SC
(IV model 2A) 1 1A 2 2A 3 3A 4 4A

Mean AIC 55.37 52.21 57.48 46.99 43.84∗ 45.28 45.82 47.03
Median AIC 52.07 51.17 54.19 48.40 48.34∗ 50.40 50.35 52.66

Mean BIC 55.02 51.81 57.07 46.53 43.38∗ 44.76 45.30 46.45
Median BIC 51.68 50.25 53.73 47.35 47.30∗ 49.22 49.17 51.35

STAGE-SC
(IV model 3) 1 1A 2 2A 3 3A 4 4A

Mean AIC 49.43 46.47 51.53 44.06 39.85 39.36∗ 41.90 41.48
Median AIC 46.60 45.40 48.79 43.15 42.45∗ 44.44 44.44 46.47

Mean BIC 49.25 46.24 51.30 43.77 39.56 39.01∗ 41.56 41.08
Median BIC 46.41 44.88 48.54 42.88 41.80∗ 43.65 43.66 45.55

Table 8.6: Pramlintide subcutaneous pharmacokinetics AIC and BIC results for STAGE-SC
validation, with each of the selected IV structures (2, 2A, and 3). The asterisks (∗) highlight the
lowest value in each row.

8.2.3 PD model

Pharmacodynamics describes the effects on the organism of a certain substance in plasma.
As the introduction mentions, amylin has many effects, mainly regulated by the central
nervous system since amylin receptors are located in the brain (Lutz, 2022). Even so, this
work aims to find a relationship between the concentration of plasma pramlintide and its
effect on the gastric emptying process after a meal.

The proposed model describes the effect of pramlintide on gastric emptying by multi-
plying the gastric emptying rate,kempt(Qsto), as described in Equation (7.12):

η(P) =
1

1 + h(P)
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Figure 8.4: Plasma pramlintide simulation results of the STAGE-SC validation. Validation was
performed with a variety of datasets (30, 100, and 300 µg subcutaneous boluses from Kolterman
et al. (1996) and 30 µg boluses from Ahren et al. (2002); Chase et al. (2009); Hassan and Heptulla
(2009)).

P is the input variable to the function, and h(P) is the function used to modulate gastric
emptying.

A series of structures have been studied to describe pramlintide dynamics, presented
in Section 7.3.3. Structures 1 to 3 refer to the definition of P , whereas structures A to D
refer to the form of h.

Each of the possible inputs is paired up with each of the possible function forms, as
listed in Table 8.7. Of note, combination 1A introduces no new parameters to be identified,
so no identifiability analysis was performed for this structure.

Data on glucose rate of appearance is more scarce in the literature than glucose data.
This is due to the complexity of the analysis and infrastructure involved (i.e., triple-tracer
study (Basu et al., 2003)). The only works in the literature that perform this kind of analysis,
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PD model
combinations 1A 1B 1C 1D 2A 2B 2C 2D 3A 3B 3C 3D

Number of
parameters − 1 2 3 1 2 3 4 2 3 4 5

Globally
identifiable − ✓ ✓ ✓ ✓ ✓ ✓ L∗ ✓ ✓ ✓ ✓

∗Parameters were all locally identifiable for structure 2D. However, the analysis could not conclude on
structural global identifiability.

Table 8.7: Evaluated model structures for pramlintide pharmacodynamics.

including pramlintide, are the works by Woerle et al. (2008) and Hinshaw et al. (2016). In
both clinical trials, the protocol follows two arms: administering a 30 µg pramlintide dose
alongside a meal or a placebo dose. The glucose rate of appearance is reported for both
experiments. Placebo datasets were used to identify two distinct sets of parameters for the
meal model (identification STAGE-PD0, Table 8.2) before introducing any pramlintide
model. Parameter values are reported in Table 8.10. Of note, Ra(t) in Dalla Man et al.
(2006) is defined in mg/kg/min. Hence, the appropriate transformations have been applied
to the datasets used in this section to express them in said units.

Two different meal model parameters were necessary to describe each placebo dataset
because the behavior of the observed signals is noticeably different (see data in Figure 8.5,
upper row). Woerle data reaches a peak value of around 4 mg/kg/min, whereas Hinshaw
data doubles that amount. In addition, the rate of disappearance from Woerle et al. (2008)
has a value of around 160 minutes, whereas, for Hinshaw’s, its value is 100 min, meaning
the food leaves the stomach much faster in the second dataset. Meal composition is
known to have a significant effect on the shape of glucose in the postprandial period, with
faster higher responses in meals with high carbohydrate content, whereas the responses

Dataset kcal Carbohydrates Fat Protein D

Woerle 450 45% 30% 25% 53 g
Hinshaw 703.2 55% 30% 15% 75 g

Table 8.8: Meal composition reported in Woerle et al. (2008) and Hinshaw et al. (2016). “D”
denotes the number of carbohydrates used as input to the meal model for the simulations carried
out in this work.
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ST

A
G

E
-P

D
1

1A 1B 1C 1D 2A 2B 2C 2D
AIC 12.31 -13.70 -11.69 -36.18 10.20 -11.71 -9.70 -38.51∗

BIC 11.01 -14.99 -12.28 -36.06 8.91 -12.29 -9.57 -37.68∗

3A 3B 3C 3D
AIC -11.70 -9.71 -7.69 -35.93
BIC -12.29 -9.58 -6.86 -34.38

ST
A

G
E

-P
D

2

1A 1B 1C 1D 2A 2B 2C 2D
AIC 46.49 17.72 7.45 -9.64∗ 44.10 19.93 9.38 -8.05
BIC 45.32 16.55 7.12 -9.14∗ 42.93 19.59 9.88 -6.72

3A 3B 3C 3D
AIC 7.32 9.32 11.33 -5.96
BIC 6.98 9.82 12.66 -3.79

Table 8.9: Pramlintide pharmacodynamics AIC and BIC results. The asterisks (∗) highlight the
lowest value in each row.

will be smoother but will remain for a longer time in the case of a high protein content
(Gingras et al., 2018). These discrepancies could be caused by differences in the meal
composition (Table 8.8). For instance, meals reported by Hinshaw et al. (2016) contain
more carbohydrates and less protein than those reported by Woerle et al. (2008), which
may explain the larger and more rapid peak observed in Hinshaw data (Paterson et al.,
2015).

However, we also found that a single set of parameters for the pramlintide model
could not explain the transformation in both datasets. Some preliminary identifications
were carried out as a cross-validation, similar to STAGE-IV1 and STAGE-IV2 (Section
8.2.1). Nevertheless, the identification of one of the datasets had unsatisfactory results
in the validation performed with the other one. How the pramlintide effect is affected
by meal composition is out of the scope of this work since no suitable data is available.
Consequently, independent identifications were carried out for each dataset (STAGE-PD1
with Woerle data and STAGE-PD2 with Hinshaw data), aiming to find a common model
structure.

All model structures from Table 8.7 were identified for each dataset. AIC and BIC
results are reported in Table 8.9. Of note, these values refer to identification results as
opposed to the previously presented results since no validation data is available for this
stage. Results for STAGE-PD1 show that the best structure to fit Woerle data is model 2D.
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Figure 8.5: Glucose rate of appearance simulation results. Columns correspond to each dataset
used (Woerle et al. (2008) data on the left column, and Hinshaw et al. (2016) on the right column).
The upper row shows the meal model identification results for the trial arm of meal + placebo
(STAGE-PD0). The bottom row presents the fit of PD model structures 1D and 2D to the meal +
pramlintide data (STAGE-PD1 and STAGE-PD2, respectively).

However, for STAGE-PD2, the decision is split between 2D and 1D. Simulation results
in Figure 8.5 (bottom row) show the responses obtained with both proposals. Although
their AIC and BIC values are similar, the fit of 2D for Woerle data is closer to the data than
model 1D. On the other hand, the results for both structures in Hinshaw data are fairly
similar. Since our goal is to propose a structure that can adapt to different types of data,
our proposed solution will be model 2D.

The behavior difference at the beginning of the simulation of the pramlintide models
is mainly introduced by the parameter ka, which represents the delay introduced by
compartment Peff(t). It symbolizes the time it takes for pramlintide to be effective after its
appearance in plasma. In the Woerle dataset, it has a value of around 12 minutes, whereas,
for the Hinshaw data, the identified value is around 4 minutes. This allows observing
the original glucose rate of appearance in the first samples of the simulation before the
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pramlintide takes effect and slows down the glucose rise.

8.3 Results

Figure 8.6 presents an overview of the final proposed PK/PD pramlintide model. The
equations that define it are listed next:

Q̇1(t) = as · Usc(t)− (kq1 + kq12) ·Q1(t) (8.2a)

Q̇2(t) = kq12 ·Q1(t)− kq2 ·Q2(t) (8.2b)

Ṗ1(t) =
(
kq1 ·Q1(t) + kq2 ·Q2(t)

)
− ke · P1(t) (8.2c)

P (t) =
P1(t)

VP
(8.2d)

Ṗeff(t) = ka ·
(
P1(t)− Peff(t)

)
(8.2e)

h(Peff) =
n · P e

eff

de + P e
eff

(8.2f )

Equations (8.2a) and (8.2b) correspond to the subcutaneous PK (subcutaneous model
3A). Equation (8.2c) describes the intravenous kinetics (intravenous model 3), and Equa-
tion (8.2d) the plasma pramlintide concentration. Finally, equations (8.2e) and (8.2f)
represent PD model 2D.

Then, applying function η (Equation (8.3a)) to the meal model, the equations for the
states Qsto2(t) and Qgut(t) are modified so that the effect of pramlintide acts on the gastric
emptying parameter:

η(Peff) =
1

1 + h(Peff)
(8.3a)

Q̇sto2(t) = kg21 ·Qsto1(t)− η(Peff) · kempt(Qsto) ·Qsto2(t) (8.3b)

Q̇gut(t) = η(Peff) · kempt(Qsto) ·Qsto2(t)− kabs ·Qgut(t) (8.3c)

Table 8.10 includes the pramlintide model parameter units and descriptions. Addi-
tionally, the identified values from each selected model structure are also included.
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Meal model

IV PK

PD

SC PK 

+

Figure 8.6: Pramlintide model proposal overview. The three main stages are represented: subcu-
taneous PK ((8.2a), (8.2b)), intravenous PK (8.2c) and PD ((8.3a), (8.2e), (8.2f)). The input to the
system,Usc(t), is the subcutaneous pramlintide infusion. Pramlintide concentration in plasma is
measured as P (t). Pramlintide takes effect by modulating the glucose rate of appearance obtained
through a meal model (7.11).

Symbol Units Value Description

Usc(t) pmol/min − Pramlintide subcutaneous infusion
Q1(t) pmol − First subcutaneous compartment
Q2(t) pmol − Second subcutaneous compartment
P1(t) pmol − Plasma pramlintide compartment
P (t) pmol/l − Plasma pramlintide volume
Peff(t) pmol − Pramlintide effect compartment

as − 0.4235 Pramlintide bioavailability

kq1 min−1 0.0974 Rate from first subcutaneous compartment
to plasma

kq12 min−1 0.1667 Rate from first to second subcutaneous
compartment

kq2 min−1 0.0109 Rate from second compartment to plasma
ke min−1 0.0322 Output rate from plasma compartment
VP l 31.549 Plasma distribution volume

Continued in next page
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Continued from previous page

Symbol Units Value Description

ka min−1 (W) 0.0798,
(H) 0.2671 Rate in the pramlintide effect compartment

n - (W) 76.662,
(H) 15.156

Numerator coefficient in Hill equation from
h(Peff)

d pmol (W) 960.87,
(H) 908.01 Denominator in Hill equation from h(Peff)

e - (W) 4.5363,
(H) 3.2745 Exponent in Hill equation from h(Peff)

Ug(t) mg/min − Meal input rate
Qsto1(t) mg − Solid phase of glucose in the stomach
Qsto2(t) mg − Liquid phase of glucose in the stomach
Qgut(t) mg − Glucose mass in the intestine
kempt min−1 − Rate constant of gastric emptying
Ra(t) mg/kg/min − Glucose rate of appearance in plasma
D mg − Amount of ingested glucose

f - 0.9 Fraction of intestinal absorption that appears
in plasma

BW kg (W) 76,
(H) 86 Body weight

b %
(W) 0.8235,
(H) 0.8355

Percentage of the dose for which kempt
decreases to (kmax − kmin)/2

kabs min−1 (W) 0.0547,
(H) 0.2280 Rate constant of intestinal absorption

kmin min−1 (W) 0.0074,
(H) 0.0196 kempt minimum value

kmax min−1 (W) 0.0273,
(H) 0.0350 kempt maximum value

kg21 min−1 kmax Grinding rate

Table 8.10: Pramlintide PK/PD model and meal model signals and parameters’ descriptions and
values. Meal model and pramlintide PD parameters have two values: the ones preceded by (W)
correspond to values identified for data from Woerle et al. (2008), and the ones preceded by (H),
from Hinshaw et al. (2016).
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8.4 Discussion

A thorough validation was carried out in order to propose a pramlintide PK/PD model
structure that would describe phenomena observed in clinical data. However, the vali-
dation had limitations, given the nature of the datasets used. The following paragraphs
present a series of considerations over each of the model stages, a case study validation
integrating the model in a T1D simulator, and a review of the limitations of this work.

The selected model for the intravenous PK stage simplifies the model proposed in
Clodi et al. (1998). The three-compartment model has been reduced to a single compart-
ment, providing an adequate description of infusion and bolus data from people with T1D.
Of note, the fit for the higher dose (300 µg) is the least accurate. However, no other works
found in the literature use such big intravenous doses for pramlintide therapy, and it is far
from the doses tested in insulin-pramlintide AP systems (see Section 2.3.3).

Subcutaneous PK is one of the most relevant stages since most current therapies and
clinical trials administer pramlintide subcutaneously. The model’s fit to the identification
data is accurate (results not shown), but some disparities exist in the fitting of the validation
data (see Figure 8.4). Subcutaneous doses of 30 µg were the primary data of interest since
the open loop use of pramlintide typically administers a 30 µg bolus alongside meals. In
fact, all works used in this chapter include at least a 30 µg dose. However, average values of
plasma pramlintide present some differences across the clinical trials. Most of them report
peak plasma pramlintide values between 30 and 40 pmol/l after a 30 µg dose. Conversely,
the data from Chase et al. (2009) and Hassan and Heptulla (2009) show plasma values
up to 50-60 pmol/l. This magnitude difference could be because the study participants
were adolescents instead of adults. The proposed model was fitted using data from adult
patients aggregated datasets (data from Kong et al. (1998), see Table 8.1). Therefore, it
is reasonable that the model describes the Cha-30 and Has-30 responses more poorly
than the other sets. Hence, to further develop the proposed model, a variety of data from
different cohorts would help define these differences.

Regarding the PD stage, the behavior of the two selected datasets (from Woerle et al.
(2008) and Hinshaw et al. (2016)) was rather different. Nevertheless, even if a single set of
parameters could not describe both signals, it was possible to find a single shared model
structure. The resulting structure (whose main components are an extra compartment and
a Hill equation) allows modulating the shape of the glucose rate of appearance after a meal
as a function of the amount of plasma pramlintide.

Validation of the effect of pramlintide on gastric emptying using glucose rate of ap-
pearance data has an upside and a downside. The positive aspect is that it allows focusing
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on glucose evolution caused solely by meal ingestion. On the other hand, the glucose rate
of appearance is reconstructed based on glucose readings, meaning it is an approximation
of the actual signal.

Different parameter sets had to be identified for each dataset used based on the infor-
mation provided by the placebo arm of the clinical trials. An even more physiological-
ly-accurate meal model could have better captured both datasets’ behavior. Goyal et al.
(2019) stated that the gastric emptying rate depends on the physical characteristics and
the caloric density of meals. Focusing on the caloric content, one would expect gastric
emptying in the dataset from Hinshaw et al. (2016) to be slower. However, glucose in
Woerle et al. (2008) data takes almost 300 minutes to get to half its peak values, whereas,
in the former, that time is around 175 minutes. Such a difference does not seem to be
explained by meal composition. It could be explained by differences in caloric density (i.e.,
solids take longer to digest, and liquids leave the stomach faster). Nevertheless, more data
is needed to include this kind of effect in the present model.

The pramlintide proposed model was integrated into an extended version of the
UVA/Padova simulator, which implements the glucoregulatory model proposed by Dalla
Man (Dalla Man et al., 2014). The objective of this test was to observe whether the addition
of the pramlintide model would result in coherent glucose responses after its integration
into the T1D simulator. Figure 8.7 shows the result of a 24-hour simulation for the ten
virtual patients available in the simulator. The pramlintide model parameters were main-
tained the same for the cohort. Specifically, the parameters identified for the Woerle dataset
were used (see Table 8.10). The simulation scenario included three meals (40, 80, and
60 g of carbohydrates). In order to observe the contribution introduced by the pramlin-
tide model, two simulations were carried out with the same scenario: with and without
pramlintide (labeled “Insulin + Pramlintide” and “Insulin” in Figure 8.7, respectively).
In the simulation with pramlintide, a 1-min 30 µg pramlintide bolus was administered
alongside each meal, as well as an insulin bolus. The simulation shows a delay of the
glucose postprandial peak, as well as a reduction of the maximum glucose concentration,
similar to the effects reported both in Woerle et al. (2008) and Hinshaw et al. (2016).

Some known physiological effects of amylin were not tested in the model proposed
structures due to the data limitations. These effects include inhibition of glucagon secretion
(Lutz, 2022) and the “hypoglycemic override” (Young, 2005), whereby amylin has no
effect in hypoglycemia conditions since hypoglycemia accelerates gastric emptying to
raise glucose levels as soon as possible. This mechanism could be introduced in future
simulators as a heuristic rule that deactivates pramlintide effect depending on glucose
values. However, the available data did not describe these phenomena, so it was not
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Figure 8.7: Simulation results after integrating the proposed pramlintide model into the T1D
UVA/Padova simulator. Upper graph depicts plasma glucose, middle graph depicts insulin admin-
istration, and bottom graph depicts pramlintide administration. Continuous lines represent the
mean of the results obtained for the cohort of 10 virtual patients. Shaded areas enclose standard
deviation. Results in orange represent a simulation where only insulin was administered (basal
infusion and prandial boluses). Results in blue represent a simulation where a 30 µg pramlintide
bolus was administered alongside insulin prandial boluses. The simulation scenario consisted of
three meals, denoted by circles in the upper graph.

possible to include them in the modeling process. Another limitation of this work is
the use of RMSE as an assessment metric for parameter identification. There was no a
priori knowledge about most of the model parameters, which can be troublesome in the
identification process.

8.5 Conclusion

This chapter provides an advancement in the description of pramlintide PK/PD. A novel
model is proposed that offers an easy-to-implement modulation of the gastric emptying rate
as a function of plasma pramlintide concentration. The main limitation is the scarcity of the
data used. Without access to complete individual datasets of patients’ data, identifications
and validations had to be carried out using aggregated value. Hence, no virtual cohort can be
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developed. However, the presented model provides an overview of pramlintide behavior,
using a simpler than other proposals in the literature, reducing the risk of overfitting.
These developments open the door to enhance and improve the proposal with additional
dynamics and individual data validation.
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Chapter 9

Conclusions and future work

This final chapter presents the overall conclusions of this thesis and the considered
research lines for future work. The publications derived from the contributions
summarized here are listed in the next chapter, “List of publications”.

9.1 Thesis general conclusions

This thesis has been focused on modeling and simulators related to T1D and AP sys-
tems. Given the utmost importance of providing accurate simulators for the accurate
development of AP control algorithms, this thesis aimed to contribute to these simulators,
providing new models for the design of adjunctive therapies using pramlintide and ex-
ploring new ways of describing glucagon dynamics following a more physiology-focused
approach. Hence, in this thesis three main contributions have been presented:

– An analysis of literature on both T1D management and AP systems and glucoregu-
latory models for T1D.

– A model of glucagon effect based on glucagon receptor dynamics.

– A preliminary PK/PD pramlintide model.
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9.1. Thesis general conclusions

The first part of the thesis was devoted to gathering the state of the art of diabetes
technology, analyzing first the normal process of glucose homeostasis in order to observe
better the implications of T1D. Then, diabetes therapies were reviewed, giving way to AP
systems. Several reviews of clinical trials using SHAP systems show its contributions in
reducing time in hypoglycemia and increasing time in normoglycemia, especially during
the night period. However, there are several challenges to overcome, and DHAP con-
tributes to solving some of them. Insulin-glucagon AP systems are especially effective in
preventing hypoglycemia episodes during exercise, whereas insulin-pramlintide systems
help to reduce time in hyperglycemia and improve overall time in range, although more
extensive studies are needed to get the most of the hormone in combination with the AP
system. Using both adjunctive hormones has the limitation of adding to the patients’ de-
vice burden, so future developments need to address this concern, for instance improving
the development of dual-chamber pumps.

The second chapter of the first part provided an overview of the most relevant models
used for T1D in the literature, as well as some of the works extended from them, focusing
on their structural differences. This lead to the analysis of how the glucagon effect is defined
in the literature. Even if the interactions between α-cells and β-cells are known, few works
in the literature contemplate an interaction between insulin and glucagon concentrations.
The chapter lastly listed the only four pramlintide models available in the literature, of
which only one of them is a complete PK/PD model.

The second part of the thesis included the proposal of the EGP model including
glucagon effect modulated by receptors (Chapter 4), followed by the first validation, where
clinical data with single glucagon doses (100, 200, and 300 µg) was used to evaluate the
model performance (Chapter 5), and the second validation (Chapter 6) where the dataset
included two consecutive glucagon doses (100 and 500 µg) in two different settings (low
or high-content CHO diet).

The validations followed a shared procedure: identifying the model’s parameters as
well as the parameters of a selection of EGP models used as comparators and assessing their
performance based on the RMSE obtained against the clinical data. The main difference
among the successive validations was the identification strategy. The proposed glucagon
model was able to provide a lower RMSE compared to the selected EGP definitions in
every validation carried out in this thesis. The proof-of-concept results in Validation 1 were
presented in Furió-Novejarque et al. (2022b). Results for the preliminary validation were
exposed in Furió-Novejarque et al. (2022a), and finally, the conclusive results obtained
with this dataset led to the publication of a paper in Furió-Novejarque et al. (2023b). The
results and procedures followed in Validation 2 were presented in Furió-Novejarque et al.
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(2023a). The final definition of the model adds two compartments to the baseline model
and comprises five identifiable parameters. The potential interaction between glucagon
and insulin could not be evaluated with the available data; hence, it was not modeled.

The final part of the thesis was devoted to the pramlintide model proposal. Pram-
lintide background was more limited compared to glucagon, given the lack of precedent
models and the absence of individual clinical data. A preliminary version of the model
was presented in Miragall et al. (2023). However, further developments were carried out,
assessing different structures and assessing the most adequate combinations based on
AIC and BIC results using data from the literature. The final proposal simplifies both the
PK and the PD submodels compared to the other precedents in the literature. The results
have been published in a journal paper (Furió-Novejarque et al., 2024).

The thesis has successfully contributed to the understanding of glucagon effect on
glucose and pramlintide mechanisms, providing useful results to the field that will be
incorporated in future T1D simulators.

9.2 Future work

After the results obtained in this work, several research lines and developments have
opened up:

– First and foremost, the development of a simulator that integrates the presented
models. This would require integrating the models, which are already implemented,
into a unique software suite. Additionally, a virtual cohort has to be generated that
can be produced sampling parameter sets from the parameter distributions gener-
ated from the identifications in this work. For convenience, a user interface could
be implemented to facilitate the configuration of the scenarios and the simulations’
execution, as well as the display of the results.

– A refinement of the pramlintide model, especially focused on the PD stage, given
the limitations observed in the results of Chapter 8. Gaining access to some dataset
with individual data of a clinical trial using pramlintide would be the first step.

– In a similar way, the glucagon model could be further enhanced given the possi-
bility of analyzing the saturation of glucagon caused by high insulin levels. Also,
the potential proposal of a PK model that includes the nonlinearity observed in
plasma glucagon when administering bigger glucagon doses. The effect was slightly
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apparent in Validation 1 with the 300 µg dose, but it became an issue in Validation
2 with the 500 µg dose.

– Given the interest rise in adjunctive therapies, as shown in Chapter 2, a possible
continuation of the work could focus on the modeling of other adjunctive therapies
(e.g., GLP-1 or SGLT inhibitors) to incorporate their effect into T1D simulators.

– Given the variability of gastric emptying, depending on the consistency of the
meals (liquid versus solid) or their composition (fat, protein, carbohydrates), a meal
model including these variables would be an interesting development. In this sense,
a collaboration with the Food Technology Institute at Universitat Politècnica de
València is being explored, to perform studies with emulators of chemical reactions
in the digestive system.

– A current great interest in the T1D area is the need for customizable simulators that
could account for the variability observed in the patients’ day to day (e.g., including
sex differences or stress effects). In the context in the new project in the team,
DIABETEXX, several clinical studies will be performed to gather knowledge on
sex differences and influence of the menstrual cycle in women related to exercise
and meal challenges, producing data of great value for this purpose.
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Chapter 10

List of publications

“Si tienes cosas, cosas tienes”. − Dra. Vanessa Moscardó.

Listed below are the publications and other works resulted from this thesis.

Journal articles

– Furió-Novejarque, C., Sala-Mira, I., Ranjan, A.G., Nørgaard, K., Dı́ez, J.L., Jørgensen,
J.B., Bondia, J. Analysis on the contribution of glucagon receptors to glucose dynam-
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Under review.

– Sanz, R., Sala-Mira, I., Furió-Novejarque, C., Garcı́a, P., Dı́ez, J.L., Bondia, J. A
Customizable Fully-Autonomous Artificial Pancreas with Coordinated Insulin,
Glucagon and Rescue Carbohydrates. Under review.

– Furió-Novejarque, C., Sala-Mira, I., Dı́ez, J.L., Bondia, J. A model of subcutaneous
pramlintide pharmacokinetics and its effect on gastric emptying: Proof-of-concept
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– Furió-Novejarque, C., Sanz, R., Reenberg, A. T., Ritschel, T. K. S., Ranjan, A. G.,
Nørgaard, K., Dı́ez, J. L., Jørgensen, J. B., and Bondia, J. (2022). Assessment of a new
model of glucagon action with glucagon receptor dynamics. 10th Vienna International
Conference on Mathematical Modelling (MATHMOD 2022). Viena (Austria). IFAC-
PapersOnLine, 55(20):647–652. doi:10.1016/j.ifacol.2022.09.169

Abstracts and posters
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Furió-Novejarque, C., Sanz, R., Ritschel, T.K., Reenberg, A.T., Ranjan, A.G., Nørgaard,
K., Dı́ez, J.l., Bagterp, J., and Bondia, J. (2023b). Modeling the effect of gluca-
gon on endogenous glucose production in type 1 diabetes: On the role of gluca-
gon receptor dynamics. Computers in Biology and Medicine, 154(January):106605,
doi:10.1016/j.compbiomed.2023.106605. (Cited on pages 122, 202 and 267).

Gamarra, E. and Trimboli, P. (2023). Menstrual Cycle, Glucose Control and Insulin
Sensitivity in Type 1 Diabetes: A Systematic Review. Journal of Personalized Medicine,
13(2):374, doi:10.3390/jpm13020374. (Cited on page 34).

Garcia-Tirado, J., Farhy, L., Nass, R., Kollar, L., Clancy-Oliveri, M., Basu, R., Kovatchev,
B., and Basu, A. (2022). Automated Insulin Delivery with SGLT2i Combination
Therapy in Type 1 Diabetes. Diabetes Technology and Therapeutics, 24(7):461–470,
doi:10.1089/dia.2021.0542. (Cited on pages 28 and 47).

219

https://doi.org/10.1001/jama.2023.2064
https://doi.org/10.1016/j.cmpb.2023.107968
https://doi.org/10.1016/j.ifacol.2023.10.275
https://doi.org/10.1089/dia.2022.2525.abstracts
https://doi.org/10.1016/j.ifacol.2022.09.169
https://doi.org/10.1016/j.compbiomed.2023.106605
https://doi.org/10.3390/jpm13020374
https://doi.org/10.1089/dia.2021.0542


Bibliography

Garcia-Tirado, J., Zuluaga-Bedoya, C., and Breton, M.D. (2018). Identifiability Analysis
of Three Control-Oriented Models for Use in Artificial Pancreas Systems. Journal
of Diabetes Science and Technology, 12(5):937–952, doi:10.1177/1932296818788873.
(Cited on page 103).

Gavin, J.R., Roth, J., Neville, D.M., de Meyts, P., and Buell, D.N. (1974). Insulin dependent
regulation of insulin receptor concentrations: A direct demonstration in cell culture.
Proceedings of the National Academy of Sciences of the United States of America, 71(1):84–
88, doi:10.1073/pnas.71.1.84. (Cited on page 83).

Gerich, J.E. (1988). Glucose Counterregulation and Its Impact on Diabetes Mellitus.
Diabetes, 37(12):1608–1617, doi:10.2337/diab.37.12.1608. (Cited on pages 14 and 20).

Gerich, J.E. (1993). Control of glycaemia. Baillière’s Clinical Endocrinology and Metabolism,
7(3):551–586, doi:10.1016/S0950-351X(05)80207-1. (Cited on page 11).

Gerich, J.E., Langlois, M., Noacco, C., Karam, J.H., and Forsham, P.H. (1973). Lack of
glucagon response to hypoglycemia in diabetes: Evidence for an intrinsic pancreatic
alpha cell defect. Science, 182(4108):171–173, doi:10.1126/science.182.4108.171. (Cited

on page 18).

Giménez, M., Khunti, K., Matsuhisa, M., Chenji, S., Syring, K., and Yan, Y. (2023). Sys-
tematic Literature Review and Indirect Treatment Comparison of Three Ready-to-Use
Glucagon Treatments for Severe Hypoglycemia. Diabetes Therapy, 14(11):1757–1769,
doi:10.1007/s13300-023-01466-6. (Cited on page 24).

Gingell, J.J., Rees, T.A., Hendrikse, E.R., Siow, A., Rennison, D., Scotter, J., Harris, P.W.,
Brimble, M.A., Walker, C.S., and Hay, D.L. (2020). Distinct Patterns of Internaliza-
tion of Different Calcitonin Gene-Related Peptide Receptors. ACS Pharmacology and
Translational Science, 3(2):296–304, doi:10.1021/acsptsci.9b00089. (Cited on page 163).

Gingras, V., Bonato, L., Messier, V., Roy-Fleming, A., Smaoui, M.R., Ladouceur, M., and
Rabasa-Lhoret, R. (2018). Impact of macronutrient content of meals on postprandial
glucose control in the context of closed-loop insulin delivery: A randomized cross-over
study. Diabetes, Obesity and Metabolism, 20(11):2695–2699, doi:10.1111/dom.13445.
(Cited on page 192).

Glezer, S., Hovelmann, U., Teng, S., Lamers, D., Odoul, M., Correia, J., Zijlstra, E., Gaudier,
M., Soula, O., and Duracher, D. (2018). BioChaperone Glucagon (BCG), a Stable Ready-
to-Use Liquid Glucagon Formulation, Is Well Tolerated and Quickly Restores Eug-

220

https://doi.org/10.1177/1932296818788873
https://doi.org/10.1073/pnas.71.1.84
https://doi.org/10.2337/diab.37.12.1608
https://doi.org/10.1016/S0950-351X(05)80207-1
https://doi.org/10.1126/science.182.4108.171
https://doi.org/10.1007/s13300-023-01466-6
https://doi.org/10.1021/acsptsci.9b00089
https://doi.org/10.1111/dom.13445


Bibliography

lycemia after Insulin-Induced Hypoglycemia. Diabetes, 67(Supplement 1):305–OR,
doi:10.2337/db18-305-OR. (Cited on page 23).

Goldfine, I.D. (1975). Binding of insulin to thymocytes from suckling and hypophysec-
tomized rats: Evidence for two mechanisms regulating insulin sensitivity. Endocrinology,
97(4):948–954, doi:10.1210/endo-97-4-948. (Cited on page 83).
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Appendix A

Parameter values

A.1 Preliminary validation

Table A.1 Proof-of-concept validation parameter values for the Receptors EGP model
Table A.2 Proof-of-concept validation parameter values for the DTU EGP model
Table A.3 Common parameter values in the preliminary validation and Validation 1
Table A.4 Preliminary validation parameter values for the Receptors EGP model
Table A.5 Preliminary validation parameter values for the DTU EGP model
Table A.6 Preliminary validation parameter values for the McGill EGP model
Table A.7 Preliminary validation parameter values for the OHSU EGP model

A.2 Validation 1

Table A.8 Validation 1 parameter values for the Receptors EGP model
Table A.9 Validation 1 parameter values for the DTU EGP model
Table A.10 Validation 1 parameter values for the McGill EGP model
Table A.11 Validation 1 parameter values for the OHSU EGP model
Table A.12 Validation 1 base model common parameters
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A.3. Validation 2

A.3 Validation 2

Table A.13 Validation 2 parameter values for the Receptors EGP model
Table A.14 Validation 2 parameter values for the DTU EGP model
Table A.15 Validation 2 parameter values for the McGill EGP model
Table A.16 Validation 2 parameter values for the OHSU EGP model
Table A.17 Validation 2 base model common PD parameters
Table A.18 Validation 2 base model common PK parameters

Proof-of-concept - Receptors EGP

Patient 1 2 3 4 5 6 7 8

kon ·10−4 0.37 1.16 0.51 0.19 0.10 0.23 0.57 0.23
Vr 64 120 138 85 70 85 200 65
Kr ·10−4 184.0 1777.7 812.7 152.4 108.2 190.9 2706.2 146.1
SI ·10−4 170 100 277 100 100 300 484 500
EGP0 7.0 10.0 10.0 6.0 5.6 10.0 10.0 2.5

ST-A ·10−4 29.98 38.28 45.91 15.62 33.66 45.46 41.44 50.00
ST-B ·10−4 34.98 25.12 31.09 22.71 25.69 17.37 38.94 28.68
ST-C ·10−4 36.75 17.50 50.00 17.67 37.70 39.81 10.00 50.00
SD-A ·10−4 5.99 4.31 1.00 1.00 1.00 2.54 2.93 1.00
SD-B ·10−4 6.00 6.00 2.99 1.85 1.10 6.00 1.71 1.00
SD-C ·10−4 3.20 1.00 5.35 1.04 1.37 3.45 3.10 6.00
Q20-A 1873 1862 2500 933 2500 2500 1804 2348
Q20-B 2500 1190 1655 2500 1286 1231 2500 1311
Q20-C 2285 1188 1517 500 1677 2500 757 1389

Table A.1: Proof-of-concept validation identified parameter values for the Receptors EGP model.
St,Sd, and Q20 were adjusted per visit in the dataset (A, B, C).
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Proof-of-concept - DTU EGP

Patient 1 2 3 4 5 6 7 8

Emax 85.26 85.26 100.00 99.18 76.34 100.00 100.00 74.36
CE50 802.0 1000.0 538.3 573.6 696.7 418.0 1000.0 999.7
SE ·10−4 10.0 10.0 152.7 10.0 10.0 270.8 355.5 10.0

ST-A ·10−4 12.95 17.96 43.55 11.11 25.53 42.85 42.58 16.24
ST-B ·10−4 31.20 40.46 34.06 20.07 21.42 18.14 13.40 14.18
ST-C ·10−4 40.84 38.39 50.00 17.95 37.65 35.80 45.33 50.00
SD-A ·10−4 4.01 2.76 1.16 1.09 1.00 2.27 4.29 1.00
SD-B ·10−4 5.89 3.78 2.43 2.20 1.74 6.00 4.08 3.75
SD-C ·10−4 2.94 1.00 6.00 1.49 2.05 4.00 4.62 6.00
Q20-A 1040 1081 2500 654 1940 2500 1987 1035
Q20-B 2378 2024 1771 2268 1103 1437 1304 607
Q20-C 2500 2500 1739 500 1647 2500 2086 1117

Table A.2: Proof-of-concept validation identified parameter values for the DTU EGP model.St,
Sd, and Q20 were adjusted per visit in the dataset (A, B, C).
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A.3. Validation 2

Patient 1 2 3 4 5 6 7 8

GGNG 6 6 6 6 6 6 6 6
V 160 160 160 160 160 160 160 160
W 54 81 87 73 50 69 72 59
F01 14.2 15.5 12.0 14.2 13.8 12.8 13.1 13.4
k12 ·10−4 244 397 281 358 285 213 238 289
ka1 ·10−4 16 18 15 47 15 18 10 37
ka2 ·10−4 522 548 517 624 495 437 353 518
ka3 ·10−4 215 327 235 178 231 68 74 154

tmax 57.6 40.8 48.5 68.5 57.3 67.9 46.5 55.4
ClF,I 18.9 14.8 17.3 23.7 18.5 17.4 24.6 26.8

k1 ·10−4 420 220 380 350 560 580 350 520
k2-A 0.14 0.10 0.19 0.25 0.26 0.06 0.28 0.09
k2-B 0.14 0.12 0.19 0.25 0.41 0.06 0.28 0.14
k2-C 0.14 0.50 0.17 0.25 0.19 0.07 0.09 0.06
ClF,C-A 94.0 114.0 200.0 136.0 106.0 159.0 125.0 91.0
ClF,C-B 94.0 75.6 200.0 136.0 97.8 159.0 125.0 78.0
ClF,C-C 94.0 90.1 130.6 136.0 84.8 89.5 86.8 68.7

Table A.3: Common parameter values in the preliminary validation and Validation 1. Gray shaded
cells highlight parameters taken from Wendt et al. (2017a). Glucagon PK parameters k2 and ClF,C
were adjusted per visit (A,B,C) if necessary to improve the fit to the plasma glucagon data.
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Preliminary validation - Receptors EGP

Patient 1 2 3 4 5 6 7 8

kon ·10−4 0.37 1.16 0.51 0.19 0.10 0.23 0.57 0.23
Vr 63.86 120.45 137.57 85.30 69.96 85.32 200.00 64.72
Kr ·10−4 184.0 1777.7 812.7 152.4 108.2 190.9 2706.2 146.1
SI ·10−4 170 100 277 100 100 300 484 500
EGP0 7.0 10.0 10.0 6.0 5.6 10.0 10.0 2.5

ST-A ·10−4 29.98 38.28 45.91 15.62 33.66 45.46 41.44 50.00
ST-B ·10−4 34.98 25.12 31.09 22.71 25.69 17.37 38.94 28.68
ST-C ·10−4 36.75 17.50 50.00 17.67 37.70 39.81 10.00 50.00
SD-A ·10−4 5.99 4.31 1.00 1.00 1.00 2.54 2.93 1.00
SD-B ·10−4 6.00 6.00 2.99 1.85 1.10 6.00 1.71 1.00
SD-C ·10−4 3.20 1.00 5.35 1.04 1.37 3.45 3.10 6.00
Q20-A 1873 1862 2500 933 2500 2500 1804 2348
Q20-B 2500 1190 1655 2500 1286 1231 2500 1311
Q20-C 2285 1188 1517 500 1677 2500 757 1389

Table A.4: Preliminary validation identified parameter values for the Receptors EGP model.St,
Sd, and Q20 were adjusted per visit in the dataset (A, B, C).
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Preliminary validation - DTU EGP

Patient 1 2 3 4 5 6 7 8

Emax 87.63 80.60 100.00 92.04 74.50 100.00 99.98 62.57
CE50 829.9 1000.0 636.2 475.1 540.5 437.9 999.3 592.5
SE ·10−4 10.0 10.0 129.7 10.0 10.0 252.5 312.7 10.3
GGNG 6.74 6.82 7.52 5.20 4.92 6.83 2.88 4.07

ST-A ·10−4 12.80 15.15 38.37 12.35 33.66 43.17 47.84 28.00
ST-B ·10−4 33.59 36.11 28.03 21.83 27.16 19.60 21.40 19.69
ST-C ·10−4 41.45 40.30 50.00 18.07 43.36 36.37 49.21 50.00
SD-A ·10−4 6.00 3.83 1.71 1.00 1.00 2.61 1.94 1.00
SD-B ·10−4 6.00 4.19 3.66 1.99 1.41 6.00 1.02 2.08
SD-C ·10−4 3.53 1.00 6.00 1.41 1.85 4.41 1.83 6.00
Q20-A 1035 965 2197 754 2500 2500 2279 1645
Q20-B 2485 1811 1513 2462 1330 1409 1904 939
Q20-C 2500 2500 1559 500 1902 2500 2314 1268

Table A.5: Preliminary validation identified parameter values for the DTU EGP model.St,Sd,
and Q20 were adjusted per visit in the dataset (A, B, C).
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Preliminary validation - McGill EGP

Patient 1 2 3 4 5 6 7 8

T 0.050 0.061 0.236 0.137 0.038 0.298 0.075 0.037
KGd ·10−3 289.3 1.1 1.3 262.4 9516.1 163.9 1.1 8333.7
TGd ·10−3 146.02 1.10 1.93 706.76 298.01 530.85 1.13 104.44
S ·10−4 100.05 100.00 392.87 100.24 100.38 500.00 331.61 100.09
Gng 7.8 7.0 7.1 7.3 8.6 7.6 4.7 6.2

ST-A ·10−4 10.01 10.00 44.45 10.04 10.01 19.62 25.27 47.87
ST-B ·10−4 22.74 29.03 30.84 22.43 16.78 22.19 10.00 12.67
ST-C ·10−4 43.45 41.67 50.00 26.02 49.97 38.97 50.00 50.00
SD-A ·10−4 1.00 2.77 1.40 1.01 1.00 1.73 2.17 1.00
SD-B ·10−4 6.00 4.13 3.20 2.15 3.55 6.00 1.83 1.01
SD-C ·10−4 3.35 1.00 6.00 1.36 2.31 3.66 3.56 6.00
Q20-A 669 688 2500 680 863 1071 1362 2497
Q20-B 1519 1471 1644 2447 850 1486 1173 500
Q20-C 2500 2500 1625 579 1861 2500 2251 1223

Table A.6: Preliminary validation identified parameter values for the McGill EGP model. St,Sd,
and Q20 were adjusted per visit in the dataset (A, B, C).
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Preliminary validation - OHSU EGP

Patient 1 2 3 4 5 6 7 8

kg3 ·10−6 8.62 3.47 15.41 10.05 5.96 9.63 4.16 10.68
kd 9.60 37.54 43.11 15.07 6.15 23.37 50.00 20.08
kc 0.32 1.00 1.00 0.20 0.26 0.68 0.85 0.90
Sf ·10−6 1.20 1.08 99.77 5.15 1.06 2.46 99.70 1.43
EGP0 7.8 7.1 8.7 7.3 8.4 9.8 3.9 7.7

ST-A ·10−4 10.00 10.00 47.25 10.01 10.00 28.66 32.43 10.27
ST-B ·10−4 25.38 34.43 15.74 22.69 16.06 10.00 32.14 12.88
ST-C ·10−4 42.98 41.91 50.00 24.39 50.00 43.71 42.28 50.00
SD-A ·10−4 1.00 3.36 1.48 1.00 1.00 3.42 1.47 1.00
SD-B ·10−4 6.00 4.07 4.60 2.18 3.50 6.00 1.97 4.32
SD-C ·10−4 3.23 1.00 6.00 1.38 2.44 4.48 1.65 6.00
Q20-A 670 703 2500 677 870 1626 1650 823
Q20-B 1745 1700 982 2485 843 804 2500 500
Q20-C 2500 2500 1450 515 1794 2500 2003 932

Table A.7: Preliminary validation identified parameter values for the OHSU EGP model. St,Sd,
and Q20 were adjusted per visit in the dataset (A, B, C).

Validation 1 - Receptors EGP

Patient 1 2 3 4 5 6 7 8

kon ·10−4 0.02 0.53 0.13 0.10 0.01 0.05 0.17 0.01
Vr 135.08 199.77 194.91 80.10 101.32 109.06 199.98 102.86
Kr ·10−4 85.7 2190.2 347.6 165.2 28.6 79.0 1036.9 16.2
SI ·10−4 220 204 100 101 103 100 433 634
EGP0 8.0 9.1 10.0 9.9 6.1 10.0 4.7 3.9

Table A.8: Validation 1 identified parameter values for the Receptors EGP model.
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Validation 1 - DTU EGP

Patient 1 2 3 4 5 6 7 8

Emax 99.98 74.73 99.97 79.06 95.71 100.00 88.58 99.98
CE50 899.8 999.1 447.3 735.4 987.4 641.7 1000.0 631.1
SE ·10−4 132.6 10.3 10.2 11.7 29.8 10.0 213.5 88.6
GGNG 5.5 5.8 8.0 7.6 5.0 9.5 2.7 1.0

Table A.9: Validation 1 identified parameter values for the DTU EGP model.

Validation 1 - McGill EGP

Patient 1 2 3 4 5 6 7 8

T 0.053 0.054 0.201 0.068 0.031 0.173 0.050 0.064
KGd ·10−3 264.8 2.5 6883.7 813.6 6692.0 92.1 6651.7 66.2
TGd ·10−3 192.82 4.66 432.09 365.05 553.75 416.48 2.17 555.98
S ·10−4 100.08 100.10 280.01 100.73 108.80 382.17 100.36 100.07
Gng 7.4 6.1 9.1 9.3 6.8 10.0 3.2 4.9

Table A.10: Validation 1 identified parameter values for the McGill EGP model.

Validation 1 - OHSU EGP

Patient 1 2 3 4 5 6 7 8

kg3 ·10−6 8.25 9.81 9.93 10.74 9.45 12.32 10.59 13.33
kd 0.26 1.00 0.34 0.27 0.20 0.32 1.00 0.13
kc ·10−3 1.62 7.46 3.59 1.63 1.14 1.69 14.31 1.46
Sf ·10−6 8.16 9.19 68.86 10.49 9.40 99.80 94.07 13.54
EGP0 7.4 6.1 9.9 9.1 6.8 11.9 3.2 5.0

Table A.11: Validation 1 identified parameter values for the OHSU EGP model.

257



A.3. Validation 2

Validation 1 - common parameters

Patient 1 2 3 4 5 6 7 8

ST-A ·10−4 11.28 18.89 56.24 1.60 24.57 55.01 46.54 55.32
ST-B ·10−4 28.25 30.46 38.26 7.43 21.87 6.20 41.22 43.23
ST-C ·10−4 49.21 35.89 88.97 1.12 48.45 47.74 42.82 90.09
SD-A ·10−4 1.81 1.52 2.08 0.12 0.10 2.79 1.46 0.63
SD-B ·10−4 5.45 3.16 5.32 2.74 0.96 201.94 1.54 2.60
SD-C ·10−4 3.08 0.28 5.97 3550.33 1.52 4.69 1.23 9.71
Q20-A 860 1038 2990 218 1822 3000 2190 2503
Q20-B 2061 1508 1939 802 1126 3000 3000 2177
Q20-C 2999 2178 2992 121 1979 3000 2042 2999

Table A.12: Validation 1 identified common parameter values from the base model.
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Appendix A. Parameter values
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A.3. Validation 2

Validation 2 PK parameters

Patient 1 2 3 4 5 6 7 8 9 10

V 160 160 160 160 160 160 160 160 160 160
W 75 75 75 75 75 75 75 75 75 75

tmax 102.8 75.3 90.5 54.7 53.1 91.7 75.3 69.9 64.8 56.3
ClF,I 4.7 15.9 6.3 25.4 21.0 12.4 20.7 15.9 20.1 29.5

k1 ·10−4 638 352 638 638 283 531 387 423 596 341
k2L-100 0.11 0.14 0.11 0.05 0.15 0.15 0.47 0.12 0.05 0.37
k2L-500 0.09 0.06 0.05 0.09 0.15 0.06 0.14 0.13 0.03 0.30
k2H-100 0.34 0.55 0.16 0.15 0.05 0.05 0.14 0.36 0.05 0.05
k2H-500 0.10 0.08 0.06 0.07 0.05 0.05 0.04 0.14 0.21 0.05
ClF,C L-100 99.6 79.0 56.7 138.0 104.0 96.1 103.0 81.0 64.5 89.3
ClF,C L-500 79.7 47.4 56.7 69.0 67.6 57.6 41.2 36.4 64.5 53.6
ClF,C H-100 99.6 79.0 56.7 138.0 104.0 96.1 103.0 81.0 64.5 89.3
ClF,C H-500 74.7 47.4 39.7 48.3 67.6 76.9 61.8 64.8 83.8 98.2

Table A.18: Validation 2 PK identified parameter values. Shaded cells highlight fixed values.
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Appendix B

T1D models

This chapter provides a description of the states and parameters of the selection of models
reviewed in Chapter 3. Tables have sections corresponding to each subsystem in the
model. Values in blue represent inputs to the system. A collection of tables at the end of
the document accompanies this chapter, where the complete equations for each model are
reported. The models included in this chapter are:

Table B.1 Receptors proposal model
Table B.2 Wendt model
Table B.3 Hovorka model
Table B.4 Jacobs model
Table B.5 Dalla Man model
Table B.6 Haidar model
Table B.7 Bergman minimal model
Table B.8 Herrero model
Table B.9 Kanderian IVP model
Table B.10 Kelly model
Table B.11 Cinar model
Table B.12 Fabietti model
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B.1. Receptors proposal

B.1 Receptors proposal

Magnitude Units Description

uI U/min Insulin infusion (as a deviation from basal)
X1(t) U Insulin mass due to exogenous dosing in subcutaneous tissue
X2(t) U Insulin mass due to exogenous dosing in plasma
I(t) mU/l Insulin plasma concentration
tmax min Time from dose to maximum plasma concentration
W kg Weight
ClF,I ml/kg/min Apparent insulin clearanceIn

su
lin

su
bs

ys
te

m

Ib mU/l Basal insulin concentration

uC pg/min Glucagon infusion (as a deviation from basal)
Z1(t) pg Glucagon mass due to exogenous dosing in subcutaneous

tissue
Z2(t) pg Glucagon mass due to exogenous dosing in plasma
C(t) pg/ml Glucagon concentration in plasma
k1, k2 min−1 Absorption elimination rate constants
ClF,C ml/kg/min Apparent glucagon clearance

G
lu

ca
go

n
su

bs
ys

te
m

Cb pg/ml Basal glucagon concentration

x1(t) mU/l Effect of insulin on glucose distribution
x2(t) mU/l Effect of insulin on glucose disposal
x3(t) mU/l Effect of insulin on EGP

EGP (t) µmol/kg/min Endogenous glucose production
Q1(t) µmol/kg Glucose mass in the accessible compartment
Q2(t) µmol/kg Glucose mass in the non-accessible compartment
G(t) mmol/l Blood glucose

ka1, ka2, ka3 min−1 Deactivation rate constants
F01 µmol/kg/min Insulin-independent glucose flux
FR µmol/kg/min Renal glucose clearance
ST min−1/(mU/l) Insulin sensitivity to glucose transport
SD min−1/(mU/l) Insulin sensitivity to glucose disposal
k12 min−1 Transfer rate constant from the nonaccessible to the accessi-

ble compartment

G
lu

co
se

su
bs

ys
te

m

V ml/kg Glucose distribution volume

Continued in next page
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Appendix B. T1D models

Continued from previous page

Magnitude Units Description

r(t), rC(t) unitless Normalized amount of free and bonded receptors
Fhgp(t) µmol/kg/min Hepatic glucose production
koff min−1 Dissociation rate
krec min−1 Recycling rate
kin min−1 Internalization rate of the glucagon-bonded receptor
kon (pg/min)−1 Association rate of glucagon to the receptor
Vh ml Volume of the hepatic interstitial space
Kr unitless Apparent dissociation constant
Vr µmol/kg/min Maximal glucagon-dependent hepatic glucose production

rate
EGP0 µmol/kg/min EGP extrapolated to zero insulin concentration

EG
P

su
bs

ys
te

m

SI (mU/l)−1 Hepatic insulin sensitivity

References: Furió-Novejarque et al. (2023b,a)
Table B.1: Units and description of the states and parameters in the PK/PD model proposal.

B.2 Wendt model

This model uses the same equations for the insulin subsystem, glucagon subsystem and
glucose subsystem as the receptors proposal, hence, only the EGP subsystem is added
here.

Magnitude Units Description

Ggg(t) µmol/kg/min Glucose production due to glycogenolysis
SE l/mU Insulin sensitivity on glycogenolysis
Emax µmol/kg/min Maximum EGP at basal insulin concentration
GGNG µmol/kg/min Glucose production due to gluconeogenesis

EG
P

CE50 pg/ml Glucagon concentration yielding half of maximum EGP

References: Wendt et al. (2017b,a)
Table B.2: Units and description of the states and parameters in the DTU model.
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B.3. Hovorka model

B.3 Hovorka model

Magnitude Units Description

uI U/h Insulin administration (bolus and infusion)
S1(t) U Absorption of subcutaneously administered insulin
S2(t) U Absorption of subcutaneously administered insulin
I(t) mU/l Plasma insulin concentration
tmax,I min Time-to-maximum insulin absorption
VI l/kg Insulin distribution volumeIn

su
lin

su
bs

ys
te

m

ke min−1 Insulin elimination from plasma

Q1(t) mmol/kg Mass of glucose in the accessible compartment
Q2(t) mmol/kg Mass of glucose in the non-accessible compartment
G(t) mmol/l Glucose concentration
x1(t) mU/l Remote effects of insulin on glucose distribution/transport
x2(t) mU/l Remote effects of insulin on glucose disposal
x3(t) mU/l Remote effects of insulin on EGP
F c
01 mmol/kg/min Non-insulin-dependent glucose flux

FR mmol/kg/min Renal glucose clearance
k12 min−1 Transfer rate (non-accessible to accessible compartment)

EGP0 mmol/kg/min EGP extrapolated to the zero insulin concentration
ka1, ka2, ka3 min−1 Deactivation rate constants

SIT min−1 per mU/l Insulin sensitivity of distribution/transport
SID min−1 per mU/l Insulin sensitivity of disposal
SIE min−1 per mU/l Insulin sensitivity of EGP

kb1, kb2, kb3 min−2 per mU/l Activation rate constant

G
lu

co
se

su
bs

ys
te

m

VG l/kg Distribution volume of the accessible compartment

DG g Amount of carbohydrates
UG mmol/l Gut absorption rate
AG unitless Carbohydrate availability
Bio % Bioavailability of CHOM

ea
ls

ub
s.

tmax,G min Time-of-maximum glucose Ra in the accessible comp.

References: Hovorka et al. (2002, 2004); Wilinska et al. (2010)
Table B.3: Units and description of the states and parameters in the Hovorka model.
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Appendix B. T1D models

B.4 Jacobs model

Magnitude Units Description

uI mU/kg/min Insulin infusion rate
S1(t) mU/kg Insulin mass in compartment 1
S2(t) mU/kg Insulin mass in compartment 2
I(t) mU/l Plasma insulin concentration
tmax min Time-to-maximum absorption
VI l/kg Distribution volumeIn

su
lin

su
bs

ys
te

m

ke min−1 Insulin elimination rate

ug mg/kg/min Glucagon basal rate
X1g(t) mg/kg Glucagon mass compartment 1
X2g(t) mg/kg Glucagon mass compartment 2
X3g(t) mg/kg Plasma glucagon mass
Y (t) unitless Effect of glucagon on EGP
Z(t) unitless Derivative of Y (t)

k1g min−1 Constant transfer rate
kge1 min−1 Elimination rate from the inaccessible compartment
k2g min−1 Constant transfer rate
kge2 min−1 Elimination rate from the accessible compartment
kc min−1 Clearance rate of glucagon from the remote compartment

kg (ng/l)−1min−1 Constant kg =
106kcSfGG

VdGG

SfGG (ng/l)−1min−1 Glucagon sensitivity factor

G
lu

ca
go

n
su

bs
ys

te
m

VdGG l/kg Glucagon volume of distribution

DG mmol/kg Carbohydrate intake
UG mmol/kg/min Glucose absorption rate from meals
t0 min Meal announcement time
AG unitless Carbohydrate bioavailabilityM

ea
ls

ub
s.

tmax,G min Time-to-maximum appearance rate of glucose in Q1

kg3 unitless Contribution of Z(t) to glucagon action

EG
P

EGP0 mmol/kg/min Basal EGP at a theoretical zero insulin concentration

Q1(t) mmol/kg Mass of glucose in the accessible (plasma) comp.
Q2(t) mmol/kg Mass of glucose in the non-accessible (interstitial) comp.

Continued in next page

269



B.4. Jacobs model

Continued from previous page

Magnitude Units Description

X1(t) min−1 Effects of insulin on glucose distribution
X2(t) min−1 Effects of insulin on glucose disposal
X3(t) - Effects of insulin on suppression of EGP
F c
01 mmol/kg/min Non-insulin mediated glucose flux

FR mmol/kg/min Renal glucose clearance
ka1, ka2, ka3 min−1 Appearance and elimination rates
Sf1, Sf2, Sf3 min−1 per mU/l Insulin sensitivity factorsG

lu
co

se
su

bs
ys

te
m

k12 min−1 Transfer rate (non-accessible to accessible compartment)

PVOmax
2 % Percentage of maximum oxygen consumption during ex-

ercise
PAMM % Percentage of active muscle mass
ΓPGUA mg/min Glucose uptake from active tissues
ΓHGPA mg/min Glucose production from active tissues (identical value

to ΓPGUA)
ΓPGUA mg/min Peripheral glucose uptake from active tissues
MHGP % Percentage increment with respect to the basal hepatic

glucose production
MPIU % Increment of peripheral insulin uptake
MPGU % Percentage increment with respect to the basal peripheral

glucose uptake
Sfi-EX min−1 per mU/l Exercise insulin sensitivity factors (i ∈ 1, 2, 3)

Ex
er

ci
se

su
bs

ys
te

m

PAMM % Percentage of active muscular mass

References: Resalat et al. (2019); Jacobs et al. (2015)
Table B.4: Units and description of the states and parameters in the Jacobs model.
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Appendix B. T1D models

B.5 Dalla Man Model

Magnitude Units Description

IRR pmol/kg/min Insulin infusion rate
Isc1(t) pmol/kg Insulin mass in the first subcutaneous compartment
Isc2(t) pmol/kg Insulin mass in the second subcutaneous compart-

ment
Rai(t) pmol/kg/min Insulin rate of appearance
Ip(t) pmol/kg Insulin mass in plasma
Il(t) pmol/kg Insulin mass in liver
I(t) pmol/l Plasma insulin concentration
kd min−1 Rate parameter
ka1 min−1 Rate parameter
ka2 min−1 Rate parameter
m1 min−1 Rate parameter
m2 min−1 Rate parameter
m3 min−1 Rate parameter
m4 min−1 Rate parameter

In
su

lin
su

bs
ys

te
m

VI l/kg Insulin distribution volume

Hinf pg/ml/min Glucagon infusion rate
Hsc1(t) pg/ml Glucagon concentration in the subcutaneous space
Hsc2(t) pg/ml Glucagon concentration in the subcutaneous space
RaH(t) pg/ml/min Subcutaneous glucagon rate of appearance
H(t) pg/ml Plasma glucagon concentration

SRH(t) pg/ml/min Glucagon secretion
SRs

H(t) pg/ml/min First component contributing to glucagon secretion
SRd

H(t) pg/ml/min Second component contributing to glucagon secretion
SRb

H pg/ml/min Glucagon secretion basal value
n min−1 Clearance rate
σ Alpha-cell responsivity to glucose level
σ2 Alpha-cell responsivity to glucose level
1/ρ Delay between static glucagon secretion and plasma

glucose
δ Alpha-cell response to glucose rate of change

G
lu

ca
go

n
su

bs
ys

te
m

kh1 min−1 Parameter describing subcutaneous glucagon kinetics

Continued in next page
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B.5. Dalla Man Model

Continued from previous page

Magnitude Units Description

kh2 min−1 Parameter describing subcutaneous glucagon kinetics
kh3 min−1 Parameter describing subcutaneous glucagon kinetics

XH(t) pg/ml Delayed glucagon action on EGP
I ′(t) pmol/l
XL(t) pmol/l Delayed insulin action in the liver
kH min−1 Delay between glucagon concentration and action
Hb pg/ml Steady state plasma glucagon concentration
ki min−1 Rate parameter
kp1 mg/kg/min Extrapolated EGP at zero glucose and insulin
kp2 min−1 Liver glucose effectiveness
kp3 mg/kg/min per pmol/l Parameter governing amplitude of insulin action on

the liver

EG
P

su
bs

ys
te

m

ξ mg/kg/min per pg/ml Liver responsivity to glucagon

D mg Amount of ingested glucose
Qsto1(t) mg Solid phase of glucose in the stomach
Qsto2(t) mg Liquid phase of glucose in the stomach
Qsto(t) mg Amount of glucose in the stomach
Qgut(t) mg Glucose mass in the intestine
Ra(t) mg/kg/min Glucose rate of appearance in plasma
kgri min−1 Grinding rate
kempt min−1 Rate constant of gastric emptying
kabs min−1 Rate constant of intestinal absorption
kmin min−1 kempt maximum value
kmax min−1 kempt minimum value
α unitless kempt decrease rate

(
α = 5

2·D·(1−b)

)
b % Percentage of the dose for which kempt decreases at

(kmax − kmin)/2

β unitless kempt increase/recovery rate
(
β = 5

2·D·c

)
c % Percentage of the dose for which kempt is back to

(kmax − kmin)/2

f unitless Fraction of intestinal absorption which actually ap-
pears in plasma

M
ea

ls
su

bs
ys

te
m

BW kg Body weight

Continued in next page

272



Appendix B. T1D models

Continued from previous page

Magnitude Units Description

Gp(t) mg/kg Plasma glucose mass
Gt(t) mg/kg Glucose mass in tissue
G(t) mg/dl Plasma glucose concentration

risk(t) unitless Risk function
E(t) mg/kg/min Renal excretion
Uid(t) mg/kg/min Insulin-dependent utilization
X(t) pmol/l Insulin action on glucose utilization
Uii mg/kg/min Insulin-independent utilization (glucose uptake by the

brain and erythrocytes)
ke1 min−1 Glomerular filtration rate
ke2 mg/kg Renal threshold of glucose
k1 min−1 Rate parameter
k2 min−1 Rate parameter
VG dl/kg Glucose distribution volume
Vm0 mg/kg/min Rate parameter
Vmx mg/kg/min Rate parameter quantifying peripheral insulin action
r1 l/pmol Model parameter
r2 unitless Model parameter

Km0 mg/kg Rate parameter
p2U min−1 Rate constant of insulin action on the peripheral glu-

cose utilization
Gth mg/dl Hypoglycemic threshold (set at 60 mg/dl)

G
lu

co
se

su
bs

ys
te

m

Ib pmol/l Basal insulin

References: Dalla Man et al. (2006, 2007, 2014)
Table B.5: Units and description of the states and parameters in the Dalla Man model.

273



B.6. Haidar model

B.6 Haidar model

Magnitude Units Description

uI U/min Insulin infusion rate
Qis1(t) U Insulin mass in the 1st slow compartment
Qis2(t) U Insulin mass in the 2nd slow compartment
Qif1(t) U Insulin mass in the 1st fast compartment
Qif2(t) U Insulin mass in the 2nd fast compartment
Qi(t) U Insulin mass in plasma
I(t) mU/l Plasma insulin concentration
pi unitless Portion of subcutaneous insulin absorbed through

the slow channel
kis1, kis2 min−1 Transfer rates

kif min−1 Transfer rate
ke min−1 Fractional clearance rate
ci U/min Background insulin appearance

Im(t) unitless Piecewise function describing time-varying compo-
nents of insulin kinetics (30-min segments)

Vi ml/kg Insulin distribution volume

In
su

lin
su

bs
ys

te
m

w kg Weight

ug(t) unit/min Glucagon infusion
Qg1(t) unit Glucagon mass in the first subcutaneous compart-

ment
Qg2(t) unit Glucagon mass in the second subcutaneous com-

partment
Cp(t) mU/l Glucagon concentration in plasma
tgmax min Time-to-peak plasma glucagon concentration

MCRg ml/kg/min Metabolic clearance rateG
lu

ca
go

n
su

bs
ys

te
m

Cb mU/l Basal glucagon concentration

Sg Glucagon sensitivity

EG
P

Se 10−4 per mU/l Insulin sensitivity of EGP

Q1(t) µmol/kg Mass of glucose in the accessible compartment
Q2(t) µmol/kg Mass of glucose in the non-accessible compartment
G(t) mmol/l Glucose concentration

Continued in next page
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Appendix B. T1D models

Continued from previous page

Magnitude Units Description

Gs(t) mmol/l Interstitial glucose concentration
x1(t) min−1 Delayed effects of insulin on glucose distribution
x2(t) min−1 Delayed effects of insulin on glucose disposal
x3(t) min−1 Delayed effects of insulin on EGP
F c
01 µmmol/kg/min Non-insulin-dependent glucose utilization

Fg(t) unitless Piecewise function for glucose’s time-varying char-
acteristics (15-min segments)

k12 min−1 Transfer rate (non-accessible to accessible compart-
ment)

St 104 × /min per mU/l Insulin sensitivity on glucose distribution
Sd 104 × /min per mU/l Insulin sensitivity on glucose disposal

ka1, ka2, ka3 min−1 Time constants
V l/kg Glucose distribution volume

G
lu

co
se

su
bs

ys
te

m

ks l/min Time constant

CHO g Amount of carbohydrates
Um1(t) µmol/kg/min Glucose appearance in the 1st absorption channel
Um2(t) µmol/kg/min Glucose appearance in the 2nd absorption channel
Um(t) µmol/kg/min Total glucose appearance
km min−1 Transfer rate parameter
d min Delay associated with the second absorption chan-

nel
fm(t) unitless Piecewise function for variability on absorption pro-

files (15-min segments)

M
ea

ls
ub

sy
st

em

pm unitless Portion of the meal absorbed through the 1st chan-
nel

References: Haidar et al. (2013c,a); Smaoui et al. (2020a)
Table B.6: Units and description of the states and parameters in the Haidar model.
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B.7. Bergman - Minimal model

B.7 Bergman - Minimal model

Magnitude Units Description

uI U/h Insulin administration
I(t) µU/ml Plasma insulin
X(t) µU/ml Interstitial comparment
p2 min−1 Output rate of the remote insulin compartment (k3)
p3 min−1 Input rate to the X(t) compartment (k2(k4 + k6))
SI min−1/µU per ml Insulin sensitivity, equal to - p3/p2
h mg/dl Glucose thresholdIn

su
lin

su
bs

ys
te

m

n min−1 Time constant for insulin disappearance

G(t) mg/dl Plasma glucose
p1 min−1 Output rates from the G(t) compartments (−(k1 + k5))
Gb mg/dl Basal glucoseG

lu
co

se

γ unitless Increase proportion by which glucose exceeds h

References: Bergman et al. (1979, 1981)
Table B.7: Units and description of the states and parameters in the Bergman model.

B.8 Herrero model

Magnitude Units Description

u µU/kg Subcutaneous insulin infusion
S1(t) µU First compartment of subcutaneous insulin absorption
S2(t) µU Second compartment of subcutaneous insulin absorption
I(t) µU/ml Plasma insulin concentration
VI ml/kg Distribution volume of plasma insulin
tmaxI min Time-to-maximum insulin absorption
ke min−1 First-order decay rate for insulin in plasmaIn

su
lin

su
bs

ys
te

m

Ib µU/ml Basal insulin concentration

w ng/kg Subcutaneous glucagon infusion
Z1(t) ng First compartment of subcutaneous glucagon absorption

Continued in next page
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Appendix B. T1D models

Continued from previous page

Magnitude Units Description

Z2(t) ng Second compartment of subcutaneous glucagon absorp-
tion

N(t) pg/ml Plasma glucagon concentration
VN ml/kg Distribution volume of plasma glucagon
tmaxN min Time-to-maximum glucagon absorption
kN min−1 First-order decay rate for glucagon in plasmaG

lu
ca

go
n

su
bs

.

Nb pg/ml Basal glucagon concentration

Y (t) min−1 Glucagon action on glucose production
p3 min−1 Rate constant describing dynamics of glucagon actionEG

P

SN min−1 per pg/ml Glucagon sensitivity

G(t) mg/dl Plasma glucose
X(t) min−1 Insulin action on glucose production and disposal
SG min−1 Fractional glucose effectiveness
p2 min−1 Rate constant describing dynamics of insulin action
SI min−1 per µU/ml Insulin sensitivityG

lu
co

se
su

bs
.

V dl/kg Glucose distribution volume

DG mg Amount of carbohydrates
F (t) mg/min/kg Glucose appearance in the first compartment
RA(t) mg/min/kg Rate of glucose appearance
AG unitless Carbohydrate bioavailability

M
ea

ls
ub

s.

τm min Peak time of meal glucose appearance, different for each
meal

References: Herrero et al. (2013)
Table B.8: Units and description of the states and parameters in the Herrero model.
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B.9. Kanderian - IVP model

B.9 Kanderian - IVP model

Magnitude Units Description

ID µU/min Insulin administration (bolus and infusion)
Isc(t) µU/ml Subcutaneous insulin concentration
Ip(t) µU/ml Plasma insulin concentration
τ1, τ2 min PK time constantsIn

su
lin

CI ml/min Insulin clearance

G(t) mg/dl Plasma glucose
GISF(t) mg/dl Glucose concentration in the interstitial fluid
Ieff(t) min−1 Insulin effect
GEZI min−1 Glucose effectiveness at zero insulin
EGP mg/dl/min Endogenous glucose production
p2 min−1 Time constant for insulin action
SI ml/µU/min Insulin sensitivityG

lu
co

se
su

bs
ys

te
m

τSEN min Interstitial fluid delay (fixed to 10 min)

CH g Amount of carbohydrates
RA(t) mg/dl/min Rate of glucose appearance
VG dl Glucose distribution volume

M
ea

ls
ub

s.

τm min Peak time of meal glucose appearance, different for each meal

References: Kanderian et al. (2012)
Table B.9: Units and description of the states and parameters in the IVP model.
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Appendix B. T1D models

B.10 Kelly model

Magnitude Units Description

Iinf µU/ml Insulin infusion
I(t) µU/ml Plasma insulin concentration
Ib µU/ml Baseline plasma insulin concentration
I0 µU/ml Theoretical value of insulin concentration at t = 0

p4 min−1 Rate of insulin disappearance from plasma

In
su

lin
su

bs
ys

te
m

p5 µU/ml min−2 (mg/dl)−1 Rate of second phase insulin secretion (glucose
dependent)

E(t) pg/ml Plasma glucagon concentration
Y (t) min−1 Interstitial glucagon activity
Eb ng/l Baseline plasma glucagon concentration
p6 min−1 Rate of glucagon disappearance from plasma
p7 ng/l min−2 (mg/dl)−1 Rate of excess plasma glucagon stimulated gluca-

gon activity
p8 min−1 Rate of clearance of interstitial glucagon
p9 min−1 (ng/l)−1 Rate of excess plasma glucagon stimulated glucose

activity
p11 ng/l min−1 Maximum rate at which insulin suppresses gluca-

gon secretion

G
lu

ca
go

n
su

bs
ys

te
m

δ mg/dl min−1 (ng/l)−1 Glucagon effectiveness

Ginf mg/dl Glucose infusion
G(t) mg/dl Plasma glucose
X(t) min−1 Interstitial insulin activity
Gb mg/dl Baseline plasma glucose concentration
G0 mg/dl Theoretical value of glucose concentration at t = 0

p2 min−1 Rate of clearance of interstitial insulin
p3 min−2 (µU/ml)−1 Rate of clearance of interstitial insulinG

lu
co

se
su

bs
ys

te
m

p1 min−1 Glucose effectiveness

References: Kelly et al. (2019)
Table B.10: Units and description of the states and parameters in the Kelly model.
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B.11. Cinar model

B.11 Cinar model

Magnitude Units Description

u mU/min Insulin infusion rate
S1(t) mU Insulin mass in subcutaneous compartment 1
S2(t) mU Insulin mass in subcutaneous compartment 2
I(t) mU/l Plasma insulin concentration
tmax,I min Time-to-maximum insulin absorption
VI l/kg Insulin distribution volumeIn

su
lin

su
bs

ys
te

m

ke min−1 Insulin elimination rate

D mg/mmol Carbohydrate intake (regular meal)
DH mg/mmol Carbohydrate intake (fast-acting rescue)
UG mmol/kg/min Glucose absorption rate from meals
AG unitless Carbohydrate bioavailability

M
ea

ls
su

bs
.

tmax,G min Time-to-maximum appearance rate of glucose in the blood-
stream

Q1(t) mmol Glucose in the bloodstream (accessible compartment)
Q2(t) mmol Glucose in the peripheral tissue (non-accessible compart-

ment)
Gsub(t) mmol/l Subcutaneous glucose concentration
x1(t) min−1 Effects of insulin on glucose distribution
x2(t) min−1 Effects of insulin on glucose disposal
x3(t) min−1 Effects of insulin on suppression of EGP
F c
01 mmol/kg/min Non-insulin-dependent glucose flux

FR mmol/kg/min Renal glucose clearance
EGP0 mmol/kg/min Extrapolated EGP at zero insulin concentration
VG l/kg Glucose distribution volume
τG min Time constant for bloodstream to the interstitial tissues
a unitless Exercise parameter
β mmol/min Exercise-induced insulin-independent glucose uptake rate
α unitless Exercise-induced insulin action

ka1, ka2, ka3 min−1 Appearance and elimination rates
kb1, kb2, kb3 min−1 per mU/l Activation rates

G
lu

co
se

su
bs

ys
te

m

k12 min−1 Transfer rate

Continued in next page
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Continued from previous page

Magnitude Units Description

HR BPM Heart rate
E1(t) BPM Short-term exercise effect
TE(t) min Characteristic time for long term exercise effect
E2(t) unitless Long-term exercise effect
tHR min Exercise parameter
tin min Exercise parameter
n unitless Exercise parameter
tex min Exercise parameter
c1 min Exercise parameter
c2 min Exercise parameter

Ex
er

ci
se

su
bs

ys
te

m

HRbase BPM Basal heart rate

References: Rashid et al. (2019)
Table B.11: Units and description of the states and parameters in the Cinar model.

B.12 Fabietti model

Magnitude Units Description

Vsc µU/h Rate of insulin subcutaneous infusion or bolus
Viv µU/h Rate of insulin intravenous infusion
S(t) µU/h Release rate to plasma compartment
I(t) µU/ml Plasma insulin concentration
Ti h Diffusion in the subcutaneous compartment
Ki ml/h Constant related to the plasma distribution volumeIn

su
lin

su
bs

ys
te

m

Txi h Diffusion in the plasma compartment

Giv mmol/h Intravenous glucose administration
G(t) mmol/l Blood glucose concentration
Y (t) mmol/l Glucose concentration in the interstitial compartment
X(t) µU/ml Equivalent insulin concentration in the remote compartment
Eg(t) mmol/h Glucose contribution from ingested food

Continued in next page
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Continued from previous page

Magnitude Units Description

Eb(t) mmol/h Hepatic glucose release
Er(t) mmol/h Renal clearance
Pcirc unitless Coefficient of the circadian variation of insulin sensitivity
Ac,Pc unitless Amplitude and phase of the circadian rhythm
Tyg h Time constant
Tgy h Time constant
Vg l Glucose distribution volume
Mi h Insulin-independent metabolism
Tm h Diffusion in the remote compartment
Kyg unitless Rate between the distribution volumes of the interstitial and

blood compartments

G
lu

co
se

su
bs

ys
te

m

Kis ml/µU/h Insulin sensitivity

Ri mmol/h Rate of carbohydrate ingestion during meals
Ag(t) mmol/h Rate of glucose appearance in blood from sugar
As(t) mmol/h Rate of glucose appearance in blood from fast absorption starch
Am(t) mmol/h Rate of glucose appearance in blood from slow absorption starch
Fs unitless Starch fraction in the total meal carbohydrate amount
Gg unitless Second-order filter transfer function
Gs unitless Third-order filter transfer function
Gm unitless Fourth-order filter transfer function

M
ea

ls
ub

sy
st

em

Fm unitless Fraction of mixed meal in the starch absorption model

References: Fabietti et al. (2006)
Table B.12: Units and description of the states and parameters in the Fabietti model.

B.13 Models equations
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Ẋ
(t
)
=
−

p
2
X
(t
)
+

p
3
(I
(t
)
−

I b
)

Ġ
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Ṡ
2(
t)

=
S
1
(t
)

t m
a
x
,I
−

S
2
(t
)

t m
a
x
,I

İ(
t)

=
S
2
(t
)/
t m

a
x
,I

V
I

−
k
e
I
(t
)

EGP

E
G
P
(t
)
=

E
G
P
0
(1

−
x
3
(t
))

Glucose

ẋ
1(
t)

=
−
k
a
1
x
1
(t
)
+

S
I
T
k
a
1
I
(t
)

ẋ
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Ṡ
1(
t)

=
u
(t
)
−

S
1
(t
)

t m
ax

I

Ṡ
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ẋ
2(
t)

=
−
k

a2
x
2
(t
)
+

k
a2
I
(t
)

ẋ
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Appendix B. T1D models
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İ e
ff(
t)

=
−
p
2
I e

ff(
t)
+

p
2
S
I
I p
(t
)

Ġ
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B.13. Models equations
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