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ARTICLE INFO ABSTRACT

Keywords: The efficiency and range of electric vehicles (EVs) is an actual object of concern among manufacturers.
Battery The fast market share growth together with issues such as range anxiety demand evermore robust battery
Derjtmg thermal management system (BTMS) controllers to maximize its electrical output capability. Current rule-based
Prediction

controllers often cannot cope with the high variability of energy demand from EVs, leading to oscillations
where derating occurs and increasing the EV overall energy consumption. This study proposes a prediction
horizon estimation of the future energy demand based on driven cycles. Together with a look-ahead algorithm,
it is possible to keep track of an optimal battery temperature which avoids battery derating during the warm-up
phase of the vehicle. A battery temperature estimation using a probability matrix based on a Markov chain
is proposed in which the controller improves its estimations by repeating the same route over several trips.
Results show that the method can minimize the use of the electric battery heater by predicting the necessary
battery temperature over a prediction horizon. Therefore, up to 4% of overall energy consumption is saved
when the EV performs a daily commute driving cycle, when compared to the original controller. Also, a
learning method is implemented, improving the future estimations by storing route data as more cycles are
performed.

1. Introduction of modern liquid-cooling BTM systems due to lower heat transfer

capacity [9]. In addition, [10] shows with numerical simulation that a

As the market share of battery electric vehicles (BEVs) increase, as
well as the batteries capacity, the concerns with extending range also
increase, demanding clever controller architectures in order to optimize
its usage. BEV autonomy can be severely affected by extreme weather
conditions, leading to reductions above 50% in the driving range due to
the air-conditioning and heating [1,2]. Therefore, approaches targeting
the battery operation in cold climate have been studied such as thermal
encapsulation and thermal uniformity [3,4].

In that scenario, battery thermal management (BTM) become utterly
important since its effectiveness in controlling the battery temperature
operation reflects on both energy and safety issues [5]. Lithium-Ion
batteries have limited power output in cold temperatures due to higher
internal resistance and suffer from premature ageing when operate at
high temperatures, that could lead to a thermal runaway when over-
heated [6,7]. In this aspect, [8] have demonstrated through simulations
that a proper BTM may reduce the probability of a thermal runaway
event while increasing performance and lifetime of the battery pack.

There are many BTM architectures available for BEV. They can
be roughly split into air-cooling and liquid-cooling systems and can
also have indirect or direct-cooling strategies. Air-cooling BTM systems
are generally simpler, low-maintenance and cheaper to be produced.
However, they lack controllability and does not provide the efficiency
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liquid-cooled architecture provide a more uniform thermal distribution,
especially during high power demands. Others, rely on phase change
materials (PCM) for BTMS since these materials can store large amounts
of heat by changing phase without changing its temperature [11].
Novel materials and also hybrid cooling system with PCMs have been
studied and show promising results [12,13].

Differently from hybrid electric vehicles (HEV) and internal com-
bustion engines (ICE), the BEV lacks a thermal source since there
is no heat reservoir, making the BTM on cold situation challenging.
Heating, ventilation and air-conditioning (HVAC) systems within EVs
represent one of the major loads to the batteries, consuming up to
30% [14] and since they are highly related to the cooling/heating of
the battery pack they are a key system to be optimized with the BTM
being integrated in the direct-cooling strategies [15]. Besides the poor
efficiency of the HVAC when operating as a heat pump (HP), there is
ongoing development on coupling the HVAC machine together with
conventional battery heaters, such as positive temperature coefficient
heater (PTC) and electrical heaters [16].

Actual state-of-the-art thermal management controllers are rule-
based. In one hand, besides tracking fairly effectively the battery tem-
perature set, they struggle to cope with sharp oscillations in power
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Nomenclature
T, Ambient Temperature (°C)
P, Battery Power (kW)
T, Battery Temperature (°C)
P, Compressor Power (kW)
Q, Heat from battery (kW)
Quch Heat from battery discharge (kW)
Qune Heat from HT circuit (kW)
Qn Heat from motor (kW)
S Position (km)
H Hamiltonian
Abbreviations
ANN Artificial Neural Network
BEV Battery Electric Vehicle
BTM Battery Thermal Management
BTMS Battery Thermal Management System
CAV Connected and Automated Vehicle
CPM Cumulative Probability Matrix
DP Dynamic Programming
ESO Extended State Observer
EV Electric Vehicle
FSMPC Finite-set-based Model Predictive Controller
HIL Hardware-in-the-loop
HT High Temperature Circuit
HVAC Heating, Ventilation and Air Conditioning
ICE Internal Combustion Engine
LT Low Temperature Circuit
MPC Model Predictive Controller
NMPC Non-linear Model Predictive Controller
OCP Optimal Control Problem
PCM Phase Change Materials
PH Prediction Horizon
PI Proportional-Integral Controller
PMP Pontryagin’s Minimum Principle
SOC State-of-Charge
UDDS Urban Dynamometer Driving Schedule
Uso06 US06 Supplemental Federal Test Procedure
Greek Letters
Y Linear model coefficient
B Weighting term
A Lagrange-multiplier co-state
Subscripts
Ambient
b Battery
c Compressor
dch Discharge
ht High temperature circuit

demand, possibly leading to overshoots in battery temperature. Fur-
thermore, rule-base controllers spend a large amount of energy during
warm-up phases to ensure that derating will not occur, thus offering
room for improvement. On the other hand, control methods often rely
on predictions of the future states to take better decisions of the control
actuators of the system in order to minimize the parameters that matter
the most. For instance, reducing the total energy consumed to heat or

k Discrete step
m Motor
Superscripts

sp Set-point

cool the battery pack or to minimize its deviation from a set-point can
be done in advance whereas PID controllers cannot. In this sense, [17]
proposes a fuzzy-logic controller during low temperature conditions by
limiting the battery current to extend battery lifetime.

With the nowadays further availability of information from both
the environment and from other vehicles, connected and automated
vehicle (CAV) can take advantage of these data in order to predict
future power demands, velocity profiles, road characteristics, and so
on [18]. This opens a gap for implementing predictive controllers with
high potential to save energy, increase range and also fulfil comfort
requirements while keeping the operation conditions of batteries in a
safety margin.

Extensive research has been approaching different manners to ac-
tively deal with the BTM. For instance, [19] has used artificial neural
networks (ANN) to predict the battery temperature evolution using
phase change materials (PCMs) as the BTMS. Other global optimization
methods have also been employed, such as dynamic programming (DP),
which was investigated by [20,21], who have developed an iterative DP
algorithm to be able to implement the BTMS into a real-time controller,
achieving significant energy reduction compared to the conventional
BTM method.

Several other works rely on model predictive controllers (MPCs) to
track the future battery temperature evolution and thus obtaining an
optimal control sequence to act on the BTMS. [22] investigates the
use of a non-linear model predictive controller (NMPC) to optimize the
air conditioning machine. To cope with the non-linearity and the time
variant nature of the thermoelectric battery models, [23] developed a
finite-set-based MPC (FSMPC) with the addition of an extended state
observer (ESO) to estimate and compensate the inherent prediction
error. Hardware-in-the-loop (HIL) validation showed up to 30% energy
improvement. Authors in [24] split the optimization of their work into
two layers. The upper layer being responsible for creating a battery
temperature trajectory based on a integrated cost function of cooling
power and vehicle speed. Afterwards, a lower layer composed of a MPC
tracks the cabin and battery temperatures references while minimizing
energy consumption. For a UDDS cycle up to 10% energy saving was
achieved.

In this paper, a predictive control strategy is proposed to optimize
the warm-up phase of an EV over a real driving cycle. The goal is to
reduce the total energy consumption of the integrated cooling system
while keeping the battery temperature within an optimal temperature
range to avoid derating. Although many articles employ prediction
models and MPCs to control battery temperature [25,26], this work
brings the novelty of estimating a variable battery temperature set-
point T,” based on stored in-vehicle driving cycles. Disturbances in
prediction are often addressed as known variables from a known driv-
ing cycle. However, this work proposes an estimation of the real driving
cycle disturbances by learning over different trips.

The present work will be divided into the following: A methodology
explaining the system model and the prediction model development, re-
sults obtained from the proposed estimation evolution and conclusions
of the effectiveness of the approach.

2. Materials and methods
2.1. Case study

This study presents a BTMS for a daily route between city and
countryside, with urban and highway traffic. Assuming that every
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LT circuit

Fig. 1. Simplified representation of the plant model using the GTpower plant model when operated in heating mode. Heat is taken from the ambient from the LT circuit and

driven to the HT circuit by the heat pump.

journey starts at a very low temperature scenario, such as —10 °C, the
goal is to minimize the energy consumption by maintaining an optimal
operating temperature of the vehicle’s battery, this way preventing
derating.

2.2. Plant description

In order to evaluate the control proposal, a GT-Power HVAC tem-
plate is used as the plant model. This system model contains an electric
vehicle (EV) liquid cooling system with a high temperature (HT) and
low temperature (LT) coolant circuits, heat-pump/air-conditioning ma-
chine and a cabin model. In addition, all the vehicle dynamics are
included within the model. An example of the described plant can
be seen in Fig. 2. In this model, both battery and powertrain are
regarded as heat nodes, which can transfer heat with their respec-
tive coolant circuits. The HVAC can operate both as a heat pump or
air-conditioning.

During heating mode, heat is taken from the ambient and driven to
the condenser placed at the HT circuit. The HT circuit also receives the
dissipated heat from the powertrain, which is always connected to it.
When in cooling mode, the cabin comfort is reached by removing heat
of the LT circuit, in which the cabin is connected to, and releasing it to
the ambient. Battery and cabin can also be heated in a direct manner,
which consists of an electric heater connected to both elements.

The original system is composed by rule-based control actions and
PIs to track the desired set-point. It is composed of tables that according
to the ambient temperature define the actuators to heat or to cool
the system. For this case, when at a —10 °C ambient temperature, the
system is set to track a 22 °C battery temperature. Although having
more details such as other actuators, valves, pumps and by-passes that
control the flow and interaction between HT and LT circuits, Fig. 1
presents the concept of the plant for the sake of simplicity. Heat
exchange parameters, coefficients and pump and compressor maps are
the default of the template.

The only added block was a Simulink—-GTPower connection, so the
control sequence obtained from this study can by-pass the original PI
controller. Therefore, the model is simulated to acquire input, output
and state variables. These simulations provide data to evaluate the
performance of the actuator on the state and thus choose the most
effective variables to implement in the controller, which will be used
in Section 2.3.

2.3. System model

In order to have a simple representative model of the complex
one-dimensional model of the plant, a linear model is developed by
identifying parameters which approximate both systems. In this case,
the physical model is translated to a set of variables and parameters

Table 1

Model coefficients.
Coefficient Value [-]
7 —2.9486e—04
" 0.0014
73 4.3492e-06
Y4 0.0077
75 2.0233e-04

that correlates to the original system. The model is constructed in
the discrete-time basis and have a single state, whose dynamics are
modelled as:

Ty = To, ¥ 11T + 1200, + 13y + 74P —vsT, @

where T,, O,, P,, P, and T, represents the battery temperature (in °C),
the heat from the electric heater (in kW), the internal heat dissipated
from the battery (in kW), the compressor power (in kW) and the
ambient temperature (in °C), respectively. Sub-index k represents the
current time-step and y; are the calibration coefficients that adjust the
model to the plant. In this case, 7, stands for the state, Q, acts as the
control input and P, and P, measured disturbances to the system.

The election of the linear model presented in Eq. (1) is based on
physical intuition, since P, has a direct impact on the heat from the
condenser of the HVAC machine (Q,,). Term P, can lump both the heat
dissipated from the powertrain into the HT circuit (Q,,) and with the
heat dissipated from the internal resistance of the battery (Q,.,), since
the power request from the powertrain directly correlates the electrical
current of the battery, affecting the battery heat dissipation from its
internal resistance. A last term 7, accounts for the heat rejection to
the ambient. Despite the simplification to the model, the validation
of the model regarding the actual temperature evolution showed little
discrepancy between models. At last, those three terms are chosen since
they have the major impact on the battery temperature evolution.

The model coefficients, y;, r,, 73, 74, v5 are identified by solving
a system of linear equations with the plant parameters listed before,
minimizing the model error with respect to the system plant in a set of
tests. It consisted in exciting the plant model with random input heat
rates (with Q,) at a sample of 0.1 Hz. This way, the parameters of the
linearized model are presented in Table 1.

Fig. 3 shows the validation of the prediction model for three dif-
ferent battery heater inputs, Q, = [0, 3, 6] kW, over a US06 driving
cycle. Comparing the temperature evolution with the high complexity
GT-Power model, it can be assumed that the identified linear model
of the system can reproduce the results with low deviation. Note that
despite small differences in Fig. 2, these results have been obtained
by simulating the complete cycle without any feedback of the actual
battery temperature. In the proposed control application, there will be
feedback of the current temperature and the error will be reduced.
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Fig. 2. Temperature evolution of the plant model and the linearized model for 3
different battery heater inputs over a US06 driving cycle.

2.4. Optimal control problem analysis

In this section an optimal control problem (OCP) is formulated
from the dynamics of the system. Let us consider the following general
dynamics of the system:

Xpp1 = S (X, ug, k) 2)

where x; is the state variable and u; is the control action, and the
function f allows to compute the state in a given time-step (k + 1)
provided its previous values and actions. Consider also a cost L to be
minimized along a prediction horizon (PH)

PH
J = Lx.uk) 3

i=1

In the case at hand, the system state (x) is the battery temperature

T,,k, the generic control action (u) is the battery heater power Qbk
and the state function f represents Eq. (1). Concerning the cost L,
also known as Lagrangian, the present work will consider the cost of
heating the battery Q,, . To avoid battery derating, a term weighting
the deviation between the actual battery temperature and that required
to avoid derating is included in the cost function. Then, the battery
temperature T]f” is a value that can only be higher or equal to the actual
battery temperature 7, and the Lagrangian may be defined as

Lx.k) = Qy + BT, = T,0) @

In order to solve the OCP described above, the problem is ini-
tially solved analytically. According to Pontryagin’s Minimum Principle
(PMP) [27], the Lagrangian should be adjoined with the equation of
the system dynamics (1) by introducing a co-state 4, leading to the
Hamiltonian H that can be expressed as

H(xpo g, Ao k) = LOc ug, k) + AL, | f Gy ) 5)

where for the current work, Eq. (5) can be rewritten considering the
states of the problem

H =0y + (T, =T,") + 4, (nTy, + 120, +73Py + 74P, +15T,,) (6)

Also, the differential equation of the co-state variable can be de-
rived:

. OH
R 20T, = Ty) + A1y )

From (PMP), the optimal control input u* is the one that minimizes
the Hamiltonian function [28]. Analysing Eq. (6), it can be noticed that
H is linear with the control action Q,. Therefore, the Hamiltonian will
only depend on the slope of this term, such that the optimal control will

occur at both the extremes, being the minimum value when the slope
is positive and the maximum value when the slope is negative. Hence,
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the actuation is limited between 0 and the maximum rated power of
6 kW.

The previous statements lead the OCP to be regarded as the so-called
bang-bang control. In this case, the optimal control is either to heat at
maximum power until reaching the battery temperature reference or
do not heat. Also, the system can be said to be undetermined, which
will be discussed later

0, if A< ;—2
uy = jundertermined if A= ;—21 (8)
0 if A>=

where y, is a real and positive value and Q, stands for the maximum
rated power of the electric heater. However, as being treated as a
bang-bang control, the solution oscillate between the extremes of the
control action, being ruled by the evolution of the co-state A. The
times that the optimal control switches from maximum to minimum
heat, i.e. switching time, are often a complex task to determine. In this
particular case, it seems more natural to find a switching temperature
instead of a switching time or value of lambda. As the minimum value
of O, is 0, i.e. the system is not able to cool the battery, the battery
set-point temperature is only meaningful if its value is above the current
battery temperature. Then, according to the Lagrangian equation (4),
the error difference between the actual state to the set-point state is
a non-negative value, since the 7, b”’ is always higher or equal to the
actual battery temperature. Therefkore, this analysis induce to a case
where Eq. (7) is positive (1 > 0) in which leads to:

Ay
Tbk < T;f + ﬁ 9
(T, = T,)2p
A> DG (10)

71
Therefore, during heating, a new expression is formulated that
correlates with the costate 4 and also an expression that disclose the
switching function as a function of the battery temperature T},

sp
Ty, — ;728 »

<A< — an
71 72
T, <T% - 2L (12)
k b 2py,
However, it is noticeable that there is a case where the solution is
undetermined when the co-state matches the equality (1 = _—l). In this

case, the system is said to be on a singular arc and the control will
assume values between the control constraints. While the solution in
this situation cannot be obtained from the analysis of the Hamiltonian,
in this case, it is considered that the control will be a value of Q, that
minimizes (T, — TI::’), such that

1
U = [(T,,Skp =Ty )= 11Ty, =13 Py —vaPe, —}’sTak] N 13)

And thus the optimal control action can be expressed as:

O, if u. >0,
ug=9qup if 0<u, <0, 14)
0 if u;( <0

This analysis show that the current rule-based control embedded
in the system, consisting in using maximum heating until the battery
set point temperature (in the case at hand 22 °C) is reached, is almost
optimal for the actual set-point defined within the controller, specially
if the value of g is high. Nevertheless, it is possible to further optimize
the controller by defining a sequence of Tbsk” which avoid battery
derating by taking advantage of the look ahead information, instead
of using a constant set point of 22 °C as done by the current rule-based
control.
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2.5. Proposed solution

As stated in the previous paragraph, given a temperature set-point
Tb”’ , the standard rule-based controller is almost optimal for the actual
system modelling of this study. Therefore, the current study proposes
a look-ahead temperature set-point, by taking advantage of the route
information from past driving cycles. It consists on using the expected
power demand of the driving cycle to estimate T;: from the battery
curve relating its maximum power with the battery temperature. This
way, a temperature set-point that avoid derating can be forecast based
solely on the expected power demands.

To simulate the controller with the system plant, a Simulink-GT-
Power connection is performed using a S-Function Simulink block,
which applies the optimal control sequences to the GT-Power model.
A schematic of the control system is demonstrated in Fig. 3. It can be
seen that the controller uses the sensors measurements as disturbances
and also as the input for a derating map, which provides the optimal
reference temperature. With this information the controller can provide
the control sequence to the GT-Power model that return the measured
output back to the controller.

However, one cannot have the future power demands in advance, so
a method is implemented to have an estimation of this data beforehand.
It consists in a route estimation where the controller can learn the trip
by repeating it during several days. To do so, a first trip is performed
using the original rule-based controller, recording the outputs of the
system such as P, and P,. These outputs are used as input disturbances
for the next unknown round trips.

2.5.1. Power demand prediction

To predict the power demand from the battery P, and the compres-
sor power P,, the proposed solution uses a Markov chain to estimate the
future demands due to its simplicity to represent an unknown system
based solely on the past states to project the future states. In this case,
being the P, and P, the current states, and the actual position in
the route S,. This prediction algorithm is based on previous works
by the authors in [29,30]. In order to account the characteristics of
each part of the cycle, e.g. high and low power demand, we split
the cycle into segments of 1 km length using the information of the
previously recorded driving commutes. Therefore, the Markov chain
is the sequence of random values Py Py Py, and PP, ..., P,
whose probability can be expressed as

P(Pby1 = Poy41| Py = Poys oo s Py = Py)
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= P(Pbyyy = pp 111 Py, = pp) (15)
P(Pck+1 =pck+l|Pc1 =pc17"'vpck =pck)
= P(Pck+1 = pck+1 |Pck = pck) (16)

where p,_and p,,_stand for possible values of P, and P,. Being P, .| =i
— with x representing both battery and compressor — the future state at
step k + 1, provided that the present state P, = the probability of
being in a future state i at step k + 1 can be estimated as the ratio
between the number of times the future state have occurred if the
previous state is the present state, herein called N;;, by the number

of all possible states, such that

j

- N a7)
=N,
A transition matrix is created with the expression above, which can
be seen in Fig. 4, storing the probability of transition of any state j to i.
The bottom plot show how the probability evolves after the eighth trip
have been stored. Afterwards, a cumulative probability matrix (CPM)

P(Px;y; =i|P, =)

is constructed, since the sum of all probabilities leaving a state must
equals 1, by integrating every row of the transition matrix. Hence, at
every time-step, the next P, will be chosen by taking a random number
and extract the closest value from the CPM. It is important to point
out that for this study we assume that the vehicle, in the case at hand
the GTPower plant model, can provide a feedback of the actual battery
power demanded and the actual position.

The analysis consists in two parts. First, the sensitivity of the pre-
diction horizon is evaluated by varying the length of future forecast.
Then, after choosing the horizon that best suits the problem, the impact
of estimating the route by learning is analysed.
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3. Results and discussion
3.1. Prediction horizon evaluation

As stated before, the aim of this study is to control the battery
temperature to reach a given value to avoid derating and thus in-
creasing the vehicle range. By doing so, it is possible to reduce the
overall energy consumption when operating the EV during the warm-up
phase by controlling the battery heater contained in the plant model.
That being said, the effectiveness of the predictive controller, regards
heavily on the horizon chosen for the controller. To investigate this
parameter, simulations were run with different PH such that PH =
[150, 200, 250, 300].

Fig. 5 presents the results for the PH horizons as a function of
the overall energy savings and the power reserve to avoid derating.
It can be seen that there is a compromise between the safe gap of
power available and the amount of energy that is saved from the
controller. Shorter prediction horizons in this case only forecast the
battery temperature demanded at the beginning of the cycle, which
required less heat to be added to the HT circuit, thus saving more
energy. On the other hand, this savings result in a smaller gap between
the maximum power available and the required power from the battery,
becoming a risky operation where deviations from the model could lead
to derating. However, when longer prediction horizons are considered,
this risk is minimized at the cost of further heating the battery, this way
consuming more energy.

3.2. Optimal control comparison

With the battery temperature set-point Tlf: in a PH, the controller
can track this temperature, which is the minimum temperature neces-
sary to avoid derating for the given power demand. In order to evaluate
the profits of our current solution, presented in 2.4, a DP tool as the
controller is investigated. Using the same battery temperature model
(1), with the same coefficients from Table 1, the results show that as
the decision to heat or not the coolant system relies on the battery
temperature set-point within the PH.

However, as the DP needs to be run before the cycle, only the
control sequence is applied to the simulation. Considering that the
model has full access to the cycle information before-hand, Fig. 6 shows
that the DP solution can bring better energy management compared
to the look-ahead controller once the controller minimizes the power
margin available by reducing the electric heater Q, use. A 5.5% in
energy reduction could be obtained with DP against a 3.3% with the
look-ahead algorithm. This can be explained as the DP solution brings
a very small power margin, of 1.5 kW compared to the 5.7 kW of
the look-ahead algorithm. However, although being optimal, the DP
solution does not consider the deviations from the T} evolution, which
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in a real-case, without receiving the feedback of the current state,
would lead the solution to a derating event.

As the look-ahead algorithm receives the feedback from the plant
model every time-step k, it can keep track of the actual 7, and thus
provide a better estimation of the T[f: . This would not be possible with

the DP solution, once calculating it for every time-step k would have a
high computational cost.

3.3. Route estimation evaluation

For this part of the analysis, a PH of 200 s is taken from the previous
section, by choosing a compromise between the potential energy saving
and the power reserve margin. With this PH, a simulation for the learn-
ing algorithm is executed, where eight real-driving cycles are simulated
in a row to evaluate the potential benefit of this approach. A first
simulation is run without any control applied to the system, besides its
original rule-based controller. Then, the gathered power requirements
of the vehicle, P, and P,, are stored and feed the probability matrix to
provide the disturbances to the second cycle and so on.

Fig. 7 displays the evolution of 7,, O, and P,. The electric heater
Q, is activated at the beginning of the cycle since the whole system is
at —10 °C and the battery power demand forecast tells that within the
PH the battery needs to be heated. After 200 s, the battery temperature
is almost at the set-point, with the controller not detecting derating in
the forecast. Therefore, Q, is turned off for the rest of cycle and the
battery heating is made only due to its own internal resistance and
heat exchange between battery and HT circuit. It can be highlighted
that derating could be avoided for all simulations, by taking advantage
of the battery power estimations, even though each cycle have an un-
known power demand. With the proper battery temperature set-point,
the time actuating on the electric heater is considerably lower than the
standard controller, which can be noticed on the final state-of-charge
(SoC) difference.

It is expected that lower battery temperatures will be reach, since
the original controller aims to heat the battery up to 22 °C, and the
dynamic temperature set-point here proposed are smaller. However,
much of this heat is not necessary since derating can be avoided by
heating only the sufficient to avoid derating. Fig. 8 shows that as the
simulations goes on, all the cycles performed maintained a safe power
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Fig. 8. Energy savings and power reserve margin evolution with the learning algorithm
compared to the original controller over the nine daily commute.

margin but also reducing the overall energy consumption of the cycle.
Up to 4% of energy savings were achieved for all cases, comparing
to the original PI controller and derating have not occurred, since the
power margin stayed always positive.

4. Conclusions

This paper addressed a problem where an EV departure from a
—10 °C ambient temperature run a real-driving cycle of a daily com-
mute. The goal was to optimize the warm-up phase by actuating on
the battery electrical heater in order to avoid battery derating. A
prediction model of the system was elaborated to forecast the future
power demands and thus choose the best control sequence Q, that

minimizes the overall energy consumption. Two studies were done,
being the first an evaluation of the sensitivity of the model by varying
the prediction horizon and the second an application of the learning
algorithm capable of adapting the EV power predictions. From the
results, we can state that:

» A compromise between the energy savings and the battery power
margin needs to be selected in order to avoid a derating condition
while minimizing the energy consumption. Even though choosing
a conservative PH, still over 3.5% of energy reduction can be
achieved when comparing to the baseline rule-based control.
The learning algorithm proved to be advantageous, since it im-
proved the disturbances estimations cycle after cycle. In addition,
it shows that an unknown route can be estimated with fairly
good accuracy in the first simulations, sparing the need of costly
prediction models and large datasets of information from the
route.

Up to 4% of overall energy reduction could be achieved — when
compared to the original PI controller — without the occurrence of
derating for all the cycles evaluated, maintaining a power reserve
margin.

4.1. Future works

It could be noticed during the development of this study that
further improvement to the BTMS could be achieved by modelling the
response of the HVAC machine. A future work can take advantage of
the compressor efficiency in order to predict the best control input.
Furthermore, an approach such as the one presented in this paper could
be implemented in a cabin thermal management, reaching comfort
demands with lesser energy consumption.
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