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#### Abstract

This contribution aims at studying a general class of random differential equations with Dirac-delta impulse terms at a finite number of time instants. Our approach directly addresses calculating the so-called first probability density function, from which all the relevant statistical information about the solution, a stochastic process, can be extracted. We combine the Liouville partial differential equation and the random variable transformation method to conduct our study. Finally, all our theoretical findings are illustrated on two stochastic models, widely used in mathematical modeling, for which numerical simulations are carried out.
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## 1 | INTRODUCTION

Nature is mainly non-stationary; thus, dynamical systems are needed to understand and predict the evolution of natural phenomena, such as cloud evolution in atmospheric physics, population growth in ecology, neuron activation in biology, or even engineering systems, such as a spring-damper system in a train. Most phenomena can be mathematically described as a function evolving smoothly with respect to time, which solves the corresponding differential equation. However, there are cases where the system suddenly changes its state, affecting its dynamics in ways requiring special mathematical tools for its appropriate modeling. This approach leads to formulating differential equations with impulses.

On the other hand, our understanding of nature is also non-deterministic. Dynamical systems used to model natural phenomena often oversimplify the real world. Some variables are discarded to make the model tractable. Other variables are not included because of the unawareness of their effect on the system to be modeled. This source of uncertainty is usually called epistemic, or structural, uncertainty. Also, when modeling a specific system, one must take measurements

[^0]to calibrate the dynamical system's parameters to the available data. This fact introduces errors in variable values because of the error tolerances in measurement devices and the assumptions made when determining values of variables that are not directly measurable. This source of uncertainty is usually called aleatoric uncertainty. See Kiureghian and Ditlevsen [1] and Smith [2] for more information on the different sources of uncertainty.

Consequently, in constructing a dynamical system formulated via differential equations, and modeling real-world phenomena, the uncertainty appearing in the model must be quantified to the greatest extent. One of the most natural and flexible approaches used for the uncertainty quantification (UQ) of continuous dynamical systems is to consider random differential equations (RDEs) [2-6].

In this setting, the deterministic input parameters of the equation (initial/boundary conditions, forcing term, and coefficients) are substituted by their respective random counterpart: random variables and stochastic processes defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Aside from the rigorous calculation of the solution of the RDE, which is a stochastic process, say $\mathbf{X}(t) \equiv \mathbf{X}(t, \omega)=\left(X_{1}(t, \omega), \ldots, X_{d}(t, \omega)\right), \omega \in \Omega$, many contributions also focus on the computation of its mean and variance functions because of the great statistical information they provide. To calculate, exact or approximately, these statistics for the solution of RDEs, different techniques have been devised, such as generalized polynomial chaos (gPC) [3], Monte Carlo simulations [2], and perturbation methods [4]. However, a more significant goal than computing the first one-dimensional moments of the solution is the determination of the first probability density function (1-PDF) of the solution [4, Ch.3]. Indeed, this deterministic function, say $f_{\mathbf{X}(t)}(\mathbf{x})$ (also denoted by $f(\mathbf{x}, t)$ ), allows the computation of the expectation $(\mathbb{E}[])$ of any measurable transformation, $g$, of the stochastic process:

$$
\mathbb{E}\left[g(\mathbf{X}(t, \omega)]=\int_{\mathbb{R}^{d}} g(\mathbf{x}) f_{\mathbf{X}(t)}(\mathbf{x}) \mathrm{d} \mathbf{x}\right.
$$

In the particular case that $g(\mathbf{X}(t, \omega))=\left(X_{i}(t, \omega)\right)^{k}, k=1,2, \ldots, i=1,2, \ldots, d$, one can calculate any one-dimensional statistical moments of the components of the solution,

$$
\mathbb{E}\left[\left(X_{i}(t, \omega)\right)^{k}\right]=\int_{\mathbb{R}^{d}} x_{i}^{k} f_{\mathbf{X}(t)}(\mathbf{x}) \mathrm{d} \mathbf{x}, k=1,2, \ldots, i=1,2, \ldots, d
$$

Taking $k=1$, one can compute every component of the expectation vector

$$
\mathbb{E}[\mathbf{X}(t, \omega)]=\left(\mathbb{E}\left[X_{1}(t, \omega)\right], \ldots, \mathbb{E}\left[X_{d}(t, \omega)\right]\right)
$$

while taking $g(\mathbf{X}(t, \omega))=\left(X_{i}(t, \omega)-\mathbb{E}\left[X_{i}(t, \omega)\right]\right)^{2}, i=1, \ldots, d$, one obtains the variance vector

$$
\mathbb{V}[\mathbf{X}(t, \omega)]=\left(\mathbb{V}\left[X_{1}(t, \omega)\right], \ldots, \mathbb{V}\left[X_{d}(t, \omega)\right]\right)
$$

The 1-PDF also permits computing the probability that the solution lies within any region of interest,

$$
\mathbb{P}[\{\omega \in \Omega: \mathbf{X}(t, \omega) \in B\}]=\int_{B} f_{\mathbf{X}(t)}(\mathbf{x}) \mathrm{d} \mathbf{x}, B \in \mathcal{B}\left(\mathbb{R}^{d}\right)
$$

where $\mathcal{B}\left(\mathbb{R}^{d}\right)$ denotes the Borel $\sigma$-algebra of $\mathbb{R}^{d}$, as well as the computation of confidence regions at a specific level of confidence $1-\alpha \in(0,1)$, where $\alpha \in(0,1)$ is taken as 0.05 to built a $95 \%$ confidence interval.

In the setting of ordinary and partial RDEs, the exact or approximate computation of the 1-PDF of the solution has been studied for some relevant class of differential equations such as linear [7], logistic [8], parabolic [9], advection [10], and Korteweg-de Vries [11], including some interesting applications [12, 13]. There have also been advances for RDEs that consider some type of memory in their formulation, as delays or fractional derivatives [14, 15], for example. Although fascinating contributions have been conducted on impulsive stochastic differential equations, many have focused on theoretical aspects, such as stability analysis and control [16-18]. However, the contributions facing the computation of the 1-PDF for impulsive RDEs are still scarce. Recently, some of the authors have studied a class of linear RDEs where the right-hand side involves discontinuities defined by finite impulses (square signals) and infinite impulses (Dirac delta) [19] and [20], respectively. In these papers, the 1-PDF of the solution stochastic process is determined under very general assumptions using the so-called RVT method (an advantageous technique that we shall revise later in the following

Theorem 1.1). The computation of the 1-PDF in these contributions heavily depends on the fact that an explicit solution can be obtained. As the equations studied in Cortés et al. [19, 20] are linear, it is possible to compute their solutions explicitly, and then, the RVT method can be successfully applied. Unfortunately, in the case that the RDE is nonlinear, in general, an explicit solution is not available, and the aforementioned strategy does not work.
Motivated by this fact, in this contribution, we devise a strategy that allows the computation of the $1-\mathrm{PDF}$ for a general class of impulsive RDEs that are particularly relevant in modeling real-world phenomena. To do so, we will combine the two main results we introduce down below, namely, the random variable transformation (RVT) technique and the Liouville partial differential equation (PDE). It must be mentioned that other recent contributions have been developed with the same spirit as the present paper, that is, obtaining the 1-PDF of specific classes of RDEs whose exact solution is not available. In this sense, we here mention the recent contribution by one of the authors [21], where one combines the RVT method with gPC expansions to solve a random SIR-type epidemiological model. Besides combining the RVT technique with another method, namely, Liouville's PDE, in the present paper, we will tackle a different class of RDEs involving delta-impulsive terms continuing the study recently initiated in Bevia et al. [22].
The RVT technique (also known as the probabilistic transformation method). It permits computing the PDF of a random vector obtained by transforming another random vector whose PDF is known. The result can be stated as follows:

Theorem 1.1 ( $[4,23])$. Let $\mathbf{X}, \mathbf{Y}: \Omega \rightarrow \mathbb{R}^{m}$ be two random vectors with PDFs $f_{\mathbf{X}}$ and $f_{\mathbf{Y}}$, respectively. Assume that there is a one-to-one $C^{1}$ mapping $\mathbf{h}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$, such that $\mathbf{X}=\mathbf{h}(\mathbf{Y})$ with $\left|\frac{\partial h}{\partial \mathbf{Y}}(\mathbf{y})\right| \neq 0$ for all $\mathbf{y}$. Then, denoting $\mathbf{h}^{-1}$ as the inverse mapping of $\mathbf{h}$,

$$
\begin{equation*}
f_{\mathbf{X}}(\mathbf{x})=f_{\mathbf{Y}}\left(\mathbf{h}^{-1}(\mathbf{x})\right)\left|\frac{\partial \mathbf{h}^{-1}(\mathbf{x})}{\partial \mathbf{x}}\right|, \tag{1.1}
\end{equation*}
$$

where $\left|\frac{\partial \mathbf{h}^{-1}(\mathbf{x})}{\partial \mathbf{x}}\right|$ denotes the absolute value of the determinant of the Jacobian matrix.
The Liouville (also called the continuity) PDE describes the evolution of the 1-PDF of the solution to an RDE.
Theorem $1.2([4,24,25])$. Let $\mathbf{b}(\cdot, t): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be a Lipschitz-continuous function for all $t \in\left(t_{0}, \infty\right)$ and continuous in $t$. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space and $\mathbf{X}(t)=\mathbf{X}(t, \omega), t \geq t_{0}, \omega \in \Omega$ be the stochastic process verifying the following RDE in the almost-surely or mean square sense:

$$
\left\{\begin{align*}
\frac{\mathrm{d} \mathbf{X}(t)}{\mathrm{d} t} & =\mathbf{b}(\mathbf{X}(t), t), t>t_{0}  \tag{1.2}\\
\mathbf{X}\left(t_{0}\right) & =\mathbf{X}_{0} \in \mathrm{~L}^{2}\left(\Omega, \mathbb{R}^{d}\right)
\end{align*}\right.
$$

Let $\mathcal{D} \subseteq \mathbb{R}^{d}$ be a set such that $\left\{\mathbf{X}\left(\left[t_{0}, \infty\right), \omega\right)\right\}_{\omega \in \Omega} \subset \overline{\mathcal{D}}$ almost surely. Then, the 1-PDF of the stochastic process $\mathbf{X}(t)$, denoted by $f=f_{\mathbf{X}(t)}$, verifies Liouville's PDE:

$$
\left\{\begin{array}{l}
\partial_{t} f(\mathbf{x}, t)+\nabla_{\mathbf{x}} \cdot[\mathbf{b} f](\mathbf{x}, t)=0, \mathbf{x} \in \mathcal{D}, t>t_{0}  \tag{1.3}\\
f\left(\mathbf{x}, t_{0}\right)=f_{0}(\mathbf{x}), x \in \overline{\mathcal{D}} \\
\nabla_{\mathbf{x}} f(\mathbf{x}, t) \cdot \mathbf{n}(\mathbf{x})=0, x \in \partial \mathcal{D}, t \geq t_{0}
\end{array}\right.
$$

where $f_{0}$ is the PDF of $\mathbf{X}_{0}, \mathbf{n}$ is the normal vector of the boundary and $\nabla_{\mathbf{x}}$ and $\nabla_{\mathbf{x}} \cdot$ denote the gradient and divergence operators, respectively. Also, $\overline{\mathcal{D}}=\mathcal{D} \cup \partial \mathcal{D}$.
Note that the last condition (homogeneous Neumann conditions at the boundary) is only considered wherever $\partial \mathcal{D}$ is bounded. Unless specified, we will assume that $\partial D$ is, at least, piecewise $C^{1}$ and that $f_{0}$ is integrable and $C^{1}$ inside its support. Also, note that problem (1.3) could also be set using homogeneous Dirichlet boundary conditions on $\partial \mathcal{D}$ instead of homogeneous Neumann boundary conditions. However, using Dirichlet conditions depends on the particular problem to be simulated. There is no computational difference in considering one or another kind of condition.
It must be remarked that the application of Liouville's PDE has as the main limitation that it presumes the 1-PDF is smooth since it must satisfy the PDE itself. This fact limits the application of Liouville's PDE in the cases that the target PDE to be estimated has discontinuities (as the uniform distribution) or is non-differentiable (as the triangular distribution). It is worth noting that this restriction is also shared with another relevant non-parametric method, namely, kernel
density estimation (KDE) [26], that tends to smooth out discontinuities and non-differentiability points of the target density. Nevertheless, it is instructive to point out that some strategies to improve KDE methods for RDEs have been devised [27]. The main disadvantage of the KDE method against Liouville's PDE is that the former requires knowing independent realizations of the solution of the RDE, which is not always available. Although such realizations can be approximated by (numerically) solving the ensemble of deterministic equations that result after applying Monte Carlo to the original RDE, the obtained 1-PDF may severely deteriorate due to the application of all these approximations. Moreover, it must be pointed out the KDE presents a slow convergence rate with the number of realizations [26]. In contrast, when using Liouville's PDE, one directly works with an exact equation satisfying the 1-PDF, and advanced numerical techniques to solve this PDE efficiently are available.
As we shall see later, Liouville's PDE will play a key role in our subsequent analysis of a class of RDEs with delta-impulsive terms (see 2.1). However, it must be pointed out that an analogous PDE, often referred to as Fokker-Planck (or forward Kolmogorov) equation, can be formulated when dealing with stochastic differential equations [4, 28]. Liouville's PDE can be derived using different techniques that include the characteristic function [29], Soong [4, Th. 6.2.2], the theory of dynamical systems [30, Th. 8.4], or the principle of preservation of probability [31]. In a recent contribution, one derives Liouville's PDE for the first-order homogeneous semilinear random PDE in a brilliant way, which includes the linear advection equation with random coefficients [32]. In the setting of RDEs, Liouville's PDE has been applied to a variety of problems, such as constructing ensemble approximations for constrained random systems [33], the prediction of forecast skill, and atmospheric predictability [34-36], and to study the motion of a body in a central force field with the theory of satellites [37], just to cite a few contributions. Finally, it is worthy to remark that Liouville's PDE is stated for differential equations whose derivative has an entire order, but Tarasov [38] deduces a Liouville equation for the case of fractional derivatives.

This contribution is organized as follows: Section 2 is divided into three parts. In Section 2.1, we will first present the class of RDEs considered in the contribution. Then, we will build the pathwise solution to the corresponding problem. In Section 2.2, we will use the information gathered about the pathwise solution and Theorems 1.1 and 1.2, stated above to describe the evolution (or forward uncertainty propagation) of the 1-PDF of the solution stochastic process. This will be done by splitting the analysis into two parts, first between impulses (see Section 2.2.1) and, secondly, at the impulses (see Section 2.2.2). In both cases, we obtain semi-explicit (in terms of multidimensional integrals) expressions for the 1-PDF of the solution that can be represented via an expectation. In Section 3, we will give a brief overview of the computational techniques that will be required in the following Section 4, where we will simulate the evolution of a prescribed PDF according to the dynamics of relevant RDEs with impulses that appear in different mathematical models involving uncertainties. Finally, conclusions are drawn in the last section.

## 2 | THEORY

This section will deal with the theoretical probabilistic analysis of the following class of impulsive random initial value problems (IVPs):

$$
\left\{\begin{align*}
\frac{\mathrm{d} \mathbf{X}(t, \omega)}{\mathrm{d} t} & =\mathbf{g}(\mathbf{X}(t, \omega), t, \mathbf{A}(\omega))-\sum_{k=1}^{N} \boldsymbol{\Gamma}_{k}(\omega) \delta\left(t-t_{k}\right), t>t_{0},  \tag{2.1}\\
\mathbf{X}\left(t_{0}, \omega\right) & =\mathbf{X}_{0}(\omega) .
\end{align*}\right.
$$

Here, $t_{0}>0$ denotes the initial time of the system, $\mathbf{X}_{0}(\omega), \mathbf{A}(\omega):=\left(A_{1}(\omega), \ldots, A_{m}(\omega)\right)$ and $\left\{\boldsymbol{\Gamma}_{k}(\omega)=\right.$ $\left.\left(\Gamma_{k}^{1}(\omega), \ldots, \Gamma_{k}^{d}(\omega)\right)\right\}_{k=1}^{N}$ are assumed to be pairwise independent absolutely continuous random vectors whose components are random variables defined on the Hilbert space $L^{2}(\Omega, \mathbb{R})$, that is, real-valued random variables with finite variance. $(\Omega, \mathcal{F}, \mathbb{P})$ denotes a complete probability space [39]; $\delta\left(t-t_{k}\right)$ stands for the Dirac-delta function [40] acting at the prefixed time instants $t=t_{k}, k=1, \ldots, N$ and $\mathbf{g}$ is known as the (vector) field function satisfying certain conditions that will be specified later. Finally, $\mathbf{X}(t, \omega)$ denotes the solution of the random IVP (2.1), which is a stochastic process. For simplification in the notation, the $\omega$-dependence will be hidden in the notation when convenient.

Observe that we set the impulse terms with the negative sign because, in most practical cases, one is often interested in the instantaneous change of the system's state in a way that is opposite to its natural dynamics.

Clearly, the solution of the random IVP (2.1) has some dependence on the sample realizations of the parameter random vector $\mathbf{A}(\omega)$. In order to guarantee the existence and uniqueness of solution in the sample/pathwise sense, that is, for $\mathbb{P}$-a.e (almost everywhere) realization of $\mathbf{A}(\omega), \omega \in \Omega$ (see Soong [4, Appendix I]), one must impose some classical regularity assumptions on the trajectories of $\mathbf{g}$ such as the ones formulated by the Picard-Lindelöf or Cauchy-Peano
theorems [41, 42]. In this manner, one can guarantee the existence and/or uniqueness of solutions for the random IVP (2.1) between the impulses $t=t_{k}$ generated by the Dirac-delta function $\delta\left(t-t_{k}\right)$. For example, assuming that the event $E=E_{1} \cap E_{2}$, where $E_{1}=\{\omega \in \Omega: g(\cdot, t, \mathbf{A}(\omega))$ is Lipschitz in $\mathbb{R}$ uniformly in $t\}$ and $E_{2}=\{\omega \in \Omega:$ $g(x, \cdot, \mathbf{A}(\omega))$ is continuous in $\left[t_{0}, \infty\right)$ for all $\left.x \in \mathbb{R}\right\}$, has probability 1 , that is, $\mathbb{P}[E]=1$, one can guarantee the existence of a global solution, that is, well-defined, between the impulses sequence $\left\{t_{k}\right\}_{k=1}^{N}$. Further specialized results about the existence and uniqueness of solution for IVP of type (2.1), with $\omega \in \Omega$ fixed, can be found, for instance, in Agarwal and Lakshmikantham [43]. In summarizing, a priori, we cannot guarantee the existence of a solution or its uniqueness. However, as previously indicated, some regularity assumptions are sufficient for assuring each sample trajectory's global existence. Furthermore, if a solution $\mathbf{X}(t)$ exists, it must be "well-behaved" between the impulse times $\left\{t_{k}\right\}_{k=1}^{N}$, that is, differentiability of the solution between impulse times and the existence of finite limits at the left and right of each impulse time.

## 2.1 | Pathwise (weak) solution

We will build a pathwise solution for the random IVP (2.1) considering the previous paragraphs' comments. Let us fix $\omega \in \tilde{\Omega}$ and compute the deterministic Laplace transform [44] to the corresponding $\operatorname{IVP}(2.1)$. Denoting $\lambda(s)=\mathcal{L}[\mathbf{X}(\cdot, \omega)](s)$, $\mathbf{x}_{0}=\mathbf{X}_{0}(\omega), \mathbf{a}=\mathbf{A}(\omega)$ and, momentarily, dropping the $\omega$ notation, we obtain

$$
s \lambda(s)-\mathbf{x}_{0}=\mathcal{L}[\mathbf{g}(\mathbf{X}(\cdot), \cdot, \mathbf{a})](s)-\sum_{k=1}^{N} \boldsymbol{\Gamma}_{k} \mathrm{e}^{-s t_{k}},
$$

so

$$
\begin{equation*}
\lambda(s)=\frac{1}{s} \mathbf{x}_{0}+\frac{1}{s} \mathcal{L}[\mathbf{g}(\mathbf{X}(\cdot), \cdot, \mathbf{a})](s)-\sum_{k=1}^{N} \boldsymbol{\Gamma}_{k} \frac{\mathrm{e}^{-s t_{k}}}{s} . \tag{2.2}
\end{equation*}
$$

Computing the inverse Laplace transform of (2.2) gives

$$
\begin{equation*}
\mathbf{X}(t)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s-\sum_{k=1}^{N} \boldsymbol{\Gamma}_{k} \mathrm{H}\left(t-t_{k}\right), \tag{2.3}
\end{equation*}
$$

where $\mathrm{H}(\cdot)$ is the Heaviside function, defined as

$$
\mathrm{H}(x)= \begin{cases}1 & x \geq 0,  \tag{2.4}\\ 0 & x<0 .\end{cases}
$$

Notice that expression (2.3) is the integral form of Equation (2.1), where $\delta(\cdot)$ acts as a measure [45]. Substituting $t=t_{1}$ and taking into account (2.3) yield

$$
\begin{equation*}
\mathbf{X}\left(t_{1}\right)=\mathbf{x}_{0}+\int_{t_{0}}^{t_{1}} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s-\boldsymbol{\Gamma}_{1}=\lim _{t \rightarrow t_{1}^{\prime}} \mathbf{X}(t)-\boldsymbol{\Gamma}_{1}:=\mathbf{X}\left(t_{1}^{-}\right)-\boldsymbol{\Gamma}_{1} . \tag{2.5}
\end{equation*}
$$

Now, let us see what happens after the impulse. From (2.3) and the previous relation for $\mathbf{X}\left(t_{1}\right)$, we can compute the jump induced in the paths by the impulse term

$$
\mathbf{X}\left(t_{1}^{+}\right)-\mathbf{X}\left(t_{1}^{-}\right)=\int_{t_{1}^{-}}^{t_{1}^{+}} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s-\boldsymbol{\Gamma}_{1} .
$$

The integral term in the previous equation is clearly the $\mathbf{0}$ vector:

$$
\begin{aligned}
\left\|\int_{t_{1}^{-}}^{t_{1}^{+}} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s\right\| & \leq \lim _{\varepsilon \rightarrow 0}\left(\int_{t_{1}-\varepsilon}^{t_{1}}\|\mathbf{g}(\mathbf{X}(s), s, \mathbf{a})\| \mathrm{d} s+\int_{t_{1}}^{t_{1}+\varepsilon}\|\mathbf{g}(\mathbf{X}(s), s, \mathbf{a})\| \mathrm{d} s\right) \\
& \leq \lim _{\varepsilon \rightarrow 0}\left(\sup _{t \in\left[t_{1}-\varepsilon, t_{1}\right)}\|\mathbf{g}(\mathbf{X}(t), t, \mathbf{a})\| \varepsilon+\sup _{t \in\left(t_{1}, t_{1}+\varepsilon\right]}\|\mathbf{g}(\mathbf{X}(t), t, \mathbf{a})\| \varepsilon\right) \\
& =0,
\end{aligned}
$$

because both supremum terms are finite due to the regular behavior of the solution between the impulse times. Summarizing, we have the following relations:

$$
\begin{equation*}
\mathbf{X}\left(t_{1}^{+}\right)-\mathbf{X}\left(t_{1}^{-}\right)=-\boldsymbol{\Gamma}_{1} \Longleftrightarrow \mathbf{X}\left(t_{1}^{+}\right)=\mathbf{X}\left(t_{1}^{-}\right)-\boldsymbol{\Gamma}_{1}=\mathbf{X}\left(t_{1}\right) . \tag{2.6}
\end{equation*}
$$

The general solution (2.3) is right-continuous at the first impulse. Furthermore, notice that because of the definition of the Heaviside function (2.4), the equality obtained at (2.6) shows that right-continuity at impulse times will be verified by solutions of Equation (2.1). Recovering the $\omega$-notation, the previous identity is stated as

$$
\begin{equation*}
\mathbf{X}\left(t_{1}, \omega\right)=\mathbf{X}\left(t_{1}^{+}, \omega\right)=\mathbf{X}\left(t_{1}^{-}, \omega\right)-\boldsymbol{\Gamma}_{1}(\omega), \tag{2.7}
\end{equation*}
$$

which shows that, for every sample $\omega \in \tilde{\Omega}$, the paths are right-continuous at $t=t_{1}$. We can follow the same procedure for the following impulse times. For example, for all $t \in\left[t_{1}, t_{2}\right]$, the solution process is given by

$$
\begin{equation*}
\mathbf{X}(t)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s-\boldsymbol{\Gamma}_{1}-\boldsymbol{\Gamma}_{2} \mathrm{H}\left(t-t_{2}\right) \tag{2.8}
\end{equation*}
$$

Now, by using (2.3), we see that, at time $t=t_{2}$, (2.8) can be written as

$$
\mathbf{X}\left(t_{2}\right)=\mathbf{X}\left(t_{1}\right)+\int_{t_{1}}^{t_{2}} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s-\Gamma_{2}
$$

which yields

$$
\mathbf{X}\left(t_{2}\right)=\mathbf{X}\left(t_{1}\right)+\int_{t_{1}}^{t_{2}} \mathbf{g}(\mathbf{X}(s), s, \mathbf{a}) \mathrm{d} s-\boldsymbol{\Gamma}_{2}=\lim _{t \rightarrow t_{2}} \mathbf{X}(t)-\boldsymbol{\Gamma}_{2}:=\mathbf{X}\left(t_{2}^{-}\right)-\boldsymbol{\Gamma}_{2}
$$

Following the same reasoning we used to obtain relation (2.6), the value after the impulse will be

$$
\mathbf{X}\left(t_{2}^{+}\right)-\mathbf{X}\left(t_{2}^{-}\right)=-\boldsymbol{\Gamma}_{2}=\Longleftrightarrow \mathbf{X}\left(t_{2}^{+}\right)=\mathbf{X}\left(t_{2}^{-}\right)-\boldsymbol{\Gamma}_{2}
$$

The steps followed for analyzing the first and second impulse times can be easily generalized for any finite number of impulse times. Particularly, at a given impulse time $t_{k}$, and recovering the $\omega$-notation, one gets

$$
\begin{equation*}
\mathbf{X}\left(t_{k}^{+}, \omega\right)=\mathbf{X}\left(t_{k}, \omega\right)=\mathbf{X}\left(t_{k}^{-}, \omega\right)-\boldsymbol{\Gamma}_{k}(\omega), \tag{2.9}
\end{equation*}
$$

for all $k=1, \ldots, N$.
Summarizing, we have constructed a right-continuous pathwise solution of the random IVP (2.1), given by

$$
\begin{gather*}
\mathbf{X}(t, \omega)=\mathbf{X}_{0}(\omega)+\int_{t_{0}}^{t} \mathbf{g}(\mathbf{X}(s, \omega), s, \mathbf{A}(\omega)) \mathrm{d} s-\sum_{k=1}^{N} \boldsymbol{\Gamma}_{k}(\omega) \mathrm{H}\left(t-t_{k}\right), t \geq t_{0},  \tag{2.10}\\
\mathbf{X}\left(t_{k}, \omega\right)=\mathbf{X}\left(t_{k}^{-}, \omega\right)-\boldsymbol{\Gamma}_{k}(\omega)=\mathbf{X}\left(t_{k}^{+}, \omega\right), k=1, \ldots, N, \omega \in \tilde{\Omega} . \tag{2.11}
\end{gather*}
$$

## 2.2 | Probability density function evolution

We consider two main approaches to studying the evolution of the 1-PDF of the solution to an RDE. On the one hand, the Liouville equation shows that the evolution of the PDF is a conservation law [46] where the quantity to be conserved is the total probability of the system and the flow function is defined at the right-hand side of the corresponding RDE (Theorem 1.2, see Soong [4, Ch. 6]). On the other hand, the RVT theorem gives a relation between the respective PDFs of two random vectors related via one-to-one mapping (recall Theorem 1.1). We will now show how we can take advantage of these two results to completely describe the PDF evolution.

### 2.2.1 | Evolution between impulse times

As noted throughout the previous subsection, the flow between the impulse times is assumed to verify some conditions equivalent to those of the Liouville equation theorem. Now, we will see a special form of the Liouville equation where the dynamical behavior (mainly transport and rescaling) of the PDF can be easily identified. Let us consider the same notation as in Theorem (1.2). Let $\mathbf{a}$ be a generic but fixed realization of the random parameter vector $\mathbf{A}$. If the field function $\mathbf{b}(\cdot, t, \mathbf{a}) \in C^{1}(\mathcal{D})$ for all $t>t_{0}$ and for any $\mathbf{a}$, (1.3) can be written as

$$
\begin{equation*}
\partial_{t} f(\mathbf{x}, t \mid \mathbf{a})+\underbrace{\mathbf{b}(\mathbf{x}, t, \mathbf{a}) \cdot \nabla_{\mathbf{x}} f(\mathbf{x}, t \mid \mathbf{a})}_{\text {Transport }}=\underbrace{-f(\mathbf{x}, t \mid \mathbf{a}) \nabla_{\mathbf{x}} \cdot \mathbf{b}(\mathbf{x}, t, \mathbf{a})}_{\text {Rescaling }}, \mathbf{x} \in \mathcal{D}, t>t_{0} \tag{2.12}
\end{equation*}
$$

and its solution can be analyzed through its characteristic equations [24, 46, 47]. These curves describe the time evolution of a particle, say $\Phi(t)=\left(\phi_{1}, \ldots, \phi_{d}\right) \in \mathbb{R}^{d}$, and the value of the desired PDE solution at that particle's position. These equations form a system of ODEs, which are given by

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Phi(t) & =\mathbf{b}(\Phi(t), t, \mathbf{a}), \quad \Phi(0)=\mathbf{x}_{0}  \tag{2.13}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} f(\Phi(t), t \mid \mathbf{a}) & =-f(\Phi(t), t \mid \mathbf{a}) \nabla_{\mathbf{x}} \cdot \mathbf{b}(\Phi(t), t, \mathbf{a}), f(\Phi(0), 0 \mid \mathbf{a})=f_{0}\left(\mathbf{x}_{0}\right)
\end{align*}
$$

where $\mathbf{x}_{0}$ is a generic point in $\mathcal{D}$, which represents the initial position of the particle to be simulated. The first equation defines the time evolution of the particle's position, whereas the last equation in (2.13) defines the evolution of the PDF value in the considered particle. Before solving this system of equations, note that the field function $\mathbf{b}(\cdot, t, \cdot)=\mathbf{g}(\cdot, t, \cdot)$ for all times between impulses; that is, $t \in \cup_{k=1}^{N}\left(t_{k-1}, t_{k}\right)$.

Now, the characteristic curves, which form the solution of the characteristic equations (2.13), are defined by

$$
\begin{gather*}
\Phi\left(t ; \mathbf{x}_{0}, \mathbf{a}\right)=\mathbf{x}_{0}+\int_{t_{0}}^{t} \mathbf{g}\left(\Phi\left(s ; \mathbf{x}_{0}, \mathbf{a}\right), s, \mathbf{a}\right) \mathrm{d} s, t \geq t_{0}  \tag{2.14}\\
f\left(\Phi\left(t ; \mathbf{x}_{0}, \mathbf{a}\right), t \mid \mathbf{a}\right)=f_{0}\left(\mathbf{x}_{0}\right) \exp \left(-\int_{t_{0}}^{t} \nabla_{\mathbf{x}} \cdot \mathbf{g}\left(\Phi\left(s ; \mathbf{x}_{0}, \mathbf{a}\right), s, \mathbf{a}\right) \mathrm{d} s\right), t \geq t_{0}, \tag{2.15}
\end{gather*}
$$

where $\Phi\left(t ; \mathbf{x}_{0}, \mathbf{a}\right)$ denotes the characteristic curve at time $t$, starting at $\mathbf{x}_{0}$, with parameter values $\mathbf{a}$.
As it can be seen, the first ODE in (2.13) and its corresponding solution (2.14) are the deterministic version of the random IVP (2.1) between impulses, solved for random samples $\mathbf{x}_{0}$ and $\mathbf{a}$ of the random initial condition $\mathbf{X}_{0}(\omega)$ and random parameter vector $\mathbf{A}(\omega)$, respectively, with $\omega \in \tilde{\Omega}$. The second equation in (2.13) and its solution (2.15) describe the change in the value of the PDF in time at the sample path $\Phi\left(t ; \mathbf{x}_{0}, \mathbf{a}\right)$.

It is well known that the flow function of an ODE with a "sufficiently regular" vector field (e.g., Lipschitz in space, continuous in time) is differentiable. As a simple consequence of the inverse function theorem, wherever the vector field is non-zero, and the flow function has continuous derivatives, one can define its inverse function, which will be differentiable (see Hörmander [48, Th. 1.1.7] for more details). Mathematically, it is a differentiable function $\Psi(t ; \mathbf{x}, \mathbf{a})$ such that $\Phi(t ; \Psi(t ; \mathbf{x}, \mathbf{a}), \mathbf{a})=\mathbf{x}$. This function is called the inverse flow function. See Figure 1 for a graphical representation of both functions.


FIGURE 1 The flow function (red) gives the position $\mathbf{x}$ at time $t$ of the characteristic curve starting at $\mathbf{x}_{0}$. The inverse flow function (blue) gives the point where the curve must start, $\mathbf{x}_{0}$, so that it is located at $\mathbf{x}$ at time $t$. [Colour figure can be viewed at wileyonlinelibrary.com]

With the notion of the inverse flow in mind, we can now write (2.15) as

$$
\begin{equation*}
f(\mathbf{x}, t \mid \mathbf{a})=f_{0}(\Psi(t ; \mathbf{x}, \mathbf{a})) \exp \left(-\int_{t_{0}}^{t} \nabla_{\mathbf{x}} \cdot \mathbf{g}(\Phi(s ; \Psi(t ; \mathbf{x}, \mathbf{a}), \mathbf{a}), s, \mathbf{a}) \mathrm{d} s\right) . \tag{2.16}
\end{equation*}
$$

The PDF of the RDE solution (independent of parameter realizations) is finally obtained by marginalizing the joint PDF of both the solution and the random parameter vector $\mathbf{A}$, which, using the conditional PDF, can be written as

$$
\begin{equation*}
f(\mathbf{x}, t)=\int_{\mathbb{R}^{m}} f(\mathbf{x}, t \mid \mathbf{a}) f_{\mathbf{A}}(\mathbf{a}) \mathrm{d} \mathbf{a}=\mathbb{E}_{\mathbf{A}}[f(\mathbf{x}, t \mid \mathbf{A})], \tag{2.17}
\end{equation*}
$$

where $f_{\mathbf{A}}$ is the joint PDF of the random vector parameters $\mathbf{A}$ and $\mathbb{E}_{\mathbf{A}}$ denotes the expectation operator with respect to $\mathbf{A}$. This shows that the PDF can be obtained by calculating (2.16) for all realizations a of $\mathbf{A}$ and then averaging. Furthermore, when computational techniques are required for this task, expression (2.17) allows the use of either quadrature formulas [49] or Monte Carlo simulations [50-53].

### 2.2.2 । PDF transformation at the impulse times

Let us turn back to the set of conditions in (2.11), which are identities between random variables. Now, we are going to make use of the RVT Theorem 1.1. As in the case of the pathwise solution analysis, let us consider the first transformation in detail, and then we will write the result for the general case.
Let $f\left(\cdot, t_{1}\right)$ be the PDF of the solution stochastic process at a given impulse time $t_{1}$ (which is unknown) and let $f\left(\cdot, t_{1}^{-}\right)$ be the PDF before the jump (which is known because it verifies the Liouville equation in the interval $\left(t_{0}, t_{1}\right)$ ). Using (2.7) we can compute the Jacobian of the variable transformation:

$$
\begin{equation*}
\mathbf{X}\left(t_{1}, \omega\right)+\boldsymbol{\Gamma}_{1}(\omega)=\mathbf{X}\left(t_{1}^{-}, \omega\right) \Longleftrightarrow|J|=\left|\frac{\partial \mathbf{X}\left(t_{1}^{-}, \omega\right)}{\partial \mathbf{X}\left(t_{1}, \omega\right)}\right|=1 \tag{2.18}
\end{equation*}
$$

Denoting the joint PDFs of $\mathbf{X}(t, \cdot)$ and $\Gamma_{1}$ by $f_{\left(\mathbf{X}(t), \Gamma_{1}\right)}$, for $t=t_{1}, t_{1}^{-}$, the application of the RVT theorem leads to

$$
f_{\left(\mathbf{X}\left(t_{1}\right), \boldsymbol{\Gamma}_{1}\right)}\left(\mathbf{x}, \boldsymbol{\gamma}_{1}, t_{1}\right)=f_{\left.\left(\mathbf{X}\left(t_{1}\right)\right\rangle, \Gamma_{1}\right)}\left(\mathbf{x}+\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{1}, t_{1}^{-}\right) \cdot 1=f\left(\mathbf{x}+\boldsymbol{\gamma}_{1}, t_{1}^{-}\right) f_{\boldsymbol{\Gamma}_{1}}\left(\boldsymbol{\gamma}_{1}\right),
$$

because $\mathbf{X}\left(t_{1}^{-}, \cdot\right)$ is independent from $\boldsymbol{\Gamma}_{1}$, which only appears at the impulse time. Note that $\gamma_{1}=\left(\gamma_{1}^{1}, \ldots, \gamma_{1}^{d}\right)$. Finally, to obtain the PDF of $\mathbf{X}\left(t_{1}, \cdot\right)$, we marginalize respect to $\boldsymbol{\Gamma}_{1}$

$$
\begin{equation*}
f\left(\mathbf{x}, t_{1}\right)=\int_{\mathcal{D}\left(\Gamma_{1}\right)} f\left(\mathbf{x}+\gamma_{1}, t_{1}^{-}\right) f_{\Gamma_{1}}\left(\gamma_{1}\right) \mathrm{d} \gamma_{1}=\mathbb{E}_{\Gamma_{1}}\left[f\left(\mathbf{x}+\boldsymbol{\Gamma}_{1}, t_{1}^{-}\right)\right], \tag{2.19}
\end{equation*}
$$

for all $\mathbf{x}$, which shows that, at the jump, there is a translation of the PDF for every realization of $\boldsymbol{\Gamma}_{1}$. The average of these translations gives the PDF of $\mathbf{X}\left(t_{1}, \cdot\right)$. Note that, in (2.19), $\mathcal{D}\left(\boldsymbol{\Gamma}_{1}\right)$ denotes the domain of random vector $\boldsymbol{\Gamma}_{1}(\omega)$.

Now, the Liouville equation describes the evolution of the $\operatorname{PDF}$ (2.19) until the following impulse time $t_{2}$. Clearly, at any other impulse time, we will have the same case as for $t_{1}$ :

$$
\begin{equation*}
f\left(\mathbf{x}, t_{k}\right)=\mathbb{E}_{\mathbf{\Gamma}_{k}}\left[f\left(\mathbf{x}+\boldsymbol{\Gamma}_{k}, t_{k}^{-}\right)\right], \forall \mathbf{x} \in \mathcal{D}, k=1, \ldots, N, \tag{2.20}
\end{equation*}
$$

because of the relations at (2.11).

## 3 | NUMERICAL TECHNIQUES

This section briefly overviews the numerical procedures used to compute the 1-PDF evolution and its statistical information. This section is especially important when computing the flow or inverse flow functions of the underlying RDE are not explicitly obtainable. Since the impulse-induced transformation of the PDF consists of a simple translation of the PDF in space, this section will deal with the numerical methods used between the impulse times.

## 3.1 | Lagrangian particle methods and interpolation

Lagrangian methods treat a PDE solution as a family of particles first initialized in a grid. Instead of working on a fixed grid, the evolution of the particles' initial position and the PDE solution value for every particle is simulated through time. The focus is centered on each particle's position and information rather than the information that a given position in space may give of the solution [54,55, Sec. 3.3.2]. These methods are widely used in science and engineering for the reasons explained in Remark 3.1.
Because of the Liouville equation's special nature, we can use these methods. Let us recall the characteristic equation system (2.13). This system can be easily solved by numerical integration methods such as the well-known Runge-Kutta scheme of fourth order (RK4, [56]). The system of ODEs to be solved is defined as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \phi_{1}(t) & =g_{1}(\Phi(t), t), \phi_{1}(0)=x_{1}^{0}, \\
& \vdots \\
\frac{\mathrm{~d}}{\mathrm{~d} t} \phi_{d}(t) & =g_{n}(\Phi(t), t), \phi_{n}(0)=x_{d}^{0},  \tag{3.1}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} f(\Phi(t), t) & =-f(\Phi(t), t) \nabla_{\mathbf{x}} \cdot \mathbf{g}(\Phi(t), t), f(\Phi(0), 0)=f_{0}\left(\Phi_{0}\right),
\end{align*}
$$

where $\mathbf{x}_{0}=\left(x_{1}^{0}, \ldots, x_{d}^{0}\right)$ is a point in $\mathbb{R}^{d}$, which represents the initial position of the particle to be simulated. Accordingly, the first $d$ equations define the time evolution of the particle, whereas the last equation in (3.1) defines the evolution of the PDF value of the considered particle.
However, as explained in Cottet and Koumoutsakos [57] and Bosler et al. [58], particles must be re-interpolated into a grid every few time steps from the numerical integrator. The interpolation method used depends on the particular case under study. Thus, the particular interpolation method used in each example will be stated therein.

Remark 3.1. The Liouville equation is a PDE describing the advection of a quantity, in this case, probability. Although there are many ways to solve PDEs numerically, we have chosen this particle/characteristic equation approach because of several reasons:
(1) Particle methods do not add artificial numerical dissipation (see previous studies [47, 59, 60]).
(2) They are easily parallelizable.
(3) Contrarily to grid-based methods such as finite differences, finite volumes, and finite elements, particle methods do not have a grid-size-forced CFL time step limit. This allows performing simulations with a lower number of time steps, thus reducing the time needed for simulation and the computational burden. Instead, the time step limitation is determined by the accuracy of the numerical integrator used to obtain the characteristic curves and the interpolation scheme used to re-interpolate particles onto the underlying grid. For example, for RBF interpolation, the limitation is set by the property that the basis functions must overlap (see Bergdorf and Koumoutsakos [61] and Bergdorf [62]). For example, if the dynamics are very complex or separate particles rapidly, we will have to re-interpolate more frequently, thus limiting the time step used for the numerical integrator.
(4) The spatial dimension does not explicitly determine the computational complexity of the particle approach; instead, it is given by the number of particles and the re-interpolation step, which depends on the spatial dimension; however, there are very efficient ways of performing high-dimensional interpolation, such as radial basis function (RBF) interpolation (see Iske and Arnold [63]).

## 3.2 | Adaptive mesh refinement (AMR)

As was explained in the previous subsection, the forward evolution of the initial PDF is obtained by evolving individual particles that are first initialized in a grid. Therefore, obtaining a high-resolution PDF representation requires a fine grid initializing the particles. This implies that a vast amount of particles would have to be evolved and re-interpolated back onto the fine grid. Interestingly, the need for more particle initializations may not be the same throughout the whole domain; some areas may need more particles than others. Using a fine grid in the whole domain would result in an enormous computational burden. These kinds of problems are known as multi-scale problems.

This issue is not specific to the Liouville equation. In fact, this has been an area of intense research for some time now, specifically in the computational fluid dynamics field. AMR techniques are commonly used to overcome this difficulty. We have used a wavelet compression-based technique based on the same approach as in Bergdorf and Koumoutsakos [61].

## 3.3 | Confidence region computation

Confidence intervals provide a valuable tool for analyzing and predicting probabilistic methods. Although building confidence intervals in normally distributed random variables in a one-dimensional problem is a reasonably easy task, it is certainly not trivial when dealing with random variables under a nonstandard distribution or in higher dimensions. Mathematically, given a PDF $f: \mathbb{R}^{d} \rightarrow[0,+\infty)$, we define the following function:

$$
K(\lambda):=\int_{\{f \geq \lambda\}} f(\mathbf{x}) \mathrm{d} \mathbf{x}, \lambda \in\left[0,\|f\|_{\infty}\right]
$$

where $\{f \geq \lambda\}:=\left\{\mathbf{x} \in \mathbb{R}^{d} \mid f(\mathbf{x}) \geq \lambda\right\}$ and $\|f\|_{\infty}=\sup \{f(\mathbf{x}): \mathbf{x} \in \operatorname{supp}(f)\}$. The objective is to find a value, $\lambda^{*}$, such that $K\left(\lambda^{*}\right)=1-\alpha$, where $\alpha \in[0,1]$ is the confidence level. If $\alpha=0.05$, we will obtain a $95 \%$ confidence interval, whereas if $\alpha=0$, we will obtain the so-called ensemble region. Assuming that $\{f=\lambda\}$ is a Lebesgue-null set for all $\lambda \in\left(0,\|f\|_{\infty}\right]$, (as it happens for every PDF $f$ that is almost everywhere non-constant inside its support), it can be easily shown that the previous function is everywhere continuous in $\left[0,\|f\|_{\infty}\right]$ and non-increasing. To find the optimal value, we can apply, for example, the bisection method to the function $K(\lambda)-1+\alpha$ (see Burden et al. [64]). However, other higher order iterative methods might be used as well.

## 4 | EXAMPLES

In this section, we will illustrate the applicability and versatility of the theoretical findings developed in the previous sections. The first case will consider a linear scalar RDE whose flow and inverse flow functions can be explicitly computed. We will also consider the information that can be extracted from the computation of the evolution of the PDF.

The second case will deal with the Duffing oscillator model. This case will not have an explicit solution; therefore, we will have to use computational techniques to determine the PDF evolution and its relevant probabilistic information.

As it was assumed in the previous theoretical developments, we assume that $(\Omega, \mathcal{F}, \mathbb{P})$ denotes the complete probability space where all the random variables are defined.

Also, for approximating (2.17) and (2.20), we have used the normalized weighted mean, where the weights are given by the PDF of each parameter vector:

$$
f(\mathbf{x}, t) \approx \frac{\sum_{i=1}^{N_{\mathbf{A}}} f\left(\mathbf{x}, t \mid \mathbf{a}_{i}\right) f_{\mathbf{A}}\left(\mathbf{a}_{i}\right)}{\sum_{i=1}^{N_{\mathbf{A}}} f_{\mathbf{A}}\left(\mathbf{a}_{i}\right)}, f\left(\mathbf{x}, t_{k}\right) \approx \frac{\sum_{i=1}^{N_{\mathbf{\Gamma}_{k}}} f\left(\mathbf{x}+\gamma_{i}, t_{k}^{-}\right) f_{\Gamma_{k}}\left(\gamma_{i}\right)}{\sum_{i=1}^{N_{\mathbf{\Gamma}_{k}}} f_{\boldsymbol{\Gamma}_{k}}\left(\gamma_{i}\right)} .
$$

Here, $\left\{\mathbf{a}_{i}\right\}_{i=1}^{N_{\mathbf{A}}}$ is a partition of the domain of the random parameter vector $\mathbf{A}$ and, analogously, $\left\{\gamma_{i}\right\}_{i=1}^{N_{\Gamma_{k}}}$ is a partition of the domain of the random parameter vector $\boldsymbol{\Gamma}_{k}$. Notice that the above approximations are based on the fact that the sums in
the denominators approximate the integrals of PDFs, so whose value is 1 , and the partitions to calculate the integral in the numerator and denominator can be taken with the same step, which has been canceled to provide simpler approximations.
Finally, regarding the computational execution technicalities, all computations have been done via a custom-built C-based CUDA library [65] on a desktop computer with an i9-10900K CPU (40 GB of RAM) and an 8 GB NVIDIA Quadro RTX 4000, which we will call Computer 1, and on a laptop computer with an AMD Ryzen 75800 H ( 16 GB of RAM) and a 6 GB NVIDIA RTX 3060, which we will call Computer 2. Note that the greatest difference between both computers relies on the CPU, not the GPU. Both GPUs have similar performance, and simulations do not need a large amount of memory, so this is not a problem either.

## 4.1 | Scalar linear RDE

Linear ODEs are the simplest and among the most successful types of ODEs. This kind of ODEs verifies many properties, making them relatively easy to work with. Although most natural phenomena are modeled by nonlinear ODEs, there are some cases where one can consider the linearization of the ODE; that is, a linear ODE whose dynamic properties are the same as the original nonlinear ODE in a neighborhood of some time where the linearization is done. For example, when studying growth processes in biology or medicine, a linear model can be used to predict the growth at the initial stages, despite the fact that nonlinear behavior appears after some time and ends up governing the growth process asymptotically. A typical example is the logistic model, which is nonlinear but behaves like the Malthusian model, which is linear, at the initial times.
We consider the following impulsive random IVP:

$$
\begin{gather*}
\dot{X}(t, \omega)=A(\omega) X(t, \omega)+B(\omega)-\Gamma \sum_{i=1}^{N} \delta\left(t-T_{i}\right), t>0,  \tag{4.1}\\
X(0, \omega)=X_{0}(\omega), \tag{4.2}
\end{gather*}
$$

where $\omega \in \Omega$ and $X_{0}, B$, and $A \neq 0$ a.s. are finite-variance random variables with preassigned PDFs denoted by $f_{0}, f_{B}$, and $f_{A}$, respectively. Also, $\Gamma \neq 0$ a.s. is a random variable with a known $\operatorname{PDF} f_{\Gamma}$. For the sake of simplicity, we assume that $X_{0}, A, B$, and $\Gamma$ are mutually independent.
Obtaining the pathwise flow is a relatively easy task. Let us fix $\omega \in \Omega$ and denote $x_{0}=X_{0}(\omega), a=A(\omega), b=B(\omega), \gamma=$ $\Gamma(\omega)$. Using the well-known solution expression of linear ODEs, for $t \in\left[T_{k}, T_{k+1}\right)$, we get

$$
\phi\left(t ; x_{0}, a, b\right)=\mathrm{e}^{a t}\left(x_{0}+\frac{b}{a}-\gamma \sum_{i=1}^{k} \mathrm{e}^{-a T_{i}} \mathrm{H}\left(t-T_{i}\right)\right)-\frac{b}{a},
$$

which can be easily proven to be a solution of the random IVP (4.1)-(4.2) (classical between impulse times and weak globally). Analogously, solving the previous equation for $x_{0}$, the inverse flow has the following expression:

$$
\begin{equation*}
\psi(t ; x, a, b)=\mathrm{e}^{-a t}\left(x+\frac{b}{a}+\gamma \sum_{i=1}^{k} \mathrm{e}^{a\left(t-T_{i}\right)} \mathrm{H}\left(t-T_{i}\right)\right)-\frac{b}{a} . \tag{4.3}
\end{equation*}
$$

The Liouville equation for this case is easily obtained

$$
\partial_{t} f(x, t \mid a, b)+(a x+b) \partial_{x} f(x, t \mid a, b)=-a f(x, t \mid a, b),
$$

and its solution, conditioned to every pair of realizations ( $a, b$ ), is given by

$$
\begin{equation*}
f(x, t \mid a, b)=f_{0}(\psi(t ; x, a, b)) \mathrm{e}^{-a t}, \tag{4.4}
\end{equation*}
$$

where $\psi$ is defined in (4.3).
To obtain the final 1-PDF, we have to compute the conditional expectation of (4.4) with respect to $A$ and $B$ as shown in expression (2.17):

$$
\begin{equation*}
f(x, t)=\mathbb{E}_{A, B}[f(x, t \mid A, B)]=\int_{\mathcal{D}(B)} \int_{\mathcal{D}(A)} f_{0}(\psi(t ; x, a, b)) \mathrm{e}^{-a t} f_{A}(a) f_{B}(b) \mathrm{d} a \mathrm{~d} b, \tag{4.5}
\end{equation*}
$$

TABLE 1 Statistical information about the random model parameters in the linear impulsive random IVP (4.1)-(4.2).

| Variable | Distribution | Mean | Std |
| :--- | :--- | :--- | :--- |
| $X_{0}$ | Normal | 0.17 | 0.015 |
| $A$ | Gamma | 0.03 | 0.02 |
| $B$ | Uniform | 0.04 | 0.02 |
| $\Gamma$ | Uniform | 0.5 | 0.02 |



FIGURE 2 Mean function (red solid curve) of the solution process and the boundaries of the $95 \%$ confidence interval (black dashed curves). Linear impulsive random IVP (4.1)-(4.2) with random model parameters listed in Table 1. [Colour figure can be viewed at wileyonlinelibrary.com]
where $\mathcal{D}(A)$ and $\mathcal{D}(B)$ denote the domains of the random variables $A$ and $B$, respectively.
Table 1 shows the chosen distributions, mean, and standard deviation (Std for short) of the parameter random variables. Note that these distributions have been selected just to illustrate the versatility of the Liouville equation method. Indeed, any other combination of probability distributions could have been chosen for the same purpose. We have considered 3 impulse times, at instants $T_{1}=15, T_{2}=25$, and $T_{3}=35$, with the same impulse strength distribution $\Gamma$.
Figure 2 shows the evolution of the mean function and the $95 \%$ confidence interval. We can see the characteristic exponential growth of the linear ODE (4.1) and the sharp decreases of the solution at the impulse times. We can also observe that the confidence interval size remains almost the same before and after the impulse, as expected from (2.20). This implies that there is almost no difference in the uncertainty of the system before and after a given impulse. Figure 3 shows the PDF at several time instants together with the information from Figure 2. This figure clearly shows the effect of the exponential growth determined by the linear ODE; indeed, as time goes on, each "slice" of the PDF becomes lower and wider (platykurtic) until it becomes a small lump when compared with the initial PDF where is leptokurtic. At $t=15$, there is a sharp translation of the PDF, which is the effect of a Dirac impulse term. This fact can be further seen in Figure 4, which shows the transformations of the PDFs at each impulse time. Notice there is a translation of the PDF and a slight rescaling of the PDF, as expected by relation (2.20).

The elapsed time of the computation was $\sim 3.35 \mathrm{~s}$ on Computer 1 and $\sim 4 \mathrm{~s}$ on Computer 2 . For the simulation shown in Figures 2 and 3, we have used a 0.25 time step, with re-interpolation every four time steps. The grid is formed by 1024 equispaced nodes. It was computed using 150 samples ( 15 for parameter $A$ and 10 for parameter $B$ ). Jumps were resolved using 30 samples for $\Gamma$ (other combinations of samples can also be used).

## 4.2 | Random Duffing oscillator

Nonlinear oscillators have been thoroughly studied due to their rich dynamical behavior and ability to model a wide variety of natural and engineering phenomena. For example, Hooke's law states that there is a linear relationship between the deformation and the force exerted by a spring. However, when the deformation becomes large enough, the response becomes nonlinear. Also, elastic pendulums, mechanical isolators, beams with nonlinear stiffness, cable vibrations, and some electrical circuits can be modeled via the nonlinear oscillator equation known as the Duffing equation [66-68].


FIGURE 3 Waterfall plot of the evolution of the PDF (blue slices) with the mean function (red solid curve) and the confidence intervals (black dashed curves) in the time interval [0,24]. Linear impulsive random IVP (4.1)-(4.2) with random model parameters listed in Table 1. [Colour figure can be viewed at wileyonlinelibrary.com]


FIGURE 4 PDFs before and after each of the three impulse times: $T_{1}=15, T_{2}=25$, and $T_{3}=35$. Linear impulsive random IVP (4.1)-(4.2) with random model parameters listed in Table 1. [Colour figure can be viewed at wileyonlinelibrary.com]

We here consider the following impulse-forced Duffing equation:

$$
\begin{gather*}
\ddot{X}(t, \omega)+2 \Xi(\omega) \dot{X}(t)+X(t, \omega)+\Lambda(\omega) X(t, \omega)^{3}=\sum_{i=1}^{N} \Gamma_{i}(\omega) \delta\left(t-T_{i}\right), t>0,  \tag{4.6}\\
X(0, \omega)=X_{0}(\omega), \dot{X}(0, \omega)=\dot{X}_{0}(\omega), \tag{4.7}
\end{gather*}
$$

where the model parameters $\Xi>0$ and $\Lambda>0$, as well as the initial conditions $X_{0}$ and $\dot{X}_{0}$, are assumed to be mutually independent finite-variance random variables with preassigned PDFs $f_{\Xi}, f_{\Lambda}, f_{X_{0}}$, and $f_{\dot{X_{0}}}$, respectively. Also, the random variables $\left\{\Gamma_{i}\right\}_{i=1}^{N}$ are assumed to be mutually independent with known PDFs denoted by $f_{\Gamma_{i}}, i=1, \ldots, N$.

Contrarily to the previous example, the Duffing model does not have an "easily manageable" closed-form solution, and furthermore, the cases where such a solution expression exists are rare [69]. Therefore, this case will be treated
numerically. In this context, combining the RVT method and the Liouville equation is particularly useful rather than only applying the RVT method.
First, let us transform the Duffing equation into a first-order two-dimensional ODE. Consider the vector $\mathbf{Y}(t, \omega)=$ $\left[Y_{1}, Y_{2}\right]^{\top}:=[X(t, \omega), \dot{X}(t, \omega)]^{\top}, t \geq 0$, whose components represent position and velocity, respectively. Now, dropping the $\omega$-notation, the Duffing equation can be written as

$$
\dot{\mathbf{Y}}(t)=\left[\begin{array}{c}
Y_{2}(t) \\
-2 \Xi Y_{2}(t)-Y_{1}(t)-\Lambda Y_{1}(t)^{3}+\sum_{i=1}^{N} \Gamma_{i} \delta\left(t-T_{i}\right)
\end{array}\right], \mathbf{Y}(0)=\left[\begin{array}{l}
X_{0} \\
\dot{X}_{0}
\end{array}\right],
$$

where $\dot{\mathbf{Y}}$ can be rewritten as

$$
\dot{\mathbf{Y}}(t)=\overbrace{\left[\begin{array}{c}
Y_{2}(t) \\
-2 \Xi Y_{2}(t)-Y_{1}(t)-\Lambda Y_{1}(t)^{3}
\end{array}\right]}^{\mathbf{g}(\mathbf{Y}(t), t, \Xi, \Lambda)}+\sum_{i=1}^{N} \delta\left(t-T_{i}\right) \overbrace{\left[\begin{array}{c}
0 \\
\Gamma_{i}
\end{array}\right]}^{\boldsymbol{\Gamma}_{i}} .
$$

TABLE 2 Statistical information about the random model parameters in the Duffing equation.

| Variable | Mean | Std. |
| :--- | :--- | :--- |
| $X_{0}$ | 1.75 | 0.025 |
| $\dot{X}_{0}$ | 0 | 0.025 |
| $\Xi$ | 0.2 | 0.02 |
| $\Lambda$ | 3 | 0.3 |
| $\Gamma_{1}$ | 2.5 | 0.02 |
| $\Gamma_{2}$ | 1 | 0.02 |
| $\Gamma_{3}$ | 1.2 | 0.02 |

Note: In all the cases, random variables are assumed to be independent and have Normal distributions with the specified values for the mean and the variance. Due to their physical meaning, the random variables $\Xi$ and $\Lambda$ are truncated to positive values. Random Duffing oscillator (4.6)-(4.7).


FIGURE 5 Left: Level curves of the initial PDF $f_{0}$ (view color bar) of the Duffing equation model and the $95 \%$ confidence region (curve in red). Right: Scatter view of the grid points that will be used to compute the evolution of the PDF. We obtain a $99.43 \%$ compression with respect to the underlying fine grid. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2 . [Colour figure can be viewed at wileyonlinelibrary.com]

As we will simulate the initial PDF evolution numerically, we have to build the Liouville equation to be solved between the impulse times and then translate the PDF as shown in (2.20). Let us fix $\omega \in \Omega$ and consider the pair of arbitrary realizations $\xi=\Xi(\omega)$ and $\lambda=\Lambda(\omega)$. Indeed, the vector field and divergence terms for the Liouville equation are

$$
\mathbf{g}\left(y_{1}, y_{2}, t, \xi, \lambda\right)=\left(y_{2},-2 \xi y_{2}-y_{1}-\lambda y_{1}^{3}\right), \nabla_{\mathbf{y}} \cdot \mathbf{g}\left(y_{1}, y_{2}, t, \xi, \lambda\right)=-2 \xi,
$$

respectively. Therefore, the Liouville equation related to the random IVP (4.1)-(4.2) between the impulse times is

$$
\begin{gather*}
\partial_{t} f(\mathbf{y}, t \mid \xi, \lambda)+y_{2} \partial_{y_{1}} f(\mathbf{y}, t \mid \xi, \lambda)-\left(2 \xi y_{2}+y_{1}+\lambda y_{1}^{3}\right) \partial_{y_{2}} f(\mathbf{y}, t \mid \xi, \lambda)=2 \xi f(\mathbf{y}, t \mid \xi, \lambda)  \tag{4.8}\\
f(\mathbf{y}, 0 \mid \xi, \lambda)=f_{0}(\mathbf{y}):=f_{X_{0}}\left(y_{1}\right) f_{\dot{X}_{0}}\left(y_{2}\right) \tag{4.9}
\end{gather*}
$$



FIGURE 6 Left: PDF approaching the first impulse time from the left, that is, $f\left(\cdot, 0.6^{-}\right)$. Right: PDF at the transformation, that is, $f(\cdot, 0.6)=f\left(\cdot, 0.6^{+}\right)$. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]


FIGURE 7 Left: Level curves of the PDF at time $t=0.9$ (view color bar) and the $95 \%$ confidence region (curve in red). Right: Scatter view of the relevant grid points for the computation of the evolution of the PDF. We obtain a $98.79 \%$ compression with respect to the underlying fine grid. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]

In order to solve this PDE, we will make use of the Lagrangian particle and AMR techniques described in Sections 3.1 and 3.2, respectively. Finally, as mentioned at the end of Section 2.2.1, all that would be left is to compute the PDF marginalizing the model parameters $\Xi$ and $\Lambda$ using expression (2.17) with the identification $\mathbf{A}=(\Xi, \Lambda)$.
To carry out the computations, we have assumed the probability distributions listed in Table 2 for each random variable. Note that we have considered three impulse terms, which have been chosen at the following time values: $T_{1}=0.6, T_{2}=$ 1.2, and $T_{3}=2.4$. Furthermore, in Figures 5-11, we show the evolution of the initial PDF for the corresponding parameter distributions before and at the corresponding impulse times.
These simulations show the fascinating dynamics induced by the Duffing oscillator. The complete sequence of Figures 5-11 (left figures) show the initial joint PDF for the position and velocity (that is shown in Figure 5 [left]) begins to decay in a counter-clockwise spiral-like fashion toward the origin, which is its trivial equilibrium point. As it is shown in the right figure in Figures 5,7,9, and 11, the AMR technique selects relatively few points as the particles that will be


FIGURE 8 Left: PDF approaching the second impulse time from the left, that is, $f\left(\cdot, 1.2^{-}\right)$. Right: PDF at the transformation, that is, $f(\cdot, 1.2)=f\left(\cdot, 1.2^{+}\right)$. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]


FIGURE 9 Left: Level curves of the PDF at time $t=2$ (view color bar) and the $95 \%$ confidence region (curve in red). Right: Scatter view of the relevant grid points for the computation of the evolution of the PDF. We obtain a $98.72 \%$ compression with respect to the underlying fine grid. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]
evolved using the corresponding characteristic equations (3.1). These points carry the most information about the values of the PDF in the underlying $512 \times 512$-point grid.
Figure 6 shows the joint PDF of position and velocity before the first impulse time $T_{1}=0.6$ (left figure) and its transformation after applying the impulse (left figure). We can see that the transformation (all of them) consists of a translation and a subtle rescaling due to the distribution of the impulse random variable $\Gamma_{1}$. If the impulse were deterministic, the transformation would consist of a translation only (compare with 2.20).
As explained in Section 2.2, the simulation continues by performing the AMR of the transformed PDF and smoothly evolving the PDF until the next impulse time. As it can be seen in Figure 7, the PDF starts to lose its ellipse-like shape because the points that are further away from the origin carry more velocity than those where the PDF is concentrated. This fact is clearly observable when we arrive at the next impulse time, $T=1.2$ (Figure 8). Now, the aforementioned


FIGURE 10 Left: PDF approaching the third impulse time from the left, that is, $f\left(\cdot, 2.4^{-}\right)$. Right: PDF at the transformation, that is, $f(\cdot, 2.4)=f\left(\cdot, 2.4^{+}\right)$. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]


FIGURE 11 Left: Level curves of the PDF at time 2.6 (view color bar) and the $95 \%$ confidence region (curve in red). Right: Scatter view of the relevant grid points for the computation of the evolution of the PDF. We obtain a $98.48 \%$ compression with respect to the underlying fine grid. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]
rescaling property is visible on the plot. There is a greater difference between the PDF before and after the impulse time than in the first impulse (compare Figures 6 and 8).

Once again, the AMR is performed, and the PDF evolves from its new state according to the Duffing oscillator dynamics. Figure 9 shows the interesting form that the PDF is attaining. Finally, the last impulse transformation at time $T=2.4$ is shown in Figure 10, and Figure 11 shows the peculiar form of the PDF at time $t=2.6$. Figure 12 shows the marginal PDF of position at time $t=2.6$, assuming a fixed value for velocity 0.6 (compare with Figure 11) whereas Figure 13 shows the marginal PDF of velocity at time $t=2$, assuming that position is in the interval [0.4, 0.6]. As mentioned in the introduction, by knowing the joint PDF of a stochastic process, we can understand its behavior at every time instant. These figures shown in this example are a clear example where knowing the joint and marginal PDFs gives statistical information that would not be attainable by computing only the mean and variance of the stochastic process, as is usually done in the literature.

As a final note regarding the interpolation procedure used in this particular case, we have used compactly supported RBF interpolation based on the Wendland $C^{2}$ kernels [63]. Although there may be faster methods for interpolating scattered points in 2D, RBF-based interpolation allows for a stable, easily implementable, and general interpolation approach, independently of the dimensionality of the RDE system. Also, the time step used for the numerical solution via the Runge-Kutta integrator is 0.05 , and we have re-interpolated the particles every two steps. We have seen (heuristically)


FIGURE 12 Marginal PDF of position at time $t=2.6$, that is, $X(2.6)$, subject to $\dot{X}(2.6)=0.6$. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]


FIGURE 13 Marginal PDF of velocity at time $t=2$, that is, $\dot{X}(2)$, subject to $X(2.6) \in[0.4,0.6]$. Random Duffing oscillator (4.6)-(4.7) with random model parameters listed in Table 2. [Colour figure can be viewed at wileyonlinelibrary.com]
that these values give an acceptable trade-off between accuracy and computational efficiency. The timing of the simulation was $\sim 48.3$ s on Computer 1 and $\sim 71.6 \mathrm{~s}$ on Computer 2. In this case, we used 98 samples ( 7 for $\Xi$ and 14 for $\Lambda$, although other combinations can be used). Jumps were resolved using 20 samples each.

## 5 | CONCLUSIONS AND FUTURE WORK

In this contribution, we have studied the evolution of probability density functions determined by a stochastic process verifying a general class of RDE systems with Dirac delta-like impulses. We have done so by studying the behavior of the sample trajectories of the system via the Laplace transform. Afterward, using the Liouville equation and the RVT theorem, we have been able to use the sample-trajectory information to understand how the probability density function evolves between impulse times and at the impulse times, respectively. Finally, to show the applicability and generality of this method, we have applied the theoretical findings to two commonly used models in applied mathematics, considering random parameters and impulse strengths.

The main conclusion of our study is that the combination of Liouville's PDE and the RVT method is a promising strategy to perform a complete UQ of nonlinear RDEs via the approximation of its 1-PDF. The method may open new avenues for approximating higher order probability density functions associated with the solution of RDEs. In particular, it would allow the approximation of multidimensional moments of the solution. For example, by extending the strategy developed in this paper to higher dimensions to approximate the second probability density function, one would obtain the correlation function of the solution, which accounts for valuable information about the corresponding random system.

On the one hand, regarding the limitations of our work, we are aware that using compactly supported RBFs as interpolation kernels could be a limiting factor when simulating the evolution of piecewise constant densities, such as uniform distributions. Another issue we are currently working on is that Lagrangian particle simulations are not volume conserving. Therefore, when re-interpolating onto the underlying grid, some probability is lost. On the other hand, regarding future work, our primary goal is to apply this approach to real-world problems using real data. In that sense, we will study how to link this "Liouville solver" to state-of-the-art optimization techniques such as multi-objective particle swarm optimization, which we have been working on lately.
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