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a b s t r a c t 

Processing automatically historical document images to allow the search of textual information requires 

the preparation of ground-truth data for training and evaluation. This process is an expensive and ardu- 

ous task, especially when the historical document images contain specialized vocabulary and/or tabular 

information. In the latter case, relevant decisions have to be taken to annotate the tabular parts. This 

paper presents a complex collection of historical document images and the resulting database, which is 

called HisClima. In this database, half of the images are in tabular format and half as running text. Both 

types of images contain pre-printed and handwritten text. The textual information is plenty of abbrevia- 

tions and specific vocabulary related to weather conditions and old ships. This database can be used to 

research technologies related to historical document image processing and analysis, both for tabular and 

running text recognition. Baseline results are presented for Document Layout Analysis, Text Recognition, 

and Probabilistic Indexing. Although these results are good, there is still room for improvement and some 

indications are provided in this direction. 

© 2023 The Author(s). Published by Elsevier B.V. 
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. Introduction 

Table image recognition in historical documents is a prominent 

roblem related to pattern recognition which interest has recently 

ncreased noticeably. Several reasons make this problem very rele- 

ant and attractive. From the point of view of archives, this prob- 

em is very relevant since archives contain thousands of collections 

omposed of large amounts of table images related to borders, 

ensus, military information, visas, commerce, marriages, deaths, 

irths, etc. Therefore, they are an invaluable information source 

f they are adequately processed. From the point of view of pat- 

ern recognition, table recognition in historical documents is a very 

hallenging problem since it poses many difficult challenges not 

olved yet: complex layouts that change from collection to collec- 

ion (or even in the same collection), lines written with different 
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rientations, text recognition in absence of context, reading order, 

nformation extraction, dates written with different formats, abbre- 

iations, hyphenated words in the same cell, stamps, etc., just to 

ame a few. 

Current solutions to tackle table image recognition are mainly 

ased on machine learning techniques. To advance in the process- 

ng of historical tabular images with machine learning methods, it 

s required to prepare databases with their corresponding ground- 

ruth (GT), and this is an expensive and tedious manual work. To 

his end, various databases for printed [1] and handwritten [2] text 

ave been proposed in the past. Some of these databases have 

he corresponding GT, and preliminary experimental results are 

rovided for some of the problems that have been mentioned 

bove [3–5] . An entire pipeline for information extraction in hand- 

ritten tabular images was presented in [6] . They relied on the 

act that the used corpus was very homogeneous and without vari- 

tions in layout, with only one type of table. This made it pos- 

ible to learn a different language model per column, as well as 

o detect an entire line per row and cut it regularly. However, the 

ipeline cannot deal with tables with different layouts. A relevant 

oint related to the databases that have been mentioned above 

s the ground-truth preparation. Specific annotation tools (such as 
under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. Example of ship logs with annotation about the weather conditions. 
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ranskribus 1 [7] and t-truth 

2 ) were used in [1,2] where the anno- 

ation process was manually performed while others used a syn- 

hetic method as [3] . Crowdsourcing techniques [8] have been pro- 

osed in the past but this idea is very limited when the text is 

ifficult to read, and in such case, experts paleographers have to 

arry out this process. Another alternative explored in [9] was to 

lign text and image lines. None of these papers provide informa- 

ion about the decisions taken for annotating the GT except [2] . 

This paper introduces a database for table image recognition 

nd preliminary recognition results for some of the problems that 

e listed previously. The tabular images are accompanied with im- 

ges that have running text that complements and enriches the 

nformation that is written in the tables. It is worth noting that 

he handwritten information in both parts is filled with plenty of 

cronyms and jargon that makes the text recognition step more 

ifficult. 

The HisClima database is a set of table images related to log- 

ooks that have a pre-printed template. They have handwritten 

aily weather conditions for every hour of the day: sea temper- 

ture, atmospheric pressure, wind direction, etc. It is filled with 

bbreviations, numeric information, quotes, and other artifacts dis- 

ributed into cells. Each table page image has associated another 

age image that has a description of the day in plain text. Figure 1

hows an example of the images. 

The whole collection has been used for collecting climate infor- 

ation on a crowdsourcing initiative of the OldWeather project. 3 

illions of entries were collected manually but only specific parts 

ere collected given the effort required to extract all the informa- 

ion. 

A preliminary version of HisClima was introduced in [10] to- 

ether with some experiments on information extraction. Next, 

ine detection experiments were reported in [11] . Finally, new in- 

ormation extraction experiments were reported in [12] . This pre- 

iminary research was important to decide the necessary ground- 

ruth for the tabular documents contained in HisClima. 

This paper extends [10–12] by considering a larger number of 

mages from two ships, Jeannette and Albatross . In [10–12] , only im- 

ges from the Jeannette ship were considered. These images have 

he same template. This paper includes images from the Albatross 

hip, that has seven different tem plates although they are quite 

imilar. Moreover, different writing styles are present in this set 

nd the tables are more densely filled up than the tables of Jean- 

ette . 
1 https://readcoop.eu/transkribus . 
2 http://www.iapr-tc11.org/dataset/TableGT _ UW3 _ UNLV/t-truth.tar.gz . 
3 https://www.oldweather.org/ . 

T
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10 
The rest of the paper is structured as follows: the HisClima 

atabase and the process followed to create it are described in 

ection 2 , the technology used to create the database and to de- 

ne a baseline is presented in Section 3 , the used evaluation met- 

ics are introduced in Section 4 , the obtained baseline results are 

nalyzed in Section 5 , conclusions are drawn in Section 6 , and fi-

ally, some indications to ease the reproducibility of the baseline 

xperiments can be found in Section 7 . 

. The HisClima dataset: Corpus creation 

HisClima is a freely available database 4 composed of printed 

nd handwritten documents related to logbooks of ships with cli- 

ate information from the OldWeather collection, and it was com- 

iled during the HisClima project. 5 

The HisClima database is composed by two types of pages. 

irstly, there are table images containing handwritten daily 

eather conditions for every hour of the day. This information is 

ncluded in a pre-printed template: sea temperature, atmospheric 

ressure, wind direction, etc. It is plenty of abbreviations, numeric 

nformation, quotes, and other artifacts distributed into cells. Sec- 

ndly, each table page image has associated another descriptive 

ext page image, that describes the same day in plain text (see 

ig. 1 ). 

A preliminary version of this database was presented in [10] . 

hat preliminary version was composed by 208 table page images 

f the logbook of a ship called Jeannette . This ship navigated in 

he Arctic ocean between July of 1880 and February of 1881. In the 

ew version presented in this paper, the database has been ex- 

ended with the corresponding 208 descriptive text page images 

f the Jeannette logbook. In addition, in order to introduce vari- 

bility to the database, 6 different table structures, coming from 

ifferent logbooks of a ship called Albatross , have been included. 

or each table structure, 12 pages have been selected from the full 

ollection, making a total of 72 additional table pages. Finally, the 

orresponding 72 descriptive pages associated to these tables have 

een also included to the database. 

The different pages of the database have been manually anno- 

ated with two types of information: first, the layout of every page 

as been marked, including information of blocks, columns, rows 

nd lines; second, all the marked text lines have been transcribed 

y an expert in paleography. 

The annotation process was manually carried out with the 

ranskribus platform [7] , that includes tools to segment images 

nd add the corresponding transcriptions. All the GT has been 
4 https://zenodo.org/record/4106886 . 
5 https://www.prhlt.upv.es/hisclima- dos- siglos- de- datos- climaticos/ . 

https://readcoop.eu/transkribus
http://www.iapr-tc11.org/dataset/TableGT_UW3_UNLV/t-truth.tar.gz
https://www.oldweather.org/
https://zenodo.org/record/4106886
https://www.prhlt.upv.es/hisclima-dos-siglos-de-datos-climaticos/
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Fig. 2. Detailed view of two tables to be transcribed, one for the Jeannette ship (top), and another for the Albatross ship (bottom). 

Table 1 

Basic statistics of the HisClima database. 

Number of: Type of page Total 

Table Descriptive 

Pages 280 280 560 

Lines 60 974 7 560 68 534 

Running words 111 122 57 927 169 049 

R.W. printed 63 754 7 231 70 985 

R.W. handwritten 47 368 50 696 98 064 

Lexicon 2 693 6 469 8 705 

Lexicon printed 292 451 694 

Lexicon handwritten 2 401 6 018 8 011 
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ecorded in PAGE (Page Analysis and Ground-truth Elements) for- 

at [13] . It is a XML-base format that allows recording information 

bout both layout structure and page content. Table 1 shows the 

asics statistics of the database. Note that we have distinguished 

etween printed and handwritten text since this is important for 

valuation purposes. 

The next subsections describe the annotation process in more 

etail. 

.1. Table pages 

Figure 1 shows how these pages are divided into two parts. 

he upper part of every table page contains a table for regis- 
11 
ering the information in the AM period of each day. The bot- 

om part registers the information referred to the PM period of 

ach day. Figure 2 shows a detailed view of a table page from 

he Jeannette ship (top) and a detailed view of a table page 

rom the Albatross ship (bottom). Note that the table headers 

re only included on top of images and might contain vertical 

ext. 

These table images involve some challenges related to layout 

nalysis, text recognition and information extraction. 

One of the main handwritten text recognition difficulties of 

hese pages corresponds to the fact that, in some cells, the infor- 

ation is replaced with quotation marks (’’). This occurs when the 

ata expected in a cell is the same data included in the previous 

lled row of the same column. These quotation marks are respon- 

ible for several difficulties. From the layout analysis point of view, 

hese marks are very short and, therefore, difficult to detect. From 

he information extraction point of view, these marks refer to the 

elevant information in the previous row. Therefore, to extract the 

elevant information, it is necessary to identify both the quotation 

arks and their meaning. 

Other difficulties of these types of pages are: text written be- 

ween cells, cells with the information divided into several lines, 

rossed out column names, numbers written as superscripts, or the 

ame information written in different ways. In addition, the lack 

f context between cells makes more difficult the recognition pro- 
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Fig. 3. Detail of two descriptive text pages, one for the Jeannette ship (top), and 

another for the Albatross ship (bottom). 
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Table 2 

Basic statistics of the partitions for the table pages. 

Number of: Train Validation Test 

Pages 195 22 63 

Lines 43 535 4 828 12 611 

Running words 78 962 8 508 23 652 

R.W. printed 44 842 4 873 14 039 

R.W. handwritten 34 120 3 635 9 613 

Lexicon 2 395 854 1 345 

Lexicon printed 290 280 284 

Lexicon handwritten 2 105 574 1 061 
ess. Note that every cell uses to contain a unique word or num- 

er and this information is not related with the cells of the same 

ow. 

age layout GT 

The first step in the ground-truth (GT) creation process corre- 

ponds with the annotation of the layout information. The position 

f the different regions, columns, rows and lines was marked for 

very page. 

As explained in [10] , given the specific characteristics of these 

ypes of pages, it was not clear if the lines at tables should be an-

otated and extracted at row or cell level. After some preliminary 

xperiments [10] , the best results were obtained labeling the lines 

t the cell level. Therefore, the layout GT included on every page 

as: 

• The bounding box of the different regions: text and table re- 

gions. The number of text and table regions depends on the ta- 

ble structure page. For example, in the table pages of Jeannette , 

there are three text and two table regions. 
• For every text region, the position of the different lines. 
• For every table region: the bounding box of the rows and 

columns, the position of every line in the table with the corre- 

sponding cell information, and, lately, the reading order of the 

lines into every cell. 

ranscription GT 

The different text lines marked in the previous step were tran- 

cribed by an expert in paleography. This transcription contains 

oth the diplomatic transcript and the relevant information. That 

s, for those lines whose content is a quotation mark ( ’’ ), its 

eaning is also included in the transcription between brackets. 

he database contains many numbers with decimals. Therefore, the 

ecimal point was annotated in a different way to distinguish it 

rom the usual point. 

In addition, given that these pages include both printed and 

andwritten text, every word in the transcription was labeled with 

 tag indicating if the word is printed or handwritten. This infor- 

ation is very relevant to evaluate transcription results for both 

ypes of text independently. Basic statistics about the HisClima 

atabase are shown in the Table 1 . 

.2. Descriptive text pages 

These pages are composed of two parts. The upper part con- 

ains information about the commander and the date. It is impor- 

ant to remark that the date is not included in the tabular pages. 

he bottom part provides the description of the corresponding day. 

ig. 3 shows examples of these types of pages. 

As in the table pages, every descriptive page has been labeled 

ith both GT, the layout and its corresponding transcription. 

age layout GT 

For all pages, the text lines coordinates and their corresponding 

eading order was manually annotated by a human expert. 

ranscription GT 

Every page was transcribed line by line by an expert paleog- 

apher. As in the table pages, given that these pages also include 

oth printed and handwritten text, every word in the transcription 

as labeled with the corresponding text type tag. Basic statistics 

bout this part of the database are shown in the Table 1 . 

.3. Partitions 

The full database is composed of 280 table pages and their as- 

ociated 280 descriptive pages. In order to carry out experiments, 
12 
he table pages were divided into three shuffled partitions: one 

or training the statistical models, another for validation, and the 

ast one for testing the trained systems. The associated descriptive 

ages were also divided in the same partitions. In this way, there 

re 195 pages for training, 22 for validation, and 63 for testing. 

ables 2 and 3 show the statistics of the partitions of the table 

nd descriptive pages, respectively. 
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Fig. 4. Diagram of the proposed method of ground-truth creation and information search in digitalised historical documents. The colored cubes and the associated numbers 

indicate the name of the techniques used in each block of the diagram. 

Table 3 

Basic statistics of the partitions for the descriptive pages. 

Number of: Train Validation Test 

Pages 280 280 560 

Lines 5 272 618 1 670 

Running words 40 699 4 430 12 798 

R.W. printed 5 007 597 1 627 

R.W. handwritten 35 692 3 833 11 171 

Lexicon 5 224 1 301 2 325 

Lexicon printed 347 105 112 

Lexicon handwritten 4 877 1 196 2 213 
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. Technologies 

This section describes the different technologies that have been 

mployed for the creation of HisClima ground-truth and the base- 

ine experiments. Figure 4 presents an overall diagram of the pro- 

osed method. 

.1. Document layout analysis: Line detection and extraction 

Detecting and extracting the main document components (text 

reas and lines) of page images is a major stage in reading sys- 

ems. Text line segmentation directly influences the accuracy of 

ext recognition systems, whose basic inputs are usually full text 

ine images. 

As already mentioned in Section 2 , the full HisClima collection 

omprises two types of pages: table and descriptive text pages. The 

able pages have a strict layout composed of zones of printed text 

ines and tables with very short lines (the lines must be detected 

t cell level). Therefore, the layout analysis method must be in- 

ariant to these differences and irregularities in script and writing 

tyle. The descriptive pages do not have such a regular structure, 

ut many challenges appear for text line segmentation in this type 
13 
f pages. For example, the variability in the skew angle between 

ifferent text lines including the converse skew angles case in the 

ame text line, the presence of overlapping words, and the adja- 

ent text lines touching makes text line segmentation a difficult 

roblem. 

In this paper, we used the document layout analysis tool called 

2PaLA [14] for text line detection and segmentation of the two 

ypes of page images that compose the database. This tool is 

ble to detect the page lines by means of an artificial neural 

etwork and a basic baseline detector [15] . P2PaLA generates a 

AGE [13] file with the detected lines information. It follows the 

opularized approach in recent years based on U-Net like neural 

etworks, where all the main document components (text areas, 

ecords and text lines) are detected simultaneously [15–17] . In this 

pproach, page segmentation is considered a pixel labeling prob- 

em, i.e., each pixel must be classified as one of the predefined 

lasses. P2PaLA finally applies a connected component procedure 

n order to detect the text lines from the pixel map probabilities. 

Once the text lines are detected, the extraction of them has 

een carried out using the method available in [18] , that extracts 

ines from an image based on the indications of a PAGE [13] file, 

orrecting the curvature of lines by straighting the lines based on 

he baseline segments. 

.2. Text recognition 

Text recognition in historical documents is usually performed 

n the obtained text lines images without any prior segmentation 

nto word neither characters [19,20] . 

The state-of-the-art in text recognition technology is based on 

eural network models. Generally, the systems are composed by a 

tack of several convolutional layers followed by several recurrent 

ayers with Bidirectional Long Short Term Memory neurons units 

BLSTM) [19,21–23] . Finally, an estimate of the probabilities of each 
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Table 4 

Test-set results for document layout analysis experi- 

ments. 

Measure Table images Descriptive images 

Precision 0.89 0.90 

Recall 0.87 0.95 

F1 0.88 0.92 

Table 5 

Test set results (in %) for text recognition experiments. All 95% confidence 

intervals are smaller than ±1 . 0% , or within ±0 . 35% for the smaller (CER) 

values. 

Text 

type 

Overall Printed Handwritten 

CER WER Tag ER CER WER CER WER 

Tables 3.6 7.6 1.9 1.5 6.7 11.1 14.3 

Descriptive 11.3 30.5 9.6 8.5 17.5 12.2 32.4 

R

t

5

n

w

m

t

d

a

A

r

5

l

w

b

i

p

o

p

m  

c

h

I  

p

h

s

T

p

o

i

u

b

5

t

and handwritten characters were modeled without distinction. It 

6 https://github.com/PRHLT/hisclima _ baseline . 
haracter in the training alphabet is computed by a softmax out- 

ut layer. All these architectures are generally called Convolutional- 

ecurrent Neural Networks (CRNN) [24] . 

In this paper, the text recognition Laia Toolkit [25] has been 

sed for training and decoding with CRNN models. These models 

re used for the optical modeling of the characters with the fol- 

owing details: four convolutional layers with filters composed of 

ifferent (16, 32, 48 and 64) maps of characteristics with kernels of 

 × 3 pixels and LeakyReLU as activation function, and four recur- 

ent layers composed of 256 bidirectional long-short term memory 

nits. 

Most specifically, in order to minimize the so called Connec- 

ionist Temporal Classification (CTC) cost function [26] , the RMSProp 

ethod [27] on mini-batches of size 10 is used to train the CRNN. 

n addition, in order to reduce the training over-fitting problem, 

 0.2 dropout rate is used [28] on the convolutional layers, and 

.0 0 03 as learning rate. Finally, it is interesting to note, that the 

alidation set has been used to configure all the hyperparameters 

nd to stop the training process. 

The output of the trained CRNN for every text line image is a 

equence of character posterior probability vectors. Although CRNN 

re able to capture lexical and linguistic context, classical language 

odels (LM) can improve the results provided by the CRNNs. Char- 

cter N-grams are the most traditional approach for this purpose. 

The N-gram explicitly models contextual regularities and can 

e applied to the CRNN output in different ways [22] . In this pa-

er we represent N-grams as a stochastic finite-state transducer, 

here the edge probabilities are computed by combining the es- 

imated N-gram probabilities with the CRNN output [22] . Finally, 

he Viterbi decoding algorithm is used to obtain the optimal tran- 

cription hypothesis. LM were estimated as 10-gram of characters 

irectly from the line transcripts included in the training and val- 

dation partitions using the SRILM toolkit [29] . Character graphs 

ere computed with Kaldi [30] . These character graphs were later 

ransformed into word graphs, as described in [25] . 

.3. Probabilistic indexing 

Basic Probabilistic Indexing (PrIx) ideas and developments have 

een presented in previous papers, such as [31–35] , and more 

omprehensively in [36,37] . 

The idea behind this technology consists in detecting and stor- 

ng any element in an image which is likely enough to be in- 

erpreted as a “word”, along with its relevance probability (RP) 

nd location in the image. These text elements are referred to as 

pseudo-word spots”. As explained in [37] , the image-region word 

P is denoted as P (R = 1 | X = x, V = v ) , or abbreviated as P (R |
, v ) , where v is a (pseudo-)word, and x is an image region (e.g. a

ine region). Even though RPs are computed without taking into ac- 

ount where v may appear in x , the precise position(s) of v within

 is (are) easily obtained as a by-product. 

As discussed in [36] and [37] , P (R | x, v ) can be computed using

he same optical and language models as in a segmentation-free 

andwritten text recognition system. So the RP can be computed 

sing state-of-the-art optical and language models and processing 

teps similar to those employed in text recognition (c.f. Sec 3.2 ), 

ven though no actual text transcripts are explicitly produced. 

. Evaluation metrics 

The quality of the obtained results was assessed by using the 

ollowing measures: Precision, Recall and F1 for document layout 

nalysis; character (CER) and word (WER) error rates, and Tag error 

ate (for the type of text, printed or handwritten) for text recog- 

ition; mean average precision (mAP), average precision (AP) and 
14 
-precision (RP) for probabilistic indexing. More information on 

hese quality measures can be found in [15,25,34] . 

. Experimental baseline 

Baseline experiments were performed for the three main tech- 

ologies described in Section 3 . For these experiments, the text 

as processed to work only with capital letters, the punctuation 

arks were separated from the words and the nomenclatures of 

he winds and cloud formations were normalized to facilitate in- 

exing. For instance, NWxN and NWXN were normalized to NWBN , 

nd CIRCUM, SIR.CUM, CIR,CUM, CIR.CIM and CIR.SUM to CIR.CUM . 

dditional experimental details can be found in the dedicated 

epository 6 . 

.1. Document layout analysis results 

Table 4 presents the obtained baseline test results for document 

ayout analysis. Evaluation of the baseline detection is measured 

ith Precision, Recall and F1 measures, as explained in [38] . As can 

e observed, recognizing the layout on pages made up of tables 

s a much more complex problem than recognizing the layout on 

ages made up of descriptive text running on lines. Specifically, we 

btained an F1 value of 0.88 and 0.92 for the test partition for the 

ages composed of tables and descriptive text, respectively. 

The obtained results are quite good. However, if we look at the 

ost common errors (see Fig. 5 ), we find that in the set of pages

omposed of tables, the most common errors are found in the 

eaders, at the end of some long lines and in some row numbers. 

t is important to remark that, as explained in Section 2 , the cor-

us includes seven different table structures, and every table type 

as its own header structure. In addition, for every different table 

tructure from the Albatross logbooks only 12 pages are available. 

herefore, we think that more training would be necessary to im- 

rove the results in the headers. It is specially relevant in the case 

f vertical lines, given that there are very few vertical lines in each 

mage. On the other hand, the most common errors on pages made 

p of descriptive text are broken lines and false positives due to 

leed-through and grids. 

.2. Text recognition results 

Table 5 summarizes the overall test results for text recogni- 

ion. It is important to remark that, for optical modeling, printed 

https://github.com/PRHLT/hisclima_baseline
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Fig. 5. Most common document layout analysis errors. Ground-truth on top or left and the obtained layout on bottom or right, except for (d). 

Table 6 

Sizes of the test query sets selected. 

Measure Table Descriptive 

Keywords 1 181 1 703 

Total events 23 865 20 880 

Relevant events 22 409 11 861 
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Table 7 

Test-set results for probabilistic in- 

dexing experiments. 

Measure Table Descriptive 

mAP 0.55 0.53 

AP 0.85 0.69 

RP 0.90 0.73 
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an be seen that, in general, better results have been obtained on 

ages made up of tables compared to those made up of descrip- 

ive text. These differences may be due to the vocabulary size (see 

able 1 ) and to the balance between the two types of text, printed

nd handwritten. This fact also explains the higher Tag ER on the 

escriptive pages. 

Given that the HisClima database comprises printed and hand- 

ritten text, it is interesting to analyze the behavior of text recog- 

ition for each type of text. On the one hand, we have the pages

ade up of tables in which the two types of text are moderately 

alanced and where the lines are short. On the other hand, we 

ave those composed of handwritten descriptive text in long lines 

nd with little printed text. 

In Table 5 it can be also observed that handwritten text recog- 

ition is a more difficult task than the recognition of printed text. 

oreover, for handwritten text, although similar CER results were 

btained for both types of pages, the WER is considerably worse 

or descriptive pages. 

In addition, looking at the overall results ( Table 5 ) again, the 

nfluence of printed text on the overall results can be noticed. 

We believe that better results could be obtained in the hand- 

ritten text of the tables if more advanced LM were used, for ex- 

mple, based on conditional random fields, that are able to take 

nto account not only horizontal relationships but vertical relation- 

hips. Note that the wind direction in a given hour uses not to be

ery different from the wind direction in previous hour, and this 

nformation is in the previous row. 

.3. Probabilistic indexing results 

Table 6 presents the Probabilistic Indexing (PrIx) experiment 

etup. It shows the number of keywords, the total number of 
15 
vents, that is, the number of pairs composed of a page image and 

 keyword, and the number of relevant events (the keyword is ac- 

ually written in the image). 

The adopted criterion for selecting keywords for each type of 

age is to take all the words that appear in their corresponding 

est partitions. Given the text preprocessing, the number of key- 

ords is reduced compared to the original corpus lexicon (see 

ables 2 and 3 ). 

The obtained test results for the PrIx baseline experiment are 

ummarized in Table 7 . Although mAP is practically the same for 

oth types of pages, AP and RP are better in the pages composed 

f tables, partly because they have a smaller vocabulary and better 

esults in text recognition. 

. Conclusions and future work 

This paper introduces a new database called HisClima, which 

s composed of historical document images formed by tables and 

unning text. The process followed to create it is explained with 

he aim of helping researchers who need to create new databases. 

This database can be used to research and improve state-of- 

he-art in technologies related to historical documentation, such as, 

ocument layout analysis, text recognition and probabilistic index- 

ng. For these technologies, some results that can be considered as 

 baseline were obtained. Although these results are good, there is 

till room for improvement. 

In addition to the database, the scripts used during the base- 

ine experimentation are freely available to facilitate replication by 

ther researchers. 
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As future work, this database could also be used to research 

bout other related technologies not covered in this paper, such as 

nformation extraction. 

. Reproducibility 

To ease the reproduction of the baseline experiments carried 

ut in this paper, the dataset is freely available on Zenodo [39] , 

nd the used scripts in the following repository: https://github. 

om/PRHLT/hisclima _ baseline . 
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