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Abstract. Computer-aided diagnosis based on intelligent systems is
an effective strategy to improve the efficiency of healthcare systems
while reducing their costs. In this work, the epilepsy detection task is
approached in two different ways, recurrent and convolutional neural
networks, within a patient-specific scheme. Additionally, a detector func-
tion and its effects on seizure detection performance are presented. Our
results suggest that it is possible to detect seizures from scalp EEGs with
acceptable results for some patients, and that the DeepHealth framework
is a proper deep learning software for medical research.
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1 Introduction

The progress in technology and medicine has been improving humanity’s quality
of life over history. The 21st century is currently living a technological revolution,
where Artificial Intelligence seems to be one of the most critical technologies for
the future. This discipline is developing in giant steps, and the possibility of using
AT techniques to help individuals in healthcare has motivated many researchers
to develop systems that could improve the quality of life of many people. This
work is focused on the Automatic Detection of Epileptic Seizures from scalp
Electroencephalograms (EEG) and presents two deep learning based solutions
to approach the problem.

Epilepsy is a chronic non-communicable disease of the brain that affects
around 50 million people worldwide. According to the World Health Organi-
zation, this disease is characterised by recurrent seizures, which are episodes
of involuntary movement that involve parts of the body or even the entire
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body. Early detection and immediate warning of these seizures could signifi-
cantly improve the quality of life of these people. Additionally, detecting these
seizures with high reliability could help better understand this disease as well
as open the door to improve existing treatments or computer-aided diagnosis to
help neurologists.

The most common way of detecting seizures is through the analysis of the
scalp Electroencephalogram (EEG), which is a non-invasive recording of the
electrical activity of the brain. The main difficulty in this use case lies in the
significant variability between different patients and also among the brain states
of the same patient. In the EEG signals, it is possible to find different patterns
corresponding to seizure periods of the same patient. Additionally, since seizures
are rare events, algorithm designers must create solutions that work with lim-
ited seizure data. Nonetheless, with more research and advanced neural models,
we are convinced that seizures could be detected automatically by intelligent
systems with the required quality.

The main contributions of this work are the following:

— A recurrent approach to solve the seizure detection problem with raw EEG
signals.

— A convolutional approach to solve the seizure detection problem with raw
EEG signals.

This paper is organized as follows: Sect. 2 analyses state of the art for Epilep-
tic Seizure Detection from EEG signals. Section 3 gives an introduction to the
DeepHealth framework and its features. Section4 describes all the parts of our
experimentation setup. Section5 shows the experiments carried out and their
results. Section 6 presents our conclusions. Finally, Sect.7 concludes the paper
by giving our future research lines.

2 Related Work

Epilepsy detection using EEG signals has been approached with many differ-
ent solutions, which generally rely on a first process of feature extraction and
selection, and a machine learning classifier afterwards. Most of the approaches
achieve high scores on detecting seizures, in terms of sensitivity and specificity.
One of the first solutions that were successful was a self-organized map (SOM)
neural network to detect seizures in a 24 long-term EEG recordings. This was
presented in [4] in 1996 by Gabor et al., and they demonstrated the possibility of
automatic seizure detection. In [6], discrete wavelet transform (DWT) was used
in order to extract features from the EEG signals, and the method achieved a
76.0% of sensitivity on detecting seizures.

In [8], a novel algorithm for feature extraction called MinMaxHist is pre-
sented, with the purpose of describing the waveform characteristics of the spikes
and sharp waves of the EEG signals in order to classify the events by using
these kinds of features. The solution achieved 86.27% of accuracy in a patient-
independent classifier. In [7], there was designed a feature vector with spectral
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features using filter banks to measure the energy falling within the passband of
each filter. They classified the feature vectors into ictal or interictal using a SVM
and generated non-linear boundaries with a RBF kernel. Overall, 96% of the 173
test seizures were detected with an average detection latency of 4.6s. Finally, in
[3] they trained a CNN with raw signals in order to get the probability of each
time window of being ictal. Afterwards, they proposed an onset-offset detector
for determining the seizure onsets and offsets. The model correctly detected 90%
of the seizures of the CHB-MIT Database. In [1], a deep convolutional autoen-
coder with a Bi-LSTM classifier achieved a 98.86% of accuracy in the CHB-MIT
dataset, trained with raw signal. Additionally, an undersampling technique is
applied to the Interictal class samples, in order to balance the data before feed-
ing the network.

Regarding preprocessing techniques, in most of the works the signal is pro-
cessed before using it. The common way is to extract spatial and spectral features
in order to create a feature vector that is classified by a machine learning based
system. In this work, the aim is to show different perspectives of approaching
the task without applying any preprocessing to the data.

3 The DeepHealth Framework

The DeepHealth Framework is a flexible and scalable framework for running on
HPC and Big Data environments based on two core technology libraries devel-
oped within the DeepHealth project: the European Distributed Deep Learning
Library (EDDL) and the European Computer Vision Library (ECVL). These
libraries will take full advantage of the current and coming development of HPC
systems, and will provide a transparent use of heterogeneous hardware accelera-
tors to optimise the training of predictive models, while considering performance
and accuracy trade-offs.

Both libraries are being integrated into seven software platforms with the
DeepHealth project. In a similar way, other commercial or research software
platforms will have the possibility of integrating the two libraries, given that
both are delivered as free and open-source software. Additionally, European
large industry companies and SMEs will have the chance of using the Deep-
Health Framework for training predictive models on Hybrid HPC + Big Data
architectures and export the trained networks using the standard ONNX format
[2], so, if their software applications already integrated another DL library able
to read the ONNX format, all work is done.

The software used in this work involves the EDDL library, used to build and
train the deep learning models, pyedflib to read EDF signals, and scikit-learn for
some metrics calculation. The code is available in GitHub https://github.com/
deephealthproject/UC13_pipeline.
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4 Experimental Setup

4.1 Dataset

In the involved task of this work, the dataset used was the CHB-MIT Scalp
EEG database, available on PhysioNet [5]. This dataset is composed of 24 ses-
sions of scalp Electroencephalogram recordings from 23 pediatric subjects from
the Children’s Hospital of Boston. Each patient contains between 9 and 42 con-
tinuous signal files of one hour long in most of the cases. The recordings are in
EDF (European Data Format), and the sampling rate 256 Hz. The signals are
composed of many channels, each one related to a pair of electrodes located on
the scalp, according to the international 10-20 system standard. For this task,
a total of 23 channels were used, which are the ones that repeat the most in
the dataset, ignoring some extra channels in some cases and files with fewer
channels. Each patient has a summary file that contains some annotations, such
as the starting and ending times of the seizures. These annotations were used
to label the signals into interictal and ictal segments, preparing the data for a
binary classification task. An example of an EEG from subject chb01 can be
seen in Fig. 1.

The recordings of each subject were divided in three subsets, using a 65% of
the recordings for training, a 15% for validation and the 20% left for testing. As
seizures usually last a few seconds, the class distribution is highly unbalanced,
with more than 900 h of interictal periods and just 3h of ictal periods in the
whole dataset.
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Fig. 1. This is a 10s extract of an EEG recording from patient chb01. Snapshot taken
from the LightWave visualizer of Physionet [5].

4.2 Training Details

Our solution for the epilepsy detection task involves a classifier based on neural
networks and a post inference process that will act as a seizure detector. For
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each one of the patients, a classifier will be trained only with data from the
same patient, following a patient-specific approach. The first classification part
will be approached by two different architectures: recurrent neural networks and
convolutional neural networks.

In the recurrent approach, the input of the network are sequences of one-
second-long periods extracted from raw signal. To generate each sequence, a
one-second-long sliding window is shifted through the signal every 500ms. In
such a way that every single sample corresponds to a period of one second of
the signal, which is overlapped at 50% with its surrounding previous and next
samples.

Each time step, the network looks at a sequence of the last 10s of the signal
in order to predict the current state. In this approach, the channels that com-
pose the signal are passed one by one by the same network, and the results are
combined to make the prediction at each step. The model architecture has a
single recurrent layer, followed by a fully-connected part. For the recurrent layer
type, a Long Short-Term Memory (LSTM) and a Gated Recurrent Unit (GRU)
were tested.

Alternatively, the convolutional approach is focused on classifying periods of
10s extracted from the signal, by applying a first convolution along the tem-
poral axis, similar to a Time Delay Neural Network (TDNN), followed by more
convolutions with 3 x 3 kernels to extract features and reduce the dimensional-
ity. The input for this second approach are periods of 10s shifted each 0.25s,
and the signal channels are all processed together at once, giving an input size
of 2560 x 23, corresponding to the time dimension and the 23 channels that
compose the signal. This approach applies Gaussian noise to the input, L2 reg-
ularization and Dropout, with the purpose of reducing overfitting caused by the
class imbalance. In addition, in the training process of both approaches the gen-
erated mini-batches are class-balanced, applying undersampling to the interictal
data and oversampling to the ictal data.

Both approaches perform a Z-score normalization to the data, but the input
for the classifiers is raw signal, without any processing technique applied.

After the classification part, there is a post inference process with a function
acting as a seizure detector. This function is based on a finite-state machine of
two states: interictal and ictal. As the outputs of the network are ones or zeros
(one for Ictal, zero for Interictal), the function analyses the predictions and
makes transitions between the states, so it can raise alarms when a seizure onset
is detected. It has some parameters that can be tuned to perform the detection:
the size of the analysis window; a5, the minimum ratio of positive predictions
needed inside the window to trigger a transition from Interictal to Ictal; g,
the maximum ratio of positive predictions needed inside the window to trigger
a transition from Ictal to Interictal; and the detection threshold, which is the
number of seconds that the model will be allowed to detect each seizure.

4.3 Evaluation Metrics

To evaluate our neural network models, the following metrics were monitored:
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— Accuracy: Proportion of correct predictions among the total number of cases
examined.

— Balanced Accuracy: Arithmetic mean of sensitivity and specificity.

— Fl-score (Macro): Harmonic mean of the precision and recall. Macro indi-
cates the arithmetic mean of all the F1-scores per class.

For the detection of seizure events, the following metrics were evaluated:

o Percentage of correctly detected seizures: Recall associated to the
detection of events.

e Average latency: Average time in seconds that the model needs to detect
the seizures.

e False Alarms per Hour: Number of false alarms raised by a model per
hour.

5 Experimentation

To begin with the experiments, a subset of eight patients was selected in order
to find which one of the approaches performed better, as well as to find the best
training configurations. This was done because of resources and time limits, as
each configuration had to be trained and tested for each patient specifically.
This subset was composed by patients chb01, chb03, chb05, chb08, chb12, chbl4,
chb15 and chb24. After the best model and configuration were selected, it was
tested with all of the subjects. At the end, different configurations for the post
inference function parameters were analysed.

5.1 Results

First of all, both approaches (recurrent and convolutional) were trained and
tested with the above mentioned subset of eight patients using SGD and Adam
as optimizers and different initial learning rates, ranging from le—3 to le—6.
The best results for these neural network classifiers are summarized in Table 1.
As it can be seen, the accuracy of the models is quite high, but it is an overly
optimistic metric because the dataset is unbalanced. Regarding the balanced
accuracy, which is a good metric for unbalanced datasets, the best model is the
recurrent one with the GRU layer trained with Adam, which achieved a 91.24%.
Nevertheless, the convolutional model achieved the highest F1-Score, so it is also
a possible candidate to be selected for testing with all of the patients.

In order to select between recurrent and convolutional models, the post-
inference process was performed and the detection of seizures was evaluated with
the best model of each approach. The results of the post-inference process for
these models are summarized in Table 2. As it can be observed, the convolutional
model detected 80% of the test seizures, with an average latency of 9.3s and 2.76
false alarms per hour. The recurrent model performed worse, especially in the
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Table 1. Summary of the results obtained by the four configurations that best per-
formed with the subset of eight patients. These results are the averaged values for the
eight subjects.

Model | Optimizer Accuracy (%) | Fl-score | Balanced accuracy (%)
GRU | Adam (le—6) | 96.06 0.7215 |91.24
GRU | SGD (le—5) |88.24 0.5457 | 88.70
LSTM | Adam (le—5) | 99.10 0.7806 |76.26
CONV | Adam (le—6) | 98.77 0.8084 |85.31

Table 2. Results after the post-inference process of the test samples with the subset
of eight patients. These results are the averaged values for the eight subjects.

Model | Optimizer Detected seizures (%) | Avg latency (s) | False alarms per hour
GRU Adam (le—6) | 76.67% 6.96 14.32
CONV | Adam (1e—6) | 80.00% 9.30 2.76

number of false alarms per hour, with an average of 14.32. The average latency
for detection was lower on this model, but there were many more false alarms.

After these first experiments with a subset of patients, the convolutional
model was selected to be tested on the whole dataset. Table 3 shows the results
achieved by the convolutional model for all the patients of the dataset after the
post-inference process. In general, the model detected 56.67% of the seizures,
with an average latency of 9.51s and 2.15 false alarms on average. As it can be
seen in Table 3, most of the patients only have one or two seizures in many hours
in the test subset, so the percentage of detected seizures is very sensitive, with
extreme observable values of 0% and 100%, which makes the average not very
meaningful, even though it is weighted to the number of seizures of each patient.

There are 9 patients for whom the model could not detect any seizure in the
test subset and 10 patients with a 100% of detected seizures. If we look at the
15 patients for whom the model could detect at least one seizure, the average
rate of detected seizures is 85.93%, the average latency is 9.51 s and the average
rate of false alarms per hour 2.31. Moreover, there are remarkable results for
patients chb02, chb05, chb09 and chb10, with a 100% of detected seizures and
no false alarms. Finally, the best results in terms of accurate and fast detection
were obtained with patients chb03 and chb10: with 3.12s of latency and 0.22
false alarms per hour in the case of patient chb03, and with 4.88 s of latency and
no false alarms in the case of patient chb10. All the seizures of these two patients
in the test subset were detected (2 seizures each).
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Table 3. Results after the post-inference process with the selected model for all the
subjects of the dataset.

Patient | No. Detected | Average False Tested
id seizures |seizures |latency (s) |alarms hours
per hour

chb01 2 100.00% |8.38 0.62 9.62
chb02 1 100.00% |6.25 0.00 8.98
chb03 2 100.00% |3.12 0.22 8.98
chb04 2 0.00% 6.86 35.16
chb05 1 100.00% | 7.00 0.00 7.98
chb06 2 0.00% 3.46 15.03
chb07 1 0.00% 0.05 19.34
chb08 1 100.00% |17.00 1.40 4.99
chb09 1 100.00% |9.50 0.00 13.62
chb10 2 100.00% |4.88 0.00 13.98
chbl11 1 100.00% |5.00 0.91 8.77
chb12 11 81.82% |12.72 3.18 5.98
chb13 4 50.00% 11.75 1.00 2.99
chb1 2 50.00% 9.75 9.45 6.98
chb15 7 57.14% |7.06 2.78 8.98
chb16 4 0.00% 0.00 4.99
chb17 1 0.00% 1.80 4.99
chb18 2 100.00% |11.12 4.57 8.98
chb19 1 0.00% 0.25 7.90
chb20 2 50.00% 14.00 3.84 7.54
chb21 1 0.00% 6.77 7.98
chb22 1 0.00% 0.29 6.98
chb23 4 0.00% 0.00 12.88
chb24 4 100.00% |6.31 0.32 6.28
Average 56.67% |9.51 2.15 10.00

Finally, after selecting the best model and testing it with all of the patients,
an extra experiment was done in order to analyse the performance of the post-
inference process function, by varying some of its parameters.

First, the length of the analysis window used in the post-inference function
was in the range of 10 to 80 predictions. This length indicates how many predic-
tions from the past the function has to use for predicting the current state. As in
the case of the convolutional approach, predictions are performed every 0.25s,
so a window length of 80 will analyze the last 20s to decide on changing of state
(from interictal to ictal or vice-versa). The hyper-parameters apos and au,eq were
set to 0.4, the same values used in all of the previous experiments. The results
of this experiment can be observed in Fig. 2. It can be noticed that as the anal-
ysis window gets longer, the latency increases and the number of false alarms
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is reduced. This is because the model can observe more predictions in order to
predict if there is a seizure, so it is more confident on the predictions, but also
slower because the latency is affected. The percentage of detected seizures is not
much affected by these changes.
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The second experiment was devoted to see the effect of the hyper-parameters
Qpos and au,eq on the performance. The following configurations were tested:

Configuration A: «apos =

Configuration B:

Qpos =

Configuration C: ay0s =

Configuration D: «apos =

Qneg = 0.2
Qneg = 0.4
Qnpeg = 0.8
0.8, apeg = 0.2

Figure3 shows the results for configurations A, B, C and D with a fixed
window length of 20 predictions.
It can be observed that the configurations can vary the performance in terms
of latency and false alarms. As higher are the values of ayos and apeq, the
function needs more positive predictions inside the analysis window in order to
raise an alarm, therefore the alarms are more delayed and the false alarms are
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Opos and apeg in the post-inference function.
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reduced, because the model is more confident. Regarding the detection rate, it
does not seem to be affected by these variations either.

6 Conclusions

This work was focused on Epileptic Seizure Detection and presented two
approaches, one based on recurrent neural networks and the other based on
convolutional neural networks. In both approaches raw data was used as input.
Despite recurrent neural networks are designed to learn dependencies inherent
to sequential data, the convolutional approach presented in this work achieved
better results.

The task addressed in this work is challenging mainly for two reasons: (i) A
strong imbalance of samples of each class in the dataset. The target class (ictal)
has much fewer samples than the other class (inter-ictal). (ii) The high variability
between patients. In fact, the results obtained and presented in previous sections
are not consistent for all the patients; the models worked well for some patients
but were not enough good for others.

A post-inference process was used in both approaches with a function acting
as a seizure detector. The experimentation results show that it is possible to
reach a trade-off between fast detection and a low number of false alarms by
adjusting the parameters of the post-inference function.

Finally, the obtained results show that it is possible to achieve a good enough
performance to detect seizures in the case of some patients, and suggest that,
with more research and more data, the epilepsy detection task could be addressed
with more reliable models; what could improve the quality of life of many peo-
ple affected by Epilepsy. Additionally, the European Deep Learning Distributed
Library (EDDL) showed to be a solid candidate to work with Deep Learning
tasks.

7 Future Work

A patient-specific schema was used in this work. So that the model used for each
patient was trained from scratch using only its data. This strategy led to run
many experiments, and many more are still to be done, either following a patient-
specific schema or a patient-independent schema. Nonetheless, our interests are
in the following line of research:

Test more models and configurations with all the subjects.
Find a solvent feature extraction technique to improve results.
Test our solution with other EEG datasets.

Explore the seizure prediction task.
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