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A B S T R A C T   

The main objective of this study was to develop a new one-parameter explicit formula to estimate wave reflection 
on mound breakwaters under regular and irregular waves in non-overtopping and non-breaking wave conditions. 
The Artificial Neural Network (ANN) methodology was used to rank a list of possible explanatory variables and 
to identify relationships between the key explanatory variables and wave reflection. Data corresponding to 494 
small-scale two-dimensional physical tests from University of Granada (UGR) and Aalborg University (AAU) 
were collected to apply the ANN methodology in developing the new formula. The relative water depth, h/L, 
being h the water depth and L the wavelength, and the seaward slope angle, cot α, were found to be the two main 
explanatory variables for the measured squared wave reflection coefficient, K2

R. An exponential relationship 
between K2

R and (h/L) /tan α with only one fitting identified parameter was sufficient to explain 88% of the 
variance for observed K2

R corresponding to 265 tests using regular waves from the UGR laboratory. A relationship 
between regular and irregular wave parameters using ANN modelling and the results of 16 tests with irregular 
waves from UGR was also: HI = 1.416 Hrms,I and T = 1.050 T01; being HI and T the incident wave height and wave 
period for regular waves, and Hrms,I and T01 the incident root mean square wave height and spectral mean wave 
period for irregular waves. The new empirical formula depending only on (h/L) /tan α explained 91% of the 
variance for measured K2

R of 213 additional tests with irregular waves from the AAU laboratory. The new formula 
was calibrated and validated using physical models with rock and concrete armor units, several seaward slope 
angles, water depths, and core permeability. The new one-parameter empirical formula showed a better 
agreement than other simple empirical formulas given in the literature and explained more than 65% of the 
variance for K2

R observations from a general database used for comparison.   

1. Introduction 

The main functions of any breakwater are to protect harbors, coastal 
regions or navigation channels from wave action. The mound break
water is the most frequently used breakwater typology in the world due 
to its ability to dissipate the wave energy, its relatively simple design and 
the possibility of being constructed using different rock and large con
crete armor units. Breakwaters must be designed to provide safety and 
service in coastal areas and harbors during a given lifetime. The hy
draulic performance of these maritime structures is calculated consid
ering the dissipated, transmitted and reflected wave energy which may 
significantly affect the waves in the vicinity of the structure. Wave 
reflection from breakwaters may influence beaches and ship navigation 
in harbors due to dangerous and extreme wave conditions, and may 

compromise the structure stability due to the induced scour at the 
structure toe. These problems will become more frequent and will have a 
greater impact in the future given climate change, sea level rise and 
potentially stronger wave storms (Camus et al., 2019). The challenges to 
protect coasts and harbors from the effects of climate change as well as 
the need for a correct estimation of reflected energy from coastal 
structures, means more accurate and easy-to-apply design formulas for 
mound breakwaters are required. 

Several empirical formulas found in the literature to predict wave 
reflection characterized by the reflection coefficient, KR (ratio between 
the reflected and incident wave height), are based on the seminal work 
of Battjes (1974), who proposed using the Iribarren number (Iribarren 

and Nogales, 1949), ξ0 = tan α/
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πHm0,I/gT2

p

√
(being Hm0,I the signifi

cant spectral incident wave height and Tp the peak wave period) as the 
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dynamic similarity parameter to analyze wave energy transformation on 
breakwaters and to identify wave breaker types on the slope. Since then, 
most explicit wave reflection formulas are combinations of the Iribarren 
number with calibrated coefficients and dimensionless variables 
selected on empirical grounds (Zanuttigh and Van der Meer, 2008). 
These studies considered an extensive experimental database tested with 
a variety of wave conditions, types of structures, measurement devices 
and techniques which are specific for each laboratory. In some cases, KR 
was measured in research studies focusing on hydraulic stability, wave 
overtopping or wave transmission (Van der Meer, 1988; Lykke Andersen 
and Burcharth, 2004; Pearson et al., 2004). The consequence of this 
variety of methods is a high uncertainty in the results and thus inaccu
rate wave reflection estimations and explicit empirical formulas valid 
only for very limited ranges. 

Over the last two decades, new empirical formulas, complex esti
mators and numerical models have been used to achieve more accurate 
predictions for wave reflection. Besides reflection formulas based on the 
Iribarren number, Benedicto (2004), Clavero et al. (2018) and others 
analyzed the influence of other variables, such as the relative water 
depth, h/L or h/L0, in which h is the water depth, L is the wavelength at 
the toe of the structure calculated with the mean wave period and L0 is 
the deep water wavelength calculated with the peak period. Authors 
such as Vílchez et al. (2016) and Díaz-Carrasco et al. (2021) developed 
more complex explicit empirical formulas with better agreement using 
several fitting parameters. In the numerical field, several studies 
analyzed wave energy transformation on coastal structures by 
depth-integrated models based on Non-Linear Shallow Water Equations 
and Boussinesq equations (Wurjanto and Kobayashi, 1993) or Reynolds 
Averaged Navier Stoke equations (Lara et al., 2006); however, these 
numerical models are computationally time-consuming and may over
estimate the wave reflection results on coastal structures (Zanuttigh 
et al., 2009). Wave reflection is also estimated using Artificial Neural 
Network (ANN) models, which are complex multi-parametric formulas 
that offer greater accuracy and low computational cost. The use of ANN 
makes possible to include many input variables and to establish re
lationships between them and between the output variable from com
plex fitting formulas with weight-weighted of the input variables. The 
correlations made by ANN between the main input and output variables 
are not intuitive, have many fitting parameters and are difficult to obtain 
and represent without using the ANN model as a toolbox itself. These 
alternatives models, such as ANN models, significantly improve the 
predictions for reflected wave energy on breakwaters, but they provide 
formulas which are extremely complex and require many fitting 
parameters. 

In order to find an easy-to-apply method to estimate wave reflection 
on conventional mound breakwaters, this study develops a new simple 
explicit formula with only one fitting parameter and one explanatory 
variable valid for non-overtopping and non-breaking wave conditions. 
For that, the ANN benefits of weighting and correlation between input 
and output variables are used as a method to (1) select the main 
explanatory variables influencing wave reflection and (2) to obtain a 
simple and explicit relationship between these variables and reflected 
wave energy by ANN estimations. The new formula is proposed for 
regular and irregular waves as relationships of the wave height and 
wave period between regular and irregular waves were obtained. Re
sults from 265 regular and 16 irregular tests conducted at the University 
of Granada (UGR), detailed by Díaz-Carrasco (2019), and Díaz-Carrasco 
et al. (2020), were used to calibrate the new formula. The results from 
213 irregular tests carried out at Aalborg University (AAU), detailed by 
Eldrup et al. (2019), Eldrup and Lykke Andersen (2019a), and Día
z-Carrasco et al. (2021), were used to validate the new formula. Using 
the database of Zanuttigh et al. (2013), the new empirical formula was 
compared to other explicit simple formulas given in the literature. 

This paper is structured as follows. Section 2 includes a review of the 
literature on wave reflection and empirical formulas used to estimate the 
wave reflection coefficient on mound breakwaters. Section 3 describes a 

list of possible explanatory variables for reflected wave energy on 
mound breakwaters based on variables found in the literature and the 
dimensional analysis detailed in Díaz-Carrasco et al. (2020). Section 4 
describes the experimental data collected at UGR and AAU used to 
calibrate and to validate the new formula. In Section 5, an Artificial 
Neural Network (ANN) technique is used to select the key explanatory 
variables and to develop explicit estimators for wave reflection. The new 
wave reflection formula for mound breakwaters is described in Section 
6, and it is compared with other simple empirical formulas given in the 
literature. Finally, Section 7 presents the conclusions derived from this 
study. 

2. Literature review on wave reflection on mound breakwaters 

Several prediction formulas can be found in the literature to estimate 
wave reflection on mound breakwaters, from simple explicit formulas to 
complex multi-parametric formulas based on ANN models. This section 
describes a selection of the formulas to predict wave reflection on 
mound breakwaters, with special attention being given to the applica
tion range of such formulas and their complexity (number of explana
tory variables and fitting parameters). Fig. 1 provides a scheme of the 
cross-section of a mound breakwater with the main structural and wave 
parameters involved in wave reflection formulas used throughout this 
study. Table 1 offers a brief description of these formulas including the 
main explanatory variables, the number of fitting parameters, the armor 
type and core, the seaward slope angle and the tested wave conditions. 

For rubble mound breakwaters, Numata (1976) first developed a 
3-parameter empirical formula to estimate wave reflection for perme
able breakwaters that depends on the relative breakwater width, Bs/h, Bs 
being the breakwater width at still water level, and the relative water 
depth, h/L01 (Eq. 1). Losada and Giménez-Curto (1981) proposed an 
exponential model for KR from tests with regular waves based on the 
Iribarren number, defined here as, ξ = tan α/

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πHI/gT2

√
, in which HI 

and T represent the incident wave height and wave period for regular 
waves, respectively; this formula has 2 parameters that depend on the 
armor unit type (Eq. 2). Seelig and Ahrens (1981) calibrated their for

mula based on the Iribarren number, KR = f (ξ0 = tan α /
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πHm0,I/gT2

p

√
), 

being Hm0,I the significant spectral incident wave height and Tp the peak 
wave period, from smooth slopes to rough slopes and re-fitted the 2 
parameters as a function of the armor layer composition (Eq. 3). Postma 
(1989) developed a formula to consider the effect of the core perme
ability in the estimation of KR = f (ξ0) with 2 parameters (Eq. 4). In this 
line, Van der Meer (1992) improved the formula given by Postma (1989) 
with more accurate calculations and introduced the notational perme
ability factor, P, to consider the armor/core composition and number of 
layers; this is a 4-parameter formula (Eq. 5). Davidson et al. (1996) 
collected full-scale measurements from rock island breakwaters and 
developed a prediction scheme to estimate wave reflected energy. This 
estimation weighs the contributions of deep water wavelength, L0, sig
nificant spectral incident wave height, Hm0,I, water depth, h, seaward 
slope angle, α, and the nominal diameter of the main armor layer, Dn50,a 
(Eq. 6). Finally, to improve the wave reflection predictions based on the 
Iribarren number, Zanuttigh and Van der Meer (2008) noted that the 
spectral energy wave period, T− 1,0, is useful to represent bi-modal 
spectra or flat spectra for shallow water. These authors refitted the 
2-parameter formula given by Seelig and Ahrens (1981), as a function of 
the slope type and the armor units, using T− 1,0 in the expression of the 

Iribarren number as ξ− 1,0 = tan α/
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2πHm0,I/gT2
− 1,0

√

. They also devel
oped a new improved formula for KR based on the spectral Iribarren 
number, ξ− 1,0, with 2 parameters that depend on the slope composition 
of the breakwater (Eq. 7) and can be extended to structures with berms 
or subjected to oblique waves (Zanuttigh and Lykke Andersen, 2010). 

Over the last two decades, several studies have questioned the rele
vance of the Iribarren number to explain KR and focused on developing 
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new explicit formulas based on parameters other than the Iribarren 
number. First, Muttray et al. (2006) proposed an empirical formula with 
2 parameters that relates the wave reflection coefficient for concrete 
unit armored mound breakwaters (cot α= 1.5) with only one 

explanatory variable, h/L0, the relative water depth (Eq. 8). Later, Cal
abrese et al. (2010) developed a more complex formula with 8 param
eters for wave reflection on a breakwater with concrete armor units. The 
main variables for their formula are the relative water depth, h/L0, the 

Fig. 1. Cross-section of a mound breakwater with the main structural and wave parameters used in this study.  

Table 1 
Prediction formulas found in the literature to estimate wave reflection on mound breakwaters.  

Reference Eq. Explanatory variables #

Param. 
Armor + core 
permeability 

Slope 
angle 
(cot α)

Wave conditions  

K2
R = a(Bs/h)b(h/L01)+cNumata (1976) 

(1) Bs/h/L01 3 Rock + permeable [1, 1.3] Irregular 

Losada and Giménez-Curto (1981)KR = a(1 − ebξ)
(2) ξ = tan α/

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πHI/gT2

√ 2 Dolos + permeable 
Rock + permeabl 

[1.5, 3] Regular 

Seelig and Ahrens (1981) 

KR =
aξ2

0

b + ξ2
0 

(3) ξ0 = tan α/
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2πHm0,I/gT2
p

√ 2 Rock + impermeable 
Rock + permeable 
Concrete + permeable 

[1.5, 4] Regular and 
irregular 

Postma (1989) 

KR = 0.14⋅ξ0.73
0 

(4) ξ0 = tan α/
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2πHm0,I/gT2

p

√ 2 Rock + impermeable 
Rock + permeable 

[1.5, 6] Irregular 

Van der Meer (1992) 

KR = 0.071P− 0.082tan α0.62
(Hm0,I

L0

)− 0.46 

(5) tan α 
P 
Hm0,I/L0 

4 Rock + permeable [1.5, 3] Irregular 

Davidson et al. (1996) 

KR =
0.10h0.06L0

0.36

H0.12
m0,Icot α0.15 

(6) - h 
- L0 

- Hm0,I 

- cot α 

5 Rock + permeable [0.82, 
1.55] 

Irregular 

Zanuttigh and Van der Meer (2008) 

KR = tanh(aξb
− 1,0)

(7) ξ− 1,0 =

tan α/
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

2πHm0,I/gT2
− 1,0

√
2 Concrete + permeable 

Rock + permeable 
Rock + impermeable 

[1.5, 4] Regular and 
irregular 

Muttray et al. (2006) 

KR =
1

1.3 + 3⋅(2πh/L0)

(8) h/L0 2 Accropode™ + permeable 1.5 Regular and 
irregular 

Calabrese et al. (2010) 
KR = f(tan α,h /L0,Hm0,I /L0,P)

(9) tan α 
h/L0 

P: permeability factor 
Hm0,I/L0 

8 Ecopode™+permeable [1.33, 
1.5] 

Irregular 

Medina and Gómez-Martín (2016) 

KR =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
20⋅(2πh/L0 − 0.5)

√

(10) h/L0 2 Cubipod® + permeable 1.5 Irregular 

Zanuttigh et al. (2013)ANN multi-parametric formula  
13 variables (inputs) 601 Rock + permeable 

Rock + impermeable 
Concrete + permeable 

[0–7] Irregular 

Vílchez et al. (2016) 

KR = (KR1 − KR0)
[
1 +

(Aeq/L2

a

)γ]− 1
+ KR0; 

KR1 and KR0 the upper and lower asymptotes, 
respectively 

(11) Aeq/L01
2 4 Rock + permeable 

Cube + permeable 
1.5 Irregular 

Díaz-Carrasco et al. (2021) 

KR = (KR1 − KR0)
[
1 +

(h/L− 1,0

a

)γ]− 1
+ KR0; 

KR1 and KR0 the upper and lower asymptotes, 
respectively 

(12) h/L-1,0 4 Rock + permeable 
Cube + permeable 

[1.5, 3] Irregular 

This study 

K2
R = exp

[
− 8

(h/L01

tan α

)]
(19) h/L01

tan α  
1 Rock + permeable 

Cube + permeable 
[1.5, 3] Regular and 

irregular  
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seaward slope angle, α, the incident wave steepness, Hm0,I/L0, and the 
notional permeability factor, P (Eq. 9). Lastly, Medina and 
Gómez-Martín (2016) proposed a wave reflection formula for single- 
and double-layer Cubipods® armors on a slope cot α = 1.5 with one 
explanatory variable, h/L0, and 2 parameters (Eq. 10). 

The multiparametric Artificial Neural Network (ANN) model devel
oped by Zanuttigh et al. (2013) provides estimations for wave reflection 
coefficients from a wide range of coastal and harbor structures, from 
rock permeable straight slopes to seawalls and including oblique wave 
attack conditions. This ANN model is usually more accurate than simple 
explicit empirical formulas, but it calculates complex multi-parametric 
formulas with a large number of explanatory variables, parameters 
and complex functional relationships. Vílchez et al. (2016) defined the 
scattering parameter, Aeq/ L2

01, being Aeq ≈ Bs • h, the core area under 
the still water level, and fitted a sigmoidal function with Aeq/ L2

01 to the 
laboratory data of wave energy transformation on various breakwater 
typologies (Eq. 11). Díaz-Carrasco et al. (2020) analyzed the wave en
ergy transformation processes in the laboratory by applying a dimen
sional analysis, and they defined a new similarity parameter χ =

(h /L01)(Hm0,I /L01), which identifies the regions of wave energy trans
formation (reflected, dissipated and transition). Díaz-Carrasco et al. 
(2021) proposed an explicit formula with sigmoidal functions and only 
one explanatory variable, h/L-1,0, being L-1,0 the wavelength calculated 
with the spectral energy period, T-1,0, but the sigmoidal functions 
require 4 parameters for each tested slope angle to achieve satisfactory 
results (Eq. 12). 

Table 1 provides a list of selected formulas found in the literature to 
estimate the wave reflection on mound breakwaters. The structural and 
wave parameters included in Table 1 were defined throughout this 
Section 2. For regular waves, the wave parameters in Table 1 refer to HI 
incident wave height, T wave period, L and L0 wavelength at the toe of 
the structure and deep water wavelength, respectively, both calculated 
with T. For irregular waves, the wave parameters refer to Hm0,I signifi
cant spectral incident wave height; Tp, T01, T-1,0 peak, spectral mean and 
spectral energy wave period; L01 wavelength at the toe of the structure 
calculated with the spectral mean wave period, T01, and L0 deep 
wavelength calculated with the peak wave period, Tp. 

Existing formulas predict wave reflection on mound breakwaters, but 
many of them have been designed based on laboratory tests with specific 
conditions, instruments and techniques of analysis (e.g., the method to 
separate incident and reflected waves) and have significant experi
mental scatter in their results. Some formulas fit most observations very 
well, but these use complex functions and many fitting parameters that 
depend on the composition and the slope angle of the structure. In this 
study, the 2-parameter formulas found in the literature were selected to 
compare with the simpler 1-parameter empirical formula developed in 
this study. 

3. Explanatory variables affecting wave reflection on mound 
breakwaters 

This study considered eleven dimensionless variables as candidate 
explanatory variables that may influence wave reflection on mound 
breakwaters with straight slopes under non-overtopping and non- 
breaking wave conditions (see Fig. 1). In the eleven explanatory vari
ables and hereafter, the wave parameters for incident wave height, wave 
period and wavelength indicated here as H, T and L, respectively, refer 
in this study to HI, T and L at the toe of the structure (calculated with T) 
for regular waves, and Hrms,I root mean square incident wave height, T01 
spectral mean wave period, and L01 wavelength at the toe of the struc
ture (calculated with T01) for irregular waves. The Hrms,I is the wave 
height for irregular waves as it is related with the same energy to the 
wave height of regular waves. 

The explanatory variables are grouped in the following five sets. 

3.1. Wave variables  

• X1 = h/L: relative water depth at the toe of the structure,  
• X2 = H/L: incident wave steepness at the toe of the structure, and  
• X3 = H/h: relative wave height. 

3.2. Core variables  

• X4 = B∗/L: relative characteristic width of the core, in which B* =
GC + 0.5FMT cot α, where Gc is the crest width and FMT is the break
water height (Kortenhaus and Oumeraci, 1998),  

• X5 = Dn50,c/L: relative core diameter, and  
• X6 = Re,c = Dn50,cU/ν: grain Reynolds number, being U ≈ npH/T the 

characteristic seepage velocity in the core with np porosity. 

3.3. Armor layer variables  

• X7 = Dn50,a/L: relative armor diameter, and  
• X8 = Re,Da ≈

̅̅̅̅̅̅̅̅
gHI

√
Dn50,a/ν: armor Reynolds number. 

3.4. .Slope angle  

• X9 = cot α: seaward slope angle. 

3.5. Other explanatory variables  

• X10 = ξ = tanα/
̅̅̅̅̅̅̅̅̅
H/L

√
: the Iribarren number, which is selected for its 

use in wave reflection formulas, 
• X11 = χ = (h /L)(H /L): the similarity parameter defined by Día

z-Carrasco et al. (2020), which identifies the regions of wave energy 
transformation. 

X1 and X2 gather the wave conditions that impact the breakwater. X3 
represents the incident wave train with the same wave breaking con
ditions at the toe of the structure (Losada and Giménez-Curto, 1981). 
Under non-breaking wave conditions, X3 < 0.55 (Riedel and Byrne, 
1986; CIRIA/CUR/CETMEF, 2007). X4 indicates the saturation regime 
of the structure (Requejo et al., 2002). X5 governs the flow dissipation 
inside the core (Pérez-Romero et al., 2009), and X6 = Re,c characterizes 
the hydrodynamic regime inside the core (Gu and Wang, 1991; Van 
Gent, 1995; Burcharth and Andersen, 1995). X7 and X8 govern the tur
bulence regime on the slope due to breaking and dissipation of the wave 
train with the armor layer (Clavero et al., 2018, 2020). When a mound 
breakwater is composed completely of homogeneous and permeable 
material, Dn50,a = Dn50,c, then X7 = X5. For impermeable core Dn50,c = 0. 
Variables X1 to X9 were selected following the dimensional analysis 
described in detail by Díaz-Carrasco et al. (2020), which includes vari
ables of the wave train, core and armor layer that influence wave energy 
transformation on mound breakwaters. X10 and X11 were considered as 
explanatory variables for their inclusion in existing formulas to estimate 
wave reflection (see Section 2). The eleven explanatory variables are the 
input variables of the ANN models developed as simulators to ranking 
the candidate explanatory variables influencing wave reflection (see 
Section 5). The ANN method allows not only to obtain a ranking of the 
explanatory variables but also to obtain correlations between them. 
Even if the list of variables in as input variables have correlations be
tween them, for example X10 and X11, the ANN will choose those that 
best fit the output variable, whether they are independent or not. 

In this study, the wave reflection on coastal structures is calculated 
by the squared reflection coefficient, K2

R, which is a ratio between the 
total reflected (ER) and incident (EI) energy, 

K2
R =

ER

EI
=

1
8 ρgLH2

R
1
8 ρgLH2 =

H2
R

H2 (13)  
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where H and HR represent the incident (H = HI for regular waves and H 
= Hrms,I for irregular waves) and reflected (HR = HR for regular waves 
and HR = Hrms,R for irregular waves) wave height, respectively; L is the 
local wavelength equal for both reflected and incident wave trains 
assuming Linear Theory, ρ is the water density, and g is the gravity 
acceleration. 

4. Database of wave reflection on mound breakwaters 

Two-dimensional (2D) physical tests from the University of Granada 
(UGR) and Aalborg University (AAU) were considered to develop and 
validate, through blind testing, the new formula proposed in this study. 
The results were collected from mound breakwater models with straight 
slopes under non-overtopping and non-breaking wave conditions. 
Table 2 provides the ranges of the candidate explanatory variables and 
wave conditions tested at the two laboratories. In Table 2, for regular 
waves, the wave parameters refer to H = HI incident wave height, T = T 
wave period, and L = L wavelength at the toe of the structure calculated 
with T. For irregular waves, the wave parameters refer to H = Hrms,I root 
mean square incident wave height, T = T01 spectral mean wave period, 
and L = L01 wavelength at the toe of the structure calculated with T01. 

4.1. Database to develop the new formula 

Experimental test results from the UGR related to wave energy 
transformation on mound breakwaters were considered in this study to 
analyze the relationship between the explanatory variables and the 
reflection coefficient. The UGR dataset included 281 experimental tests 
with three types of mound breakwaters (see Table 2): (A) 106 tests with 
rock homogenous mound breakwaters, Dn50,a = Dn50,c = 30 mm, with 
two seaward slope angles and two crest widths, described in Día
z-Carrasco (2019); (B) 159 tests with conventional mound breakwaters 
with a double-layer cube armor, Dn50,a = 40.9 mm, and a permeable 
core, Dn50,c = 12 mm, without filter layer, described in Díaz-Carrasco 
et al. (2020); and (C) 16 tests with a rock homogenous mound break
water, Dn50,a = Dn50,c = 30 mm, described in Díaz-Carrasco (2019). The 
reference scales for cube armored models and rock armored models are 
1:50 and 1:25, respectively. 

From the 281 UGR tests, 265 were conducted with regular waves (HI, 
T, L), and these were used to calibrate the new formula. The remaining 
16 tests were conducted with irregular waves (Hrms,I, T01, L01), and these 
were used to estimate the appropriate statistical relationship of wave 
height and wave period to apply the new formula to irregular waves. 
Incident and reflected wave trains were separated by applying the 

method of Baquerizo (1995) based on Mansard and Funke (1987). 

4.2. Database to validate the new formula 

A total of 257 experimental tests from the AAU was used to validate 
the new wave reflection formula in a blind test: (D) 78 tests with rubble 
mound breakwaters with two armor unit types (double-layer rock, Dn50, 

a = 43.9 mm, and cube armors, Dn50,a = 40.0 mm), a filter layer, Dn50,f =

15 mm, and a permeable core, Dn50,c = 5.8 mm, described in Día
z-Carrasco et al. (2021); (E) 95 tests with mound breakwaters with a 
double-layer rock armor, Dn50,a = 43.9 mm, and different compositions 
of the core (permeable Dn50,c = 5.8 mm and 15 mm, or impermeable, 
Dn50,c = 0 mm) and filter layers, Dn50,f = 15 mm, described in Eldrup 
et al. (2019b); and (F) 40 tests of mound breakwaters with a 
double-layer rock armor, Dn50,a = 43.9 mm, and a permeable core, Dn50,c 
= 15 mm, without a filter layer, described in Eldrup and Lykke Andersen 
(2019a). The reference scales for cube armored models and rock 
armored models are also 1:50 and 1:25, respectively. 

Only irregular waves were tested at AAU. The method described by 
Eldrup and Lykke Andersen (2019b) was applied to calculate the inci
dent and reflected wave spectra and the time domain of incident and 
reflected wave trains using WaveLab3 software package (Aalborg Uni
versity, 2015). 

4.3. Estimation of wave reflection with formulas given in the literature 

Fig. 2 illustrates the performance of the 2-parameter reflection for
mulas given in Table 1 (Eqs. 2, 3, 4, 7, 8 and 10). No existing formulas 
completely fulfill the range of the UGR and AAU tests; however, they 
were applied to evaluate the performance of the simplest existing K2

R 
estimators. The coefficient of determination, R2, was used in this study 
to measure the goodness of fit of each formula. The higher R2, the better 
the estimation of K2

R. 

R2 = 1 −

∑N

i=1
(YMi − YEi)

2

∑N

i=1
(YMi − YM)

2
= 1 −

MSE(YM)

Var(YM)
(14)  

where sub-indexes E and M refer to estimated and measured data, 
respectively; Y = K2

R is the analyzed variable (squared reflection coef
ficient), YM is the mean value of the measured K2

R, N is the total number 
of data, i is the data index (i = 1, 2, …N), MSE is the mean-squared error, 
and Var(YM) is the variance of the measure data. 

Table 2 
Range of variables in datasets corresponding to University of Granada (UGR) and Aalborg University (AAU).   

Variable 
A-UGR 
Díaz-Carrasco 
(2019) 

B-UGR 
Díaz-Carrasco et al. 
(2020) 

C-UGR 
Díaz-Carrasco 
(2019) 

D-AAU 
Díaz-Carrasco et al. 
(2021) 

E-AAU 
Eldrup et al. (2019b) 

F-AAU 
Eldrup and Lykke 
Andersen (2019a) 

calibration calibration calibration validation validation validation 

h/L [0.068, 0.272] [0.05, 0.272] [0.078, 0.313] [0.074, 0.262] [0.055, 0.197] [0.053, 0.292] 
H/L [0.01, 0.044] [0.008, 0.044] [0.017, 0.094] [0.014, 0.052] [0.014, 0.056] [0.012, 0.045] 
H/h [0.063, 0.261] [0.044, 0.289] [0.042, 0.241] [0.086, 0.319] [0.211, 0.415] [0.129, 0.437] 
B*/L [0.111, 0.536] [0.085, 0.536] [0.153, 0.618] [0.128, 0.723] [0.0560, 0.313] [0.074, 0.305] 
Core permeability Dn50, 

c/L 
Permeable [0.005, 
0.02] 

Permeable [0.001, 
0.02] 

Permeable [0.006, 
0.024] 

Permeable [0.001, 
0.01] 

Permeable Impermeable 
[0, 0.006] 

Permeable [0.002, 
0.008] 

Re,c [366.7, 938.7] [49.77, 938.7] [402.7, 956.5] [57.10, 560.13] [0, 610.67] [152.83, 470.7] 
Armor unit type Dn50,a/L Rock 

[0.005, 0.02] 
Cube 
[0.005, 0.028] 

Rock 
[0.006, 0.024] 

Rock/Cube [0.008, 
0.029] 

Rock [0.005, 0.017] Rock [0.006, 0.025] 

Re,Da [14, 875, 30, 385] [14, 875, 43, 596] [14, 925, 30, 575] [24, 530, 43, 596] [44, 682, 62, 619] [33, 926, 49, 480] 
cot α [1.5, 2] 2 2 [1.5, 3] [1.5, 3] [1.5, 2] 
ξ [2.388, 6.405] [2.392, 6.405] [3.848, 6.285] [1.475, 5.624] [1.437, 5.485] [2.438, 5.952] 
χ [0.0008, 0.012] [0.0004, 0.012] [0.001, 0.029] [0.001, 0.012] [0.0008, 0.01] [0.001, 0.011] 
h (m) 0.4 0.4 0.4 0.4 0.5 0.4, 0.55, 0.6, 0.64, 0.7 
Number of tests - wave 

conditions 
106 - Regular 159 - Regular 16 - Irregular 78 - Irregular 95 - Irregular 40 - Irregular  
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For the UGR dataset, Eqs. 2, 3, 4, 7, 8 and 10 (Table 1) give poor 
estimations of K2

R (see Fig. 2); the best agreement is given by Eq. 4 
(Postma, 1989) for double-layer rock and cube armors. For the AAU 
dataset, the agreements to the formulas are significantly improved and 
the best agreement is also given by Eq. 4 (Postma, 1989). The poor es
timations of K2

R for some of these formulas considering the UGR and AAU 
datasets may be partly due to the application of such formulas outside 
their calibration range. For example, Eq. 2 b y Losada and 
Giménez-Curto (1981) was applied to cube armor (regular waves of UGR 
dataset), which were not tested in their study; Eq. 3 b y Seelig and 
Ahrens (1981) and Eq. 7 b y Zanuttigh and Van der Meer (2008) have a 
low R2 value for the regular waves of UGR dataset because the fitting 
parameters used in their studies were calibrated mainly for irregular 
waves; Eq. 8 b y Muttray et al. (2006) underestimates K2

R values for both 
UGR and AAU datasets as their wave reflection formula was tested only 
for Accropode™ armor; and Eq. 10 b y Medina and Gómez-Martín 
(2016) overestimates K2

R values as their wave reflection formula was 
tested only for Cubipod® armor. 

5. Methodology to develop the new empirical formula using 
Artificial Neural Network models 

Artificial Neural Network (ANN) models are frequently used to 
model complex nonlinear relationships between explanatory variables 
(input) and response variables (output), such as wave overtopping Van 
Gent et al. (2007) within the CLASH European project (De Rouck and 
Geeraerts, 2005; EurOtop et al., 2016; Formentin et al., 2017) or wave 
reflection (Zanuttigh et al., 2013). As the relationships between input 
and output variables are not intuitive and easy to see with ANN models, 
they can be used as simulators to estimate explicit relationships between 
input and output variables and thereby to develop empirical formulas 
for wave reflection (Garrido and Medina, 2012), wave overtopping 

(Molines and Medina, 2016; Mares-Nasarre et al., 2021) or wave forces 
on crown walls (Molines et al., 2018). Thus, the methodology for this 
study is based on using ANN models as simulators to (1) identify the 
relevant explanatory variables within the input variables that influence 
the output variable, and (2) to obtain explicit relationships between the 
explanatory and output variables to develop a new simple empirical 
formula. 

5.1. Methodology to obtain the relevant explanatory variables influencing 
wave reflection 

In this study, a methodology similar to that developed by Molines 
et al. (2018) to select the relevant explanatory variables is used. An ANN 
model was structured with one input layer up to eleven neurons (NI = 1 
to 11), referring to each of the eleven candidate explanatory variables in 
Section 3 (X1 to X11), one hidden layer with fifteen neurons (NH = 15) 
and one output neuron (NO = 1), which is the squared reflection coef
ficient (K2

R). Fig. 3 shows the scheme of the ANN structure named 
INI HNH ONO . ANN structures were built in the MATLAB environment (see 
MATLAB, 2022) with the following characteristics:  

(1) Early stopping criterion to lead rapid interruption of the training 
process (to prevent overlearning),  

(2) Random selection of data division in 70% training (Tr), 15% 
validation (V) and 15% test (Ts),  

(3) Levenberg-Marquardt training algorithm and,  
(4) Hyperbolic tangent sigmoid transfer function for hidden neurons. 

As indicated above, the data used in the ANN model to identify re
lationships between the explanatory variables and the squared wave 
reflection coefficient were the 265 regular tests conducted in the UGR 
(see Table 2). The number of free parameters in each ANN model is given 

Fig. 2. Comparison between measured and estimated K2
R by 2-parameter reflection formulas (Eqs. 2, 3, 4, 7, 8 and 10 in Table 1).  
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by Pr––NO + NH (NI + NO + 1). Although MATLAB environment has the 
early stopping criterion to avoid overlearning, it is always advisable to 
get the relation Pr/Tr < 1. Hence, the number of neurons in the hidden 
layer was NH = 15 to keep Pr/Tr ≪ 1 for each simulated ANN with 
increasing the number of input layers from NI = 1 to 11. The Early 
Stopping Criterion randomly divides the training dataset (Tr) in three 
categories: (1) training subset of the ANN (70% × Tr), (2) validation 
subset (15% × Tr) and (3) testing subset (15% × Tr). Data in the training 
subset were used to update the biases and weights of the ANN. Data in 
the validation subset were used to monitor the error after each training 
step and to stop the training process once the error in this validation 
subset started growing (indicating possible overlearning). Data in the 
testing subset were used as cross validation to compare different models, 
since they were not included in the training process. 

First, the process of ranking the relevance of each input variable (X1 
to X11) was initiated by training an ANN model with the I1H15O1 
structure for each one of the eleven candidate explanatory variables (X1 
to X11) used as a single input variable (Xi in Fig. 3a). To overcome the 
uncertainty associated to the data selected for training, validating and 
testing, the bootstrapping technique with the 1 000 random resamples of 
the initial dataset was applied. The candidate variable Xi with the 
maximum coefficient of determination R2 (I1H15O1) in most of 1 000 
resamples was considered the first relevant explanatory variable influ
encing wave reflection on mound breakwaters. 

Second, the ANN model with the I2H15O1 structure was considered, 
fixing the first relevant selected variable and varying the second input 
neuron with each candidate variable not previously selected (∀ Xj ∕= Xi). 
Again, the second candidate variable associated to the maximum coef
ficient of determination R2 (I2H15O1) in most of the 1 000 resamples was 
considered the second relevant explanatory variable. This method was 
repeated for the eleven variables in Section 3 until R2 barely improved 
with the inclusion of more variables (input neurons). Finally, after the 
ranking of the explanatory variables, simulations were conducted to 
develop the new empirical formula for wave reflection using only the 
most relevant explanatory variables. 

5.2. Simulations to estimate the wave reflection 

Fig. 4 shows the ranking of relevance of the explanatory variables 
affecting the wave reflection according to R2 for each ANN model with a 
INI H15O1 structure. For each step, the median value and 90% confident 
interval are given. It is observed that the relative water depth, h/L, was 
selected first as the most relevant variable with R2 = 0.91, and the slope 
angle, cot α, was the second most relevant variable. Using h/L and cot α 
as input variables in a I2H15O1 model, the coefficient of determination is 
R2 = 0.99 for the 265 UGR tests corresponding to regular waves, and R2 

does not significantly improve if other explanatory variables are 
included. Fig. 4 only shows the ranking variables from NI = 1 to NI = 5 
since NI > 6 did not improve the prediction. 

Analyzing the 265 UGR tests with regular waves (A-UGR and B-UGR 
in Table 2), Fig. 5a shows the simulations of the ANN(I1H15O1) model 
using h/L as the only input variable. An exponential relationship is noted 
between h/L and the squared reflection coefficient, K2

R. Eq. (15) is an 
explicit estimator of the squared reflection coefficient and 90% confi
dent interval (assuming a Gaussian error distribution) corresponding to 
Fig. 5a with R2 = 0.84, 

K2
R = exp

[

− 15.4
(

h
L

)]

± 0.074 (15) 

Using the ANN(I2H15O1) model as a function of h/L and cot α, the 
estimations for K2

R are shown in Fig. 5b. An exponential relationship 
with h/L is observed for each tested slope angle (A-UGR and B-UGR). 
Mild slopes have lower squared wave reflection coefficients. Eq. (16) 
provides the estimations and 90% confident interval (assuming a 
Gaussian error distribution) corresponding to Fig. 5b for cot α = 1.5 and 
cot α = 2 with R2 = 0.72 and R2 = 0.83, respectively. 

K2
R = exp

[

− a
(

h
L

)]

± 0.076 ;

{
being a = 13 for cot α = 1.5
being a = 16 for cot α = 2.0 (16) 

To develop a simple relationship between the main explanatory 
variables and the squared reflection coefficient, different combinations 
of h/L and cot α were considered, and a simple functional relationship 
was found: (h/L) •cot α = (h/L)/ tan α. Fig. 5c shows the estimations for 
the ANN(I1H15O1) model with the input variable (h/L)/ tan α. Eq. (17) 

Fig. 3. Structure of the two ANN models used as simulators: (a) I1H15O1, one input neuron, one hidden layer with fifteen neurons and one output neuron; (b) I2H15O1, 
two input neurons, one hidden layer with fifteen neurons and one output neuron. 
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Fig. 4. Ranking of the candidate explanatory variables with the highest coefficient of determination, R2, on the estimation of the squared reflection coefficient, K2
R.  

Fig. 5. Squared reflection coefficients given by: (a) ANN(I1H15O1) with input variable h/L, (b) ANN(I2H15O1) with input variables h/L and cot α, and (c) ANN 
(I1H15O1) with input variable (h/L)/ tan α. The solid lines and dashes represent the ANN estimations and the exponential relationship, respectively, between the 
explanatory variables and K2

R for the 265 A-UGR and B-UGR test with regular waves. 
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shows the estimations of K2
R for both tested slope angles (A-UGR and B- 

UGR) and 90% confident interval (assuming a Gaussian error distribu
tion) with R2 = 0.88, 

K2
R = exp

[

− 8
(

h/L
tan α

)]

± 0.06 (17) 

Fig. 6 compares the measured and the estimated K2
R by Eq. (17) with 

a goodness of fit of R2 = 0.88. It is observed that there are some struc
tured residual values that could be fitted better with another type of 
relationship between the explanatory variables and K2

R and more fitting 
parameters; however, Eq. (17) not only has a high R2 value but is simple 
and easy to apply. Eq. (17) is validated for conventional mound break
waters with double-layer cube and rock armors, 1.5 ≤ cot α ≤ 2, 0.05 ≤
h/L ≤ 0.028, under regular waves, non-overtopping and non-breaking 
wave conditions. 

5.3. Wave reflection formula for irregular waves 

In this section, an ANN model is used to determine the best rela
tionship between regular and irregular waves. This relationship was 
applied to the proposed wave reflection formula for regular waves (Eq. 
(17)) and then for 16 tests with irregular waves from the UGR dataset (C- 
UGR in Table 2). The root mean square incident wave height, Hrms,I, and 
spectral mean wave period, T01, for irregular waves were compared with 
the wave height, HI, and wave period, T, tested for regular waves in 
order to find the best λ1 and λ2 in HI = λ1 • Hrms,I and T = λ2 • T01 to 
estimate K2

R in tests with irregular waves using Eq. (17). 
Following the ANN methodology described in the previous section ,

an ANN(I2H3O1) model was developed to estimate K2
R valid for regular 

waves (106 tests corresponding to A-UGR in Table 2) with two input 
variables: the incident wave height, HI, and wave period, T. This ANN 
(I2H3O1) model was applied to the 16 tests with irregular waves using as 
input variables HI = λ1 • Hrms,I and T = λ2 • T01. The values of λ1 and λ2 

varied with a differential step of 0.001 in the ranges of 0.5 ≤ λ1 ≤ 2.0 
and 0.8 ≤ λ2 ≤ 1.5. The best values for λ1 and λ2 are those that maximize 
R2 between the K2

R estimated by ANN(I2H3O1) model and that measured 
from the 16 irregular waves (C-UGR tests in Table 2). 

Fig. 7a compares the squared reflection coefficients estimated by 
ANN(I2H3O1) model and those measured from the 16 tests of C-UGR 

with irregular waves. The values of λ1 = 1.416 and λ2 = 1.050 for wave 
height and wave period, respectively, provide the best fit (R2 = 0.95) 
between the estimated and measured K2

R. These values of λ1 and λ2 

correspond to the following relationship between the regular and 
irregular waves: 

HI ≈ 1.416 Hrms,I ≈ Hm0,I (18a)  

T ≈ 1.050 T01 (18b) 

Fig. 7b shows the good agreement (R2 = 0.82) between the K2
R esti

mated by Eq. (17) and that measured from the 16 tests with irregular 
waves (C-UGR). In Eq. (17), the wavelength at the toe of the structure for 
irregular waves, L01, is calculated by applying the linear dispersion 
relationship with a wave period T = 1.050 T01.. 

6. Validation of the new empirical formula for wave reflection 
on mound breakwaters 

In this section, Eq. (17) developed to predict the proportion of wave 
reflection energy on mound breakwaters under non-overtopping and 
non-breaking wave conditions is validated using new experimental tests 
with irregular waves that were not used in the calibration process (blind 
test). Considering Eqs. (17) and (18), the following Eq. (19) is proposed 
with a 90% confident interval, assuming a Gaussian error distribution. 

K2
R = exp

[

− 8 •

(
h/L01

tan α

)]

± 0.06; L01 =L (T= 1.050 T01) (19) 

Fig. 8 illustrates the good agreement (R2 = 0.91) between the K2
R 

estimated by Eq. (19) and that measured from the tests with irregular 
waves and various water depths performed at Aalborg University (tests 
D-AAU, E-AAU and F-AAU in Table 2). The physical models tested at 
AAU are mound breakwaters with double-layer cube and rock armors, 
1.5 ≤ cot α ≤ 3, different compositions of the core (permeable or 
impermeable) and relative water depths in the range 0.05 ≤ h/L ≤

0.031. Comparing Figs. 8 and 2, it is clear that the new empirical for
mula, Eq. (19), with only one explanatory variable fits the experimental 
data much better than the exiting estimation formulas described in 
Section 2 (see Table 1). 

The AAU dataset was not used to estimate any parameter of Eq. (19) 
(only the UGR dataset was used). Moreover, the D-AAU and E-AAU 
datasets include tests with a slope angle cot α = 3 outside the calibration 
range of Eq. (17). This blind test with 91% of the variance explained (R2 

= 0.91) for the variety of AAU tests with irregular waves indicates the 
robustness of the new empirical formula. 

As discussed in Section 2, Zanuttigh et al. (2013) proposed an ANN 
model to predict wave reflection from coastal and harbor structures 
using a database that included (1) part of the DELOS wave transmission 
database, (2) part of the CLASH wave overtopping database, (3) data 
from several European facilities, (4) field measurements and (5) tests on 
low-crested structures. Fig. 9 shows K2

R calculated with existing for
mulas, Eqs. 3, 4, 7, 8 and 10 (Table 1), and the new simple empirical 
formula, Eq. (19), compared to the K2

R measured from the database given 
in Zanuttigh et al. (2013), specifically Group G (223 tests with rock 
armor and a permeable core) and Group H (687 tests with concrete 
armor and a permeable core). The data selected from the Zanuttigh et al. 
(2013) database were breakwaters with straight slopes under 
non-overtopping and non-breaking wave conditions. 

The new formula to estimate K2
R (Eq. (19)) has the best agreement for 

both Group G data (rock permeable) and Group H data (concrete 
permeable), although the agreement is not as good as that observed with 
the AAU data. Note that the database of Zanuttigh et al. (2013) is very 
extensive with laboratory tests conducted under very specific condi
tions, focusing mostly on overtopping and armor damage studies. 
Moreover, several concrete armor unit types other than cube armors are 
included in Fig. 9. The poor estimations of K2

R by some existing formulas 

Fig. 6. Comparison between the squared reflection coefficients estimated by 
Eq. (17) and 90% confidence interval (CI) and the squared reflection co
efficients measured in A-UGR and B-UGR tests (regular waves). 
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may be due to the application of said formulas outside their calibration 
range. For example, the Zanuttigh et al. (2013) database included data 
from Pearson et al. (2004) with concrete armors of Antifer, Tetrapods, 
X-blocks, Core-Locs, Haros and Dolos, which are unit types not included 
in the calibration of the current existing formulas. Eq. 4 b y Postma 
(1989) overestimates the results of concrete armor data as this formula 
was tested only for rock armors. Eq. 10 b y Medina and Gómez-Martín 
(2016) has a low R2 value as their wave reflection formula was tested 
only for Cubipod® armor. Note that, although the data was filtered from 
the complete database provided by Zanuttigh et al. (2013), this database 
is very extensive with laboratory tests conducted under a variety of 
conditions and focused mostly on overtopping studies. 

7. Conclusions 

The main objective of this study was to develop a new one-parameter 
explicit formula to estimate wave reflection valid for conventional 
mound breakwaters under regular and irregular waves in non- 

overtopping and non-breaking wave conditions. An Artificial Neural 
Network (ANN) methodology was used to rank the influence of eleven 
candidate explanatory variables and to estimate the relationships be
tween the explanatory variables and the squared wave reflection coef
ficient, K2

R. A conventional empirical formula with only one parameter 
and one explanatory variable was calibrated using results from labora
tory tests performed at the University of Granada (UGR) with regular 
waves on mound breakwaters with double-layer cube and rock armors, 
permeable cores and seaward slopes in the range 1.5 ≤ cot α ≤ 2. Sim
ulations of an ANN model were used to build up the new formula. To 
apply the proposed formula to irregular wave conditions, the best re
lationships for wave height and wave period, corresponding to regular 
and irregular waves, were obtained from an ANN model related to 16 
tests with irregular waves from UGR. The blind test to validate the 
proposed formula for K2

R used the laboratory tests from Aalborg Uni
versity (AAU) with irregular waves and conventional mound breakwa
ters with double-layer cube and rock armors, with and without filter 
layer, two core compositions (permeable and impermeable) and 
seaward slopes in the range 1.5 ≤ cot α ≤ 3. Additionally, the perfor
mance of the new formula was compared to other formulas with 2 fitting 
parameters found in the literature, using the database given in Zanuttigh 
et al. (2013). 

The application of the ANN methodology to the experimental test 
with regular waves from UGR allowed eleven selected potential 
explanatory variables to be ranked and used to estimate wave reflection 
on mound breakwaters under non-overtopping and non-breaking wave 
conditions. The relative water depth, h/L, and the seaward slope angle, 
cot α, explained 99% of the variance in the squared reflection coeffi
cient, K2

R. An exponential relationship with only one fitting parameter is 
proposed (Eq. (17)) and relates K2

R as a function of (h/L) /tan α. This 1- 
parameter empirical formula (Eq. 17) estimated K2

R with a coefficient of 
determination R2 = 0.88 using the 265 tests with regular waves from 
UGR dataset. 

The new proposed formula (Eq. (17)) to estimate K2
R for regular 

waves is also valid for irregular wave conditions by calculating the 
wavelength, L, as L01 = L (T = 1.050 T01). Eq. (19) is proposed as a new 
empirical and explicit formula to estimate K2

R for irregular waves and 
explained the 91% of the variance of K2

R measured in the AAU experi
mental tests with irregular waves. Eq. (19) was also applied to the data 
corresponding to conventional mound breakwaters in the extensive 
general database provided by Zanuttigh et al. (2013) allowing for better 
estimations than the 2-parameter formulas given in the literature (Eqs. 
3, 4, 7, 8 and 10) with R2 = 0.65 and R2 = 0.73 for rock- and concrete 
unit-armored breakwaters, respectively. This is a remarkably good result 
for a new empirical formula with only one fitting parameter and only 

Fig. 7. Squared reflection coefficients measured from 16 tests with irregular waves (C-UGR in Table 2) compared with those estimated by: (a) ANN(I2H3O1) model to 
obtain the appropriate values of λ1 and λ2 corresponding to a relationship between regular and irregular waves, HI = λ1 • Hrms,I and T = λ2 • T01; (b) empirical 
formula Eq. 17. 

Fig. 8. Validation of the new empirical formula in a blind test. Squared 
reflection coefficients estimated by Eq. (19) and 90% confidence interval (CI) 
compared to squared reflection coefficients measured at AAU (irregular waves 
D-AAU, E-AAU and F-AAU in Table 2). 
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one explanatory variable (h/L)/ tan α. 
The new empirical formulas, Eqs. (17) and (19) for regular and 

irregular waves, respectively, are the simplest (only one explanatory 
variable and only one fitting parameter) formulas which significantly 
improves the estimations of wave reflection of conventional mound 
breakwaters under non-overtopping and non-breaking wave conditions. 
Eqs. (17) and (19) are valid for mound breakwaters with different armor 
unit types (cube and rocks), core permeabilities, seaward slope angles in 
the range 1.5 ≤ cot α ≤ 3 and relative water depths in the range 0.05 ≤
h/L ≤ 0.031. Outside this range of variables and mound breakwater 
characteristics, the proposed formulas should be used with caution. 
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List of symbols 

A fitting parameter of wave reflection formulas 
Aeq ≈ Bs • h, permeable core area under the still water level 
b fitting parameter of wave reflection formulas 
B* characteristic width of the core 

Fig. 9. Comparison between K2
R measured from the Zanuttigh et al. (2013) dataset with irregular waves (Group G – Rock permeable, Group H – Concrete permeable) 

and K2
R estimated by existing formulas with 2 parameters (Eqs. 3, 4, 7, 8 and 10) and the new empirical formula proposed in this study (Eq. (19)). 
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Bs width of the breakwater under the still water level 
Dn50,a nominal main armor diameter 
Dn50,c nominal core diameter 
EI energy of the incident wave train 
ER energy of the reflected wave train 
FMT breakwater height 
g gravity 
GC crest width 
h water depth 
H wave height, H =
HI for regular waves, H= Hrms,I for irregular waves 
HI incident wave height for regular waves 
Hm0,I significant spectral incident wave height 
Hrms,I root mean square incident wave height 
Hrms,R root mean square reflected wave height 
HR reflected wave height 
K2

R wave reflection coefficient 
KR0 fitting parameter of sigmoid function – lower asymptote 
KR1 fitting parameter of sigmoid function – upper asymptote 
L wavelength at the toe of the structure calculated with T 
L0 deep wavelength calculated with peak wave period 
L01 wavelength at the toe of the structure calculated with mean wave period, T01 
L-1,0 the wavelength calculated with the spectral energy period, T-1,0 
np core porosity 
NH number of hidden layers 
NI number of input layers 
NO number of output layers 
P notional permeability factor 
Re,c grain Reynolds number 
Re,Da armor Reynolds number 
R2 coefficient of determination 
T wave period, T =
T for regular waves, T = T01 for irregular waves 
T-1,0 spectral energy wave period 
T01 spectral mean wave period 
Tp peak wave period 
U characteristic seepage velocity 
Xi “i” explanatory variable 
α seaward slope angle 
χ similarity parameter defined by Díaz-Carrasco et al. (2020) 
γ fitting parameter of sigmoid function 
ξ Iribarren number calculated with wavelength at the toe of the structure 
ξ0 peak Iribarren number calculated with deep wavelength 
ξ− 1,0 Iribarren number calculated with spectral energy wave period 
ρ water density 
ν kinematic water viscosity 
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