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A B S T R A C T

Laser powder bed fusion of metals (PBF-LB/M) is an additive manufacturing technique which has recently
been growing in popularity in industrial use cases. However, several challenges persist, including the issue
of solidification cracking observed in widely used Ni-based superalloys. Through retrofitting an existing PBF
machine with a dual beam system capable of dynamic beam shaping, it is possible to overcome this issue.
The appropriate process parameters for the laser beam need to be determined prior to manufacturing the
system. In this regard we propose a methodology that utilizes a numerical simulation tool to identify optimized
parameters. To demonstrate the effectiveness of this approach, two example processes are presented. Initially
the numerical model is validated by comparing its results against experimental data obtained from single
track scans of two metal powders, CM247LC and IN713LC. Subsequently, an optimization study is conducted
to identify optimal combinations of differently shaped and sized primary and secondary beams. The goal
is to reduce the cooling rates within certain critical temperature ranges, thus mitigating the likelihood of
solidification cracking, while avoiding the occurrence of other process defects such as balling, porosity, or
lack of fusion. The effectiveness of these beam shapes is then verified through the production of physical
samples. Through this example, a methodology for leveraging physics-based, model-driven process optimization
is presented. Additionally, insights into the potential application of the same model for large-scale simulations
are provided.
1. Introduction

Additive manufacturing (AM) has revolutionized production by al-
lowing the creation of complex shapes directly from three-dimensional
CAD models. Initially utilized primarily for non-functional design pro-
totypes (rapid prototyping), the numerous advantages of AM over
conventional processes, have led to its rapid adoption across various
industries, including aerospace, automotive, medical and energy [1].
These benefits encompass the ability to fabricate customized parts,
minimize material waste and manufacture shapes, that were previously
unattainable using conventional manufacturing techniques [2]. The
industry’s adoption of AM has been made possible by advancements
in high-power industrial lasers and the development of new metal
powders over the past two decades [1]. PBF-LB/M is a manufactur-
ing process that involves dividing a three-dimensional geometry into

∗ Corresponding author.
E-mail addresses: constantin.zenz@tuwien.ac.at (C. Zenz), michele.buttazzoni@tuwien.ac.at (M. Buttazzoni), mmartinez@aidimme.es

(M. Martínez Ceniceros), rodrigo.gomez.vazquez@tuwien.ac.at (R. Gómez Vázquez), jrblasco@aidimme.es (J.R. Blasco Puchades), lportoles@aidimme.es
(L. Portolés Griñán), andreas.otto@tuwien.ac.at (A. Otto).

1 These authors contributed equally to the work.

multiple layers, each with a predetermined layer height, which are
subsequently manufactured. To build each layer, a metal powder is
evenly spread across a substrate, which can be either a plate or a
previously processed powder layer. Utilizing a laser beam, the pow-
der is selectively melted to construct the geometry of a single layer.
Subsequent re-solidification of the molten metal gives the required
shape. This process is repeated for each layer, with the build plate
being lowered and a new layer of powder applied afterwards. While AM
techniques are applied to various types of materials, most research and
development has been concentrated in the domain of metal AM. Recent
research efforts are focused on the development of new materials, as
well as process optimization, including the development of scanning
strategies for the reduction of residual stresses and improvement of
part properties [2]. As noted by DebRoy et al. [3], most research
published on metal AM covers fundamentals and lacks direct relevance
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for practical applications, whereas industrially exploitable research
activities are mostly performed by corporations and therefore remain
unpublished. This leaves a research gap in the area of applied research
on AM.

During the project CUSTODIAN [4], funded by the European Union,
a novel methodology for enhancing established industrial processes
through laser beam shaping was developed. Within this approach, new
or existing machines are equipped with a laser head containing a
passive optical element, facilitating dynamic freeform beam shaping
on the basis of Multi Plane Light Conversion (MPLC) [5]. The main
advantages of this technology are the complete freedom of beam shape
design and the possibility of retrofitting any existing machine. How-
ever, one limitation of this technology is that the desired beam shape,
which can then be dynamically modulated to a certain extent, must be
known prior to manufacturing the device. Therefore, the beam shapes
cannot be found experimentally and physics-based simulations are used
instead. A similar use case for the optimization of beam shapes in a laser
beam welding process has previously been presented by Buttazzoni
et al. [6].

This work showcases the applicability of this method to PBF-LB/M
processes. It demonstrates the utilization of an MPLC device to add
a secondary laser beam to a process where crack-free parts cannot
be achieved using a single Gaussian laser beam. Two widely used
nickel-based alloys, CM247LC and IN713LC, were selected as suit-
able materials for this optimization study based on their industrial
significance and inherent susceptibility to cracking. The simulation
model is used to obtain preliminary beam shapes with the aim of
reducing cooling rates and thus crack susceptibility, while avoiding the
occurrence of other process defects.

In contrast to welding, where information on weldability and suit-
able process parameters for various alloys is widely available, informa-
tion on printability and suitable parameter spaces for AM processes is
scarce and correct process parameters are often obtained through trial-
and-error experiments [1]. This lack of process understanding calls for
accurate, physics-based, models to gain a better understanding and to
use these models as process optimization tools [7,8]. Many transient
phenomena occurring in PBF-LB/M processes are only directly observ-
able, when using very elaborate experimental setups [7]. For example,
Cunningham et al. recently used high speed X-ray imaging techniques
to perform in-situ observations of keyhole dynamics in PBF-LB/M [9].
While such methods are crucial in gaining process understanding and
developing process models, they often fall short when it comes to indus-
trial application, particularly in tasks like process optimization, where
parameter studies have to be completed within a given time frame. A
recent study conducted by Shu et al. [10] emphasized the importance
of accurately incorporating convective heat- and mass transfer needs in
a PBF-LB/M model. It was demonstrated that neglecting these factors
can lead to inaccurate three-dimensional weld bead shape, even when a
model has been validated by comparing two-dimensional cross sections
to experiments. Hence, when employing a calibrated and validated
model for straightforward optimization tasks that do not necessitate
gaining further process insights, it is imperative to incorporate a certain
level of complexity. Specifically it should always account for convective
transport, considering the influence of surface tension-, recoil pressure-
and buoyancy-induced forces. Simulation models can be characterized
by the length scale on which they are applicable [7]. The model applied
within this study is of the meso-scale type, where the fluid flow within
the melt pool of each single process track is fully resolved, while also
allowing the simulation of several layers, each consisting of several
tracks, within reasonable amount of computing time (in the order of
days on a desktop computer).

The present study aims at using physics-based simulations to im-
prove a PBF-LB/M process via freeform beam shaping, enabled by
MPLC technology. The effectiveness of the proposed methodology
is tested at the example of reducing hot cracking susceptibility of
2

Nickel-based superalloys during PBF-LB/M by adding a secondary low-
intensity heat source that reduces cooling rates while minimizing the
occurrence of other process defects. The optimized beam shapes are
realized by manufacturing a suitable MPLC device, which is then
tested experimentally with the intention of fabricating dense parts with
near-zero crack occurrence.

2. Simulation model

2.1. Model overview

The model utilized in this study was originally developed over a
decade ago [11] to simulate the multiphysical problem of laser beam
welding. Since then, it has been significantly expanded to encompass
various laser-assisted manufacturing processes. The model has been
used in various applications, such as simulating humping and the tran-
sition to cutting in laser beam welding of thin stainless steel foils [12],
investigating spiking and pore formation in welding of copper and
aluminum [13], exploring welding of dissimilar materials [14] and op-
timizing overlap welding of stainless steel sheets with a gap using MPLC
technology [6]. Furthermore, laser cutting [15], and laser-based direct
energy deposition [16] have been simulated. Additionally, the model is
applicable to processes involving short pulsed lasers, such as ablation
of multi-material structures using ns-pulses [17], and the processing of
semiconductor materials [18] and dielectric materials [19] using ps- to
fs-pulses.

The model is implemented using the open source C++ library Open-
FOAM [20] and is based on the solver multiphaseInterFoam, an
extension of the two-phase Volume-of-Fluid solver interFoam [21],
capable of handling an arbitrary number of phases. Details on the
model can be found in the aforementioned publications, especially [6,
12], as well as in [22]. A more in-depth description of the modeling
approach is the topic of a forthcoming publication. Therefore, only a
brief overview will be given here, with emphasis on process-specific
details relevant for the simulation of PBF-LB/M. The steps performed
within each time step of the simulation model are provided in Fig. 1 in
the form of a flow chart and described below.

Caustic-aware laser beam propagation is modeled through a radia-
tive transfer equation in combination with a ray tracing algorithm to
account for multiple reflections. Reflectivity, 𝑅, is modeled through the
Fresnel equations,
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𝑅 =
𝑅𝑆 + 𝑅𝑃
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, (3)

where 𝛽 is the local angle of incidence and 𝑛 is the material’s complex
refractive index. Absorption of laser intensity 𝐼 along its optical path,
𝑧, is modeled via Beer’s law [23],

𝐼(𝑧) = 𝐼(0) exp(−𝜅𝑧), (4)

ith 𝜅 denoting the imaginary part of the material’s complex refractive
ndex, i.e., its extinction coefficient. Phase changes issue mass- and
nergy transfer between the respective phases. While melting and
olidification are calculated through an enthalpy-porosity method [24],
vaporation and condensation are modeled through the Hertz-Knudsen
quation [25],
𝑑𝜌𝑣𝑎𝑝
𝑑𝑡

= 1
𝛥𝑥

√

𝑀
2𝜋𝑅𝑇

(

𝑝𝑠𝑎𝑡 − 𝑝
)

, (5)

with 𝜌𝑣𝑎𝑝 denoting the mass density of the vapor phase, and 𝑝 and 𝑇

denoting pressure and temperature, respectively. Furthermore, 𝑅, 𝑀 ,
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Fig. 1. Basic overview of calculation steps performed by the solver during each
simulation time step.

and 𝛥𝑥 denote the universal gas constant, the phase’s molar mass and
the local cell length, respectively. The local saturation pressure, 𝑝𝑠𝑎𝑡, is
calculated according to the Clausius–Clapeyron equation [26] as

𝑝𝑠𝑎𝑡(𝑇 ) = 𝑝𝑟𝑒𝑓 exp
(

𝑀𝐿
𝑇𝑏𝑅

(

1 −
𝑇𝑏
𝑇

))

, (6)

with 𝑇𝑏 and 𝐿 denoting the phase’s boiling temperature and latent heat
of vaporization, respectively. Fluid flow is modeled through the Navier–
Stokes equations in a homogeneous equilibrium mixture formulation as
𝜕 (𝜌𝒖)
𝜕𝑡

+ ∇ ⋅ (𝜌𝒖𝒖) = −∇𝑝 + ∇ ⋅ 𝝉 − 𝑺𝑩 + 𝑺𝑺 + 𝑺𝑫 , (7)

where 𝒖 is the velocity of the mixture of phases, and 𝝉 is the viscous
stress tensor, assuming laminar flow. The last three source terms on the
right hand side of Eq. (7) contain body forces due to gravity, surface
forces due to surface tension, and a source term for movement restric-
tion in solid regions following Darcy’s law, respectively. The Darcy
term, 𝑺𝑫 , is modeled following the Carman–Kozeny equation [27] in
the form

𝑺𝑫 = −
𝜇

𝐴𝑝𝑒𝑟𝑚

(

𝛼𝑠𝑜𝑙𝑖𝑑
)2

(

1 − 𝛼𝑠𝑜𝑙𝑖𝑑
)3 + 10−6

𝒖, (8)

where 𝛼𝑠𝑜𝑙𝑖𝑑 is the volume fraction of solid material and 𝜇 is the
dynamic viscosity of the mixture. The permeability area is set to 𝐴𝑝𝑒𝑟𝑚 =
10−12 m2. Temperature-dependent surface tension forces are explicitly
included through 𝑺𝑺 , which is calculated as

𝑺𝑺 =
∑

𝑖,𝑗∀𝑖≠𝑗
∇ ⋅

[

𝜎𝑖,𝑗
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, (9)

with surface energies 𝜎𝑖,𝑗 at interfaces between phase 𝑖 and phase 𝑗, are
calculated from the individual phase surface energies 𝜎𝑖 and 𝜎𝑗 , as [28]

𝜎 = 𝜎 + 𝜎 − 2
√

𝜎 𝜎 . (10)
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𝑖,𝑗 𝑖 𝑗 𝑖 𝑗
Body forces stemming from buoyancy are incorporated in the term
𝑺𝑩 . Forces resulting from recoil pressure due to evaporation are taken
into account implicitly, as both liquid as well as vapor phases are
treated as compressible fluids and a phase change from liquid to vapor
issues a corresponding change in density resulting in expansion of the
evaporating material, which in turn issues the recoil pressure.

Although a coupled CFD-DEM model taking into account individual
powder particles was developed [16,29], the powder is modeled as
a continuum, by introducing an additional, distinct Volume-of-Fluid
phase for the powder to avoid the computational costs of modeling
individual powder particles. This simplification is justified, as the pow-
der properties and the powder spreading process are not part of the
process parameters that are to be optimized, and, as also noted by Chen
et al. [30], coupled CFD-DEM models currently lack the computational
efficiency to be employed for industrial-scale processes. Therefore,
the coupled CFD-DEM model was omitted in favor of computational
efficiency. The characteristics of powder (low density, low thermal
conductivity, high laser beam absorptivity) are considered through the
respective material properties of the powder phase. It has been modeled
as having 50% of the density of the bulk material, in accordance with
conducted measurements, and its thermal conductivity was calculated
in accordance with the model of Sih and Barlow [31], yielding a value
of ≈ 2% of the bulk material’s conductivity. The employment of a pure
continuum model introduces some limitations to the simulation model,
e.g., the inability to account for the influence of particle shapes, sizes
and packing densities, simplifications in the laser absorption behavior
of the powder, and the inability to model powder-related phenomena
such as denudation [30].

The simulation domain, spatial discretization and phase distribution
at the start of a simulation are shown in Fig. 2. Mesh refinement
was kept constant throughout the simulation and each subsequent run
for consistency, where the cell size ranges from 25 μm up to 100
μm. At the boundaries different boundary conditions are applied. The
boundary of the region depicted as solely containing surrounding phase
in Fig. 2 is treated as an open boundary, facilitating the in- and outflow.
Conversely, the remaining regions are treated as closed boundaries,
eliminating the transfer of heat and mass across those boundaries. Heat
accumulation effects were negligible as earlier tests showed.

2.2. Model validation

Experimental validation of mechanistic models is important as
through each physical model, as well as through spatial and tem-
poral discretization, some degree of uncertainty is introduced [7].
In order to gain physically accurate and practically relevant results,
basic material properties were obtained from literature [32]. Data
about the complex refractive index and the surface energies of all
phases at high temperatures is scarce, due to the difficulty related to
their measurement. Values for surface energies for instance are highly
temperature-dependant as well as a function of physical state (solid,
liquid, vapor) and alloy composition. These values are furthermore
very sensitive to impurities. As these parameters have a great influence
on the process outcome, great care was taken by properly calibrating
it against experimental data. A summary of the properties for both
investigated materials is provided in Appendix, in Figs. A.24 and A.25,
respectively, and their chemical composition is listed in Table A.4.

Due to the fast convergence to a quasi-steady state process and
the high computational cost associated with multi-track and multi-
layer simulations, a single track was compared against experimental
results in the calibration phase. The experiments used for the validation
were performed at the facilities of AIDIMME, where the samples were
also processed to produce cross sectional images that could then be
compared against simulation results. All the tests presented in this
publication have been conducted on a Concept Laser M3 PBF-LB/M
machine, which has been modified with a high power laser (4000 W)
and a custom scanning head housing the MPLC. This modification
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Fig. 2. Sketch of simulation domain used. Length and width are varied according to secondary beam size (the smallest domain is shown).
Fig. 3. Validation against experiment for CM247LC: (a) Experimental cross section. (b) Cross section resulting from the simulation.
Table 1
Single-beam process conditions for both investigated alloys used for validation of the
simulation model.

CM247LC IN713LC

Scanning speed (mm/s) 750 750
Laser power (W) 452 520
Laser wavelength (nm) 1070 1070
Laser M2 1 1
Laser focus position on surface on surface
Laser radius on substrate (μm) 176 176
Scan track length (mm) 9.5 9.5
Powder bed height (μm) 100 100

was required to deliver sufficient energy for both melting the scan
tracks with a primary beam and heating the surrounding area with a
secondary beam. A track of approx. 9.5 mm in length was scanned
on a substrate immersed in powder with a layer height of 100 μm.
A summary of the process parameters is presented in Table 1 for
both materials. These were chosen after extensive experimental testing,
where scanning speed and lasing power was varied between 300–
800 mm/s and 200–600 W respectively. The chosen reference condition
presents the highest part density and lowest crack appearance for each
material. Samples presented in Figs. 3 and 4 were carried out with a
standard Gaussian distribution beam shape. The validated simulation
results can be seen in Fig. 3 for CM247LC and in Fig. 4 for IN713LC,
respectively.

The decision to employ such a detailed and complex multiphysical
model as an optimization tool was not only driven by the need to
investigate the beam configuration’s influence on cooling rates, but
to also simultaneously identify (and avoid) any unwanted printing
errors during the optimization process. This capability is shown here
by example of the so-called balling defect. A first round of testing was
carried out using the same laser power of 452 W for both investigated
4

alloys. The experimental results of three single tracks produced side-
by-side by scanning IN713LC powder can be seen in Figs. 5 and
6, where three exemplary cross sectional views and a top view are
provided respectively. It is noticeable, that balling occurred, where the
liquid metal tends to agglomerate rather than to wet the underlying
substrate. These conditions lead to the formation of melt spheres with
high contact angles, exhibiting poor penetration of the substrate and a
weld of unconnected sphere-like beads [33]. This surface tension force-
driven phenomenon is usually associated with the Plateau–Rayleigh
capillary instability [34]. Further proving the adaptability and accuracy
of the here presented model, a simulation of this process condition
was carried out and is provided in Fig. 7. The calculation and material
properties used are the same as in the validation case (cf. Table 1),
except for the lower input laser power. The formation mechanism be-
hind the characteristic weld beads of unconnected, spherical structures
shown in Figs. 6 and 7 can also be observed in the simulation, which is
shown in Fig. 8, where the effect of evaporation-induced recoil pressure
was deliberately excluded from the simulation to clearly show that
this is a purely surface-tension driven phenomenon (as opposed to
the humping mechanism, which could lead to a similar weld bead).
The melt pool at the beginning of the process is very shallow and
has a flat interface to the underlying colder substrate. Due to the low
thermal conductivity of the surrounding inert gas and powder, most
of the heat is dissipated downwards into the bulk material. Due to
the larger temperature gradient at the bottom of the melt pool, more
cooling takes place in this region and thus the top remains liquid for
longer time and heat accumulates in this region. Because of the inverse
relationship between surface tension and temperature, the resulting
force will cause a contraction (inwards-pointing force) of the melt pool,
pushing it into the characteristic spherical shapes. The phenomenon is
further amplified, as the formation of spherical melt structures inhibits
cooling and promotes heat accumulation (a). The surface tension force
holding together the melt agglomeration drags the liquid along with
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Fig. 4. Validation against experiment for IN713LC: (a) Experimental cross section. (b) Cross section resulting from the simulation.
Fig. 5. Cross sectional views of single track experiments with IN713LC, laser power P = 452 W, scanning velocity 𝑣𝑠 = 750 mm
s

, hatch distance 𝑑ℎ = 100 μm and powder thickness
𝑡𝑝 = 50 μm.
the moving heat source (b). After some time, the sphere solidifies from
below, slowly halting the movement of the bead (c) and causing the
first sphere to separate from the remaining melt pool (d). Its surface
tension is now providing a force acting across the liquid bridge between
the first and second sphere (d), also preventing the second sphere from
moving. After complete separation has occurred and with increased
accumulated heat input, the laser effectively penetrates the substrate,
resulting in a larger shared interface between the melt pool and the
substrate. Thus, in turn, creating a multidirectional (as opposed to only
vertical) heat sink, mitigating the heat accumulation at the top of the
weld bead that leads to the aforementioned phenomenon (e–f). The
process now reaches a steady state with subsequently forming spheres
not being dragged along and remaining smaller than the first one,
leading to a periodic distribution of spherical structures (cf. top view
in Fig. 7). The steady state exhibits the typical (idealized) phenomenon
associated with Plateau–Rayleigh capillary instability [34].

In a similar way, other process defects could potentially be identi-
fied, e.g., the model was recently used to simulate pore formation [6].
Another example is the unwanted phenomenon of spatter [35], which
could also be predicted by the model, as both the dynamics of metal
vapor and shielding gas and the associated entrainment of liquid are
fully resolved. However, given the low depth-to-width ratio of the
investigated process, and therefore the absence of a keyhole (merely
a mild vapor depression is present), spatter only plays a minor role.

3. Parameter study and beam shape optimization

A major issue in additive manufacturing of nickel-based superalloys
is the appearance of cracks induced by thermal stresses during solidifi-
cation in the final part. The high susceptibility to solidification cracking
is associated with the high amount of Al and Ti within the alloys.
According to [36], Ni-based superalloys are classified as non-weldable
when exhibiting concentrations of Al and Ti above 6% wt., as is the case
with both CM247LC and IN713LC. Non-weldability can be taken as a
measure of non-printability in this context [37]. A reduction of these
5

Fig. 6. Top view of the single track experiments seen also in Fig. 5.

defects was sought after in the course of the EU-funded CUSTODIAN [4]
project through appropriate beam shaping using MPLC technology.
As a result of conducting metallurgical investigations in a preceding
study within the CUSTODIAN project [38], it was identified that the
defect density increases drastically, when the material is cooled down
rapidly from its melted state. More specifically a rapid cooling inside
a well-defined temperature range, known as the brittle temperature
region (where the alloy’s phases coexist in a so-called mushy zone),
contributes greatly to crack formation. The nucleation and crystalline
growth at different locations inside this region results in a morphology
where growing crystals are surrounded by a liquid melt at the grain
boundaries. This temperature range usually lies a few hundred degrees
below the liquidus temperature. By rapidly cooling the melt, the liquid
melt does not have time to back-fill all of the intermittent spaces
created by tensile stresses caused by contraction of the material [36].

Following the validation of the simulation model in Section 2.2, a
parameter study was carried out in order to obtain appropriate beam
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Fig. 7. Single track simulation: Top view and exemplary cross sections with IN713LC, P = 452 W.
Fig. 8. Single track simulation of PBF-LB/M of IN713LC, P = 452 W: (a)–(c) Formation of first spherical agglomeration. (d)–(f) Formation of subsequent agglomerations.
shapes for a dual beam setup for each of the investigated materials in
Section 3.3 and Section 3.4.

3.1. Optimization methodology

In order to avoid micro-structural damage to the final part, an
approach to reduce the cooling rates, 𝑑𝑇

𝑑𝑡 , in the most susceptible
temperature range, by means of laser beam shaping, was pursued.
More details on the calculation of the cooling rates and their usage is
presented in Section 3.2.

A secondary goal was to achieve a welded cross section with a high
width-to-depth ratio, as this was also found to reduce the probability
of cracking. The crack susceptibility is greater in a deep and narrow
melt pool [39], because in this case the thermal gradients are oriented
parallel to the free surface, where the movement of the material is
restricted. In the case of a shallow melt pool, the surface of the mushy
6

zone can move freely when experiencing tensile stresses and thus help
reduce their concentration in the solidified substrate.

The scanning speed in Sections 3.3 and 3.4 is not varied from the
value of 𝑣𝑠 = 750 mm

s used in Section 2.2 for the validation against
experiments.

3.2. Calculation of cooling rates for comparative study

The cooling rates are calculated at run-time at every point (cell-
center) where material has previously been molten and its temperature
is passing the brittle temperature range [38] during the course of the
simulation. To limit the amount of data to be stored, only the maximum
value of 𝑑𝑇

𝑑𝑡 during the entire simulation is stored. Furthermore, to
enable a quick quantitative comparison between simulated processes
with differing melt pool sizes, the cooling rates are discretized in bins
and the volume of material being cooled within these bins, 𝑉 ( 𝑑𝑇 ), is
𝑑𝑡
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Fig. 9. Cooling rate curves using different primary beam.
Fig. 10. Cross sections using different primary beams used for width-to-depth ratio (W/D) comparison.
Table 2
Configurations for investigations on primary beam influence on
CM247LC.
Spot diameter on
work-piece surface d (μm)

Laser power P (W)

176 452
352 800
528 1000

summed up and plotted. The bin size was carefully chosen to find a
compromise between spurious data smoothing and noise. The resulting
curves are then compared to each other, as is shown for example for
different sized laser spots in Fig. 9. A certain beam combination is
regarded as superior in terms of cracking susceptibility, if the geometric
center of its plot curve is shifted towards the origin of the graphs
relative to other process conditions.

3.3. Beam shape optimization on CM247LC

Before adding a secondary beam to the process, the influence of
changing primary beam size and power was investigated. Two larger
spot sizes were investigated (see Table 2), while adjusting the power to
keep the penetration depth similar. The resulting cooling rates in the
brittle temperature region from 1523 K to 1673 K [38] were plotted
and then compared to the reference condition. This is shown in Fig. 9
and the respective cross sections in Fig. 10.
7

An investigation of even larger spot sizes was deemed unnecessary
due to the limitations in power of real-world laser systems, the inaccu-
racy introduced by larger spots and the clear trend that was observed.
These trends led to the conclusion that larger illuminated areas at
similar intensities lead to lower cooling rates and more favorable cross
sections (enforced by the condition of keeping the penetration depth
similar).

A main strategy followed during CUSTODIAN consists of pre- and/or
post-heating the powder and/or substrate to further reduce the risk
of solidification crack appearance. Due to the high scanning speeds
necessary in PBF-LB/M and the utilization of random scan patterns,
there was a need for a beam geometry that is rotationally symmetric.
This requirement aimed to avoid the rotation of the laser head, which
was beyond the scope of the project.

Several experiments were conducted, which determined that a uni-
directional scanning strategy cannot be used and therefore asymmet-
rical shapes are not possible. As shown in Fig. 11, when employing
a unidirectional scanning direction without rotation between layers,
noticeable swelling occurs in the topmost layers, leading to an inten-
sified cracking phenomenon. Avoiding rotation between layers leads
to a cracking tendency along the build direction. For this reason, the
secondary beam was chosen to be circular, concentric to the primary
beam and of tophat energy distribution as depicted in Fig. 12.

The pairings of primary and secondary beams are summarized in
Table 3. These values resulted from careful evaluation of efficiency and
restrictions in form of maximum available power, recyclability of the
powder, surface area of the samples, as well as accuracy. After a few
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Fig. 11. Cross section analysis of CM247LC processed by different scanning strategies; bidirectional + alternated (LEFT), and unidirectional + no alternance between layers (RIGHT).
Process parameters: laser power P = 452 W, scanning velocity 𝑣𝑠 = 750 mm

s
, hatch distance 𝑑ℎ = 100 μm and powder thickness 𝑡𝑝 = 50 μm.
Fig. 12. Sketch of primary and secondary beam combination layout.

test runs, it became evident that a large secondary spot with enough
intensity to preheat the powder and substrate, without actually melting
the powder, is favorable in terms of avoiding high cooling rates. That
is why secondary spots with large radii and higher power than their
coupled primary spots were used. The results of the simulations using
the aforementioned laser beam pairings are presented in Figs. 13–18,
where cooling rate plots and cross sections are shown.

In conclusion, it can be inferred that the size of the secondary
beam has an impact on the extent of pre- and post-heating during the
process, and it is advisable to select a larger size within the limits of the
available power. This increase in energy input results in a larger portion
of the melted volume experiencing lower cooling rates, provided that
the intensity of the secondary beam is appropriately selected. However,
it was found that the influence of the secondary beam, despite requiring
more power, is not as pronounced as the size and power of the primary
beam.
8

Table 3
Parameter combinations investigated on CM247LC (best beam combination highlighted
in the last row)

Primary spot
diameter on
work-piece
surface 𝑑1 (μm)

Primary laser
beam power
𝑃1 (W)

Secondary spot
diameter on
work-piece
surface 𝑑2 (μm)

Secondary
laser beam
power 𝑃2 (W)

176 452 5700 3000
176 452 6000 3000
176 452 5700 2800
176 452 5700 2600
176 452 3000 1000
352 800 5400 2300
352 800 5400 2700
528 1000 1000 100
528 1000 2000 400
528 1000 3000 900
528 1000 4000 1600
528 1000 5000 2500
528 1000 4500 2500

The optimal beam combination, considering technological and other
limitations, that results in reduced cooling rates and an optimized cross
sectional shape, is highlighted in bold lettering in Table 3.

3.4. Beam shape optimization on IN713LC

Using the same simulation tool and appropriately changed material
properties (see Fig. A.25) a further parameter study has been conducted
on the nickel based superalloy IN713LC. Its chemical composition is
summarized in Table A.4.

The simulated domain’s geometry and meshing, as well as the
general laser parameters, remained unchanged, as shown in Table 1
(note the modification in primary beam power to prevent balling in
the reference condition).

As this alloy presents comparable material properties to CM247LC, a
similar trend in the parameter study was expected, which was validated
by simulating the process using one larger primary spot size and
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Fig. 13. Cooling rate curves different secondary beams paired with a 176 μm primary beam.
Fig. 14. Cross sections related to conditions in Fig. 13.
Fig. 15. Cooling rate curves different secondary beams paired with a 352 μm primary beam.
two different secondary beam pairings. The higher power needed for
the primary beam however implies less power was available for the
secondary beam. The larger primary beam has a spot size of 528 μm
and uses 1100 W of power.

The resulting cooling rate plot is shown in comparison to the
respective reference condition in Fig. 19. For this material the brittle
temperature range is defined from 1213 K to 1571 K [38]. The resulting
9

cooling rate plots for the tested dual beam configurations can be found
in Fig. 20.

In conclusion, the trends for cooling rate reduction and minimiz-
ing the risk of solidification cracking remain consistent for IN713LC,
similar to CM247LC. The optimal values differ slightly due to a higher
primary beam power requirement for IN7LC, as explained in Sec-
tion 2.2.
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Fig. 16. Cross sections related to conditions in Fig. 15.

Fig. 17. Cooling rate curves of different secondary beams paired with a 528 μm primary beam.

Fig. 18. Cross sections related to conditions in Fig. 17.
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Fig. 19. Cooling rate plot of a larger primary beam compared to the reference condition.
Fig. 20. Cooling rate plot of selected dual beam configurations.
Fig. 21. IN713LC sample produced by one of the tailored beam shapes.
Fig. 22. CM247LC sample produced by one of the tailored beam shapes.
11
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Fig. 23. Processing of 5 × 5 mm of CM247LC: (a) Melt pool top surface colored by temperature, vapor depression and vapor plume during track 6 of 49. (b) Final, solidified top
surface of 5 × 5 mm sample (after 49 scan tracks). (c) Top surface of corresponding experiment.
Fig. A.24. Temperature-dependent values for density, 𝜌, specific heat capacity, 𝑐𝑝, and thermal conductivity, 𝜅, [32,40] and surface energy, 𝜎 [41–43], of CM247LC.
3.5. Validation of the cracking phenomenon improvement through 3D print-
ing tests

In order to verify the optimized results obtained from the simu-
lations, using beam shapes defined within CUSTODIAN, 3D printing
tests were carried out at part scale. A custom optical bench (MPLC)
was developed and installed in the PBF-LB/M machine, enabling the
modification of the beam shapes. This setup was installed and tested
in the above mentioned laboratory facilities. A process parameter map-
ping was carried out over both materials (CM247LC and IN713LC) by
varying scanning speed, laser power, line offset, layer height, scanning
strategy, and primary and secondary beam power ratio. Cross section
were then produced and analyzed. Figs. 21 and 22 display the best
results obtained in the process parameter mapping of both materials.
However, it was observed that cracks were still evident specifically
on the bottom and top areas of the sample. Nevertheless, a fairly
dense structure was observed at mid-thickness with the number of
cracks greatly reduced in comparison to the material processed under
a standard single beam setup. In conclusion, significant improvement
in the cracking behavior has been achieved, especially in the mid-part
region of the processed samples where large cracks with open faces are
less frequent. However, further studies must be conducted to reduce
crack formation on the top and bottom areas of the sample. To further
decrease crack occurrence, the here-presented methodology should
be applied to explore more advanced, asymmetrical beam shapes in
subsequent studies, once the limitations regarding laser head rotation
are overcome.

4. Outlook: Simulation of multi track process

To demonstrate the suitability of the above-presented simulation
model to simulate large-scale processes, processing of a 5 × 5 mm
12
layer of CM247LC consisting of 49 tracks of alternating direction
is simulated. The process parameters (velocity, power, powder bed
height) are unchanged from those listed in Table 1. Fig. 23 shows the
results of this simulation and the corresponding experiment. To the best
knowledge of the authors, no process of this scale has ever been sim-
ulated taking into account fluid flow phenomena such as evaporation
and vapor plume movement and compressible fluid flow. Due to the
FVM approach and an adaptive meshing strategy, the simulation was
completed within approximately 130 h on an eight core AMD Ryzen 7
2700 CPU. Considering that defects, such as the above-discussed balling
defect, are the result of fluid flow phenomena, where effects such as
surface tension, evaporation, etc. cannot be neglected, it is important
to bring multiphysical models, which are currently at most used for the
simulation of single scan tracks, towards the part scale.

5. Conclusion

• A methodology to improve an existing PBF-LB/M process through
beam shaping using a passive optical element based on MPLC
technology was presented.

• An optimization loop using a multiphysical simulation model to
find appropriate beam shape combinations is presented, over-
coming the problem of unfeasibility of experiments within the
proposed approach.

• The capability of the multiphysical simulation to identify process
defects is highlighted at the example of the balling defect, which
is identified both in simulation and experiment at insufficient
energy input.

• A PBF-LB/M process was optimized with the aim of reducing
solidification cracking susceptibility, through the introduction of

a secondary, low-intensity heat source aimed at reducing cooling



Additive Manufacturing 77 (2023) 103793C. Zenz et al.
Fig. A.25. Temperature-dependent values for density, 𝜌 [43], specific heat capacity, 𝑐𝑝, thermal conductivity, 𝜅, [44] and surface energy, 𝜎 [41–43], of IN713LC.
rates, observing a trend of larger spot sizes leading to a reduced
probability of crack formation, mostly at the expense of accuracy.

• The effectiveness of the optimized beam shapes was proven in ex-
periments, where crack density was reduced to near-zero, which
was not possible using only a single Gaussian laser beam.

• An outlook over the capabilities of the model in terms of part-
scale simulations was presented, reflecting the adaptability, flexi-
bility and efficiency of this generically programmed multiphys-
ical simulation tool to be used for process optimization under
industrially relevant conditions.

• The here-presented methodology is especially interesting for in-
dustrial application due to the low investment costs required
to upgrade an existing process through retrofitting and as no
experimental optimization study is needed, with simulations be-
ing sufficiently fast to run on a standard desktop computer.
Future work should focus on larger parameter spaces regarding
the beam shape definitions, including statistical methods to re-
duce the number of high-fidelity multiphysical simulations to be
performed.
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Table A.4
Chemical composition of investigated alloys [38].

C Cr Co Mo W Ta Nb Al Ti Hf Zr B Ni

CM247LC 0.07 8.0 9.3 0.5 9.5 3.2 5.6 0.7 1.4 0.010 0.015 bal.
IN713LC 0.05 12.0 4.5 2.0 5.9 0.6 0.1 0.01 bal.
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Appendix. Material properties

See Table A.4 and Figs. A.24 and A.25.
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