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A B S T R A C T

This paper presents the development of accurate map-based models for characterizing a new Dual Source
Heat Pump prototype. This unit includes three braze plate heat exchangers and a round tube fin heat
exchanger, allowing the unit to select different operating modes such as heat pump, chiller, and domestic
hot water production using as source the ground or air. Therefore, due to the hybrid typology of this unit
and the possibility of reversing the cycle, this work covers the main heat pump and refrigeration equipment
technologies currently available on the market (air source and ground source units). The modeling strategy
selected has been to provide several polynomial expressions to predict the performance of these units, i.e.,
compressor energy consumption and condenser and evaporator capacities. This approach allows obtaining
accurate, compact, and easy-to-implement models for developing dynamic models of more complex systems
where this type of unit – the heat pump – is an integrated part of the system. Currently, a clear example of this
modeling strategy can be found in characterizing one of the main components installed in these machines, the
compressor. The AHRI-540 standard specifies a polynomial model as a function of evaporating and condensing
temperatures. In this sense, for the characterization of heat pumps, the polynomials developed depend only
on the unit’s external variables, so they can be useful in many scenarios, obtaining direct feedback on the
heat pump performance when developing a dynamic model to optimize system control strategies or to develop
techno-economic studies. In this case, the hybrid typology of this unit makes it particularly relevant to optimize
the control to manage the type of source to be used (air or ground), allowing the development of a more
efficient and sustainable technology by selecting the most adequate source in terms of performance. This
study focuses on obtaining the polynomial expressions that minimize the number of terms while simultaneously
minimizing prediction error. By carefully selecting the most significant terms and suitable transformations in
the characterized variables, the goal is to prevent overfitting, minimize potential extrapolation or interpolation
errors and obtain polynomial expressions that can be fitted with small experimental samples. For this purpose,
a detailed model implemented in a commercial software for heat pump characterization has been used, with
which a large number of simulation results were generated. These simulation results include a fine meshing
working map of the unit that allowed us to analyze the relationships between the characterized and external
variables.
1. Introduction

The modeling of heat pumps and refrigeration equipment can be
beneficial when analyzing more complex systems where such units are
integrated. In recent years, the ability to model their behavior has
become even more relevant with the current growth of new cooling
and heating technologies with variable speed components, where the
design and analysis of suitable control strategies is essential in order
to cover the user demand by maintaining a high working efficiency of
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the unit. In this sense, characteristics of a desirable model are simplic-
ity and dependence on parameters that can easily define an average
user and be monitored in real installations. Hamilton [1] presented
a classification for air conditioning equipment models, differentiating
between ‘‘equation-fit’’ models (empirical models) and ‘‘deterministic’’
models (theoretical models). Therefore, heat pump models also can
be generally classified in terms of the degree of complexity and em-
piricism. Some of them can provide simple correlations as black-box
models to directly predict heat pump performance (�̇�𝑐 , �̇�𝑒, �̇�𝑐) in
steady-state conditions. Other models can develop a more detailed
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Nomenclature

Acronyms

AIC Akaike Information Criterion
ccp Correlation coefficient of Pearson
CV𝑅𝑀𝑆𝐸 Coefficient of Variation of the RMSE
DHWA Domestic Hot Water Air operating mode
DHWG Domestic Hot Water Ground operating

mode
DHWU Domestic Hot Water User operating mode
DSHP Dual Source Heat Pump
MRE Maximum Relative Error (%)
pccp Partial correlation coefficient of Pearson
RH Relative Humidity (%)
RMSE Root Mean Square Error (W)
SA Summer Air operating mode
SG Summer Ground operating mode
WA Winter Air operating mode
WG Winter Ground operating mode

Symbols

𝑑𝑇𝑐 Temperature difference of the secondary
fluid across the condenser (K)

𝑑𝑇𝑒 Temperature difference of the secondary
fluid across the evaporator (K)

𝑓𝑐 Compressor frequency (Hz)
𝑓𝑓𝑎𝑛 Fan speed (%)
�̇�𝑟𝑒𝑓 Refrigerant mass flow rate (kg/s)
𝑛 Compressor speed (rps)
𝑃𝑎𝑡𝑚 Atmospheric pressure. 1.013 (bar)
𝑃𝑒 Evaporation pressure (bar)
𝑃ℎ,𝑢𝑠𝑒𝑟 Circulation pump hydraulic power, user

loop (W)
𝑃ℎ,𝑔𝑟𝑜𝑢𝑛𝑑 Circulation pump hydraulic power, ground

loop (W)
�̇�𝑐 Condenser capacity (W)
�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 Cooling capacity (W)
�̇�𝑒 Evaporator capacity (W)
�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 Heating capacity
𝑅𝐻 Relative humidity (%)
𝑇𝑎𝑖 Air inlet temp. to the RTPFHx (◦C or K)
𝑇𝑐 Dew point condensation temperature (◦C)
𝑇𝑐𝑖 Inlet temperature of the secondary fluid to

the condenser (◦C or K)
𝑇𝑐𝑜 Outlet temperature of the secondary fluid

to the condenser (◦C or K)
𝑇𝑒 Dew point evaporation temperature (◦C)
𝑇𝑒𝑖 Inlet temperature of the secondary fluid to

the evaporator (◦C or K)
𝑇𝑒𝑜 Outlet temperature of the secondary fluid

to the evaporator (◦C or K)
𝑉𝑠 Compressor swept volume (m3)
𝑤𝑎𝑖 Humidity ratio at RTPFHx inlet conditions

(kg𝑤𝑎𝑡𝑒𝑟∕kg𝑑𝑟𝑦 𝑎𝑖𝑟)
�̇�𝑐 Compressor energy consumption (W)
�̇�𝐷𝑆𝐻𝑃 DSHP energy consumption (W)

definition, modeling its components. In past years, some detailed simu-
lation tools have assisted heat pump manufacturers. Some examples of
these simulation tools are the ORNL Heat Pump Design Model [2], the
2

�̇�𝑓𝑎𝑛 Fan energy consumption (W)
�̇�𝑔𝑟𝑜𝑢𝑛𝑑,𝑝𝑢𝑚𝑝 Circulation pump energy consumption,

ground loop (W)
�̇�𝑝𝑎𝑟 Parasitic consumption (W)
𝑤𝑠𝑎𝑡 Humidity ratio at saturated conditions

(kg𝑤𝑎𝑡𝑒𝑟∕kg𝑑𝑟𝑦 𝑎𝑖𝑟)
�̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 Circulation pump energy consumption, user

loop (W)
𝛥𝑤 𝑤𝑎𝑖 −𝑤𝑠𝑎𝑡 (kg𝑤𝑎𝑡𝑒𝑟∕kg𝑑𝑟𝑦 𝑎𝑖𝑟)
𝛥𝑤′ max[𝑤𝑎𝑖 −𝑤𝑠𝑎𝑡, 0] (kg𝑤𝑎𝑡𝑒𝑟∕kg𝑑𝑟𝑦 𝑎𝑖𝑟)
𝛿𝑇𝑒 Difference temperature between primary

and secondary loop in the evaporator
(temperature approach) (K)

𝜂𝑐 Compressor efficiency (%)
𝜂𝑝 Circulation pump motor efficiency (%)
𝜂𝑣 Volumetric efficiency (%)
𝜉 Compressor heat losses (%)
𝜌𝑠 Refrigerant density at compressor suction

conditions (kg/m3)

CYCLE_D-HX software [3], the VapCyc and Coil Designer software [4–
6], or the simulation tool IMST-ART [7,8], where the heat pump unit
is implemented by defining its individual components (commonly with
the data extracted from the manufacturer’s catalog). However, the
main problem with these advanced tools is their restricted applica-
tion, mainly intended for use during the design stage of the unit. In
this sense, using empirical models can provide greater flexibility by
increasing the number of possible scenarios where they can be applied.

Related to the equation-fit model, they are commonly developed as
black-box models by regression analysis and experimental data. The
main advantages of these typologies are a higher prediction accuracy
for the adjusted experimental domain and a very low computational
time. Fortunately, the unit performance is continuous with only smooth
trends, so polynomial models are usually efficient functionals to de-
scribe them. In this sense, compressors, which are the basis for the heat
pump performance, are very well studied in such types of empirical
models. It is well known that AHRI polynomials [9] can characterize
their performance (�̇�𝑐 , �̇�𝑟𝑒𝑓 ) by using a 10-term and third degree
polynomial as a function of condensing and evaporating temperatures.
Latest studies [10,11] have developed a more detailed analysis focused
on the most appropriate polynomial model, obtaining more compact
models with the same accuracy but depending on evaporation and
condensation pressures. In the compressor field, evaporation and con-
densation temperatures or pressures can be suitable parameters if the
main objective is to develop a compressor model that can be imple-
mented as a model component. But, to develop a polynomial model
for heat pump performance, the main problem is that these variables
are internal parameters and therefore unknown (commonly, such mea-
surements are only monitored in research). However, evaporation and
condensation temperatures are dependent on boundary conditions at
the evaporator and condenser side. Therefore, polynomials based on
the external parameters, i.e., source/sink temperatures, should be able
to characterize the unit performance.

Allen [12] already presented the idea of employing second-order
polynomials with the evaporator and condenser outlet temperatures
(secondary fluid, 𝑇𝑒𝑜 and 𝑇𝑐𝑜) to predict the full load performance
(evaporator capacity and energy consumption of chillers, �̇�𝑒 and �̇�𝑐).
For example, the evaporator capacity was defined by adjusting Eqs. (1)
and (2).

̇ 2 2
𝑄𝑒 = 𝑎0 + 𝑎1𝑇𝑒𝑜 + 𝑎2𝑇𝑐𝑜 + 𝑎3𝑇𝑒𝑜𝑇𝑐𝑜 + 𝑎4𝑇𝑒𝑜 + 𝑎5𝑇𝑐𝑜 (1)
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And in a similar way, the energy consumption:

�̇�𝑐 = 𝑏0 + 𝑏1𝑇𝑒𝑜 + 𝑏2𝑇𝑐𝑜 + 𝑏3𝑇𝑒𝑜𝑇𝑐𝑜 + 𝑏4𝑇
2
𝑒𝑜 + 𝑏5𝑇

2
𝑐𝑜 (2)

where the coefficients 𝑎𝑖 and 𝑏𝑖 are calculated by regression adjustment
to experimental results.

Thus, this simple kind of model can provide the ability to include
the heat pump unit as a simple component when a more complex
system layout must be implemented. As reported by [13], such ‘‘map-
based’’ models are most widespread in dynamic simulation programs
like TRNSYS, ESP-r, EnergyPlus, and MATLAB/Simulink.

Similarly to Allen’s model, other authors have published other
polynomial models. For example, Tabatabaei [14] characterize the
performance in air source heat pumps as a function of air temperature.
Afjei [15] provided similar functions to Hamilton implemented as
TRNSYS type, but for heat pump applications (prediction of condenser
capacity and energy consumption). This same methodology is employed
inside EnergyPlus [16], for the evaporator capacity, while for the
consumption, a polynomial for the Energy Input to cooling output
Ratio (EIR), i.e., the inverse of COP, was employed instead of energy
consumption (Eqs. (3) and (4)). The output of these correlations is
multiplied by the reference performance to give the full-load cooling
capacity or energy consumption at specific temperature operating con-
ditions (i.e., at temperatures different from the reference temperatures):

�̇�𝑒

�̇�𝑒,𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
= 𝑎0 + 𝑎1𝑇𝑒𝑜 + 𝑎2𝑇𝑐𝑖 + 𝑎3𝑇𝑒𝑜𝑇𝑐𝑖 + 𝑎4𝑇

2
𝑒𝑜 + 𝑎5𝑇

2
𝑐𝑖 (3)

𝐸𝐼𝑅
𝐸𝐼𝑅𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒

= 𝑏0 + 𝑏1𝑇𝑒𝑜 + 𝑏2𝑇𝑐𝑖 + 𝑏3𝑇𝑒𝑜𝑇𝑐𝑖 + 𝑏4𝑇
2
𝑒𝑜 + 𝑏5𝑇

2
𝑐𝑖 (4)

However, the main problem with these kind of models is that they
only take into account the variation of the inlet (or outlet) temperatures
of the secondary fluid to the evaporator and the condenser. So, the
space of the independent variables domain is only 2D. As is described
above, the usual procedure used by these authors was to characterize
the performance at full load and then apply a correction for part load
operation.

Unfortunately, new refrigeration and heat pump units are cur-
rently incorporating variable speed compressors and also variable speed
circulation pumps and fans. Therefore, the characterization of new
and future equipment with so many independent variables must be
include more than two independent variables. In this sense, only a few
authors have included improvements to the previous models. Ruschen-
burg [17], according to results in [18], updated Afjei’s model con-
sidering the mass flow change in sink. So, Ruschenburg also defined
second-order polynomials selecting the evaporator inlet temperature
and substituting the condenser outlet by the condenser mean tem-
perature to predict the condenser capacity and COP in heat pump
applications (Eqs. (5) and (6)).

�̇�𝑐 = 𝑎0 + 𝑎1𝑇𝑒𝑜 + 𝑎2𝑇𝑐,𝑚𝑒𝑎𝑛 + 𝑎3𝑇𝑒𝑜𝑇𝑐,𝑚𝑒𝑎𝑛 + 𝑎4𝑇
2
𝑒𝑜 + 𝑎5𝑇

2
𝑐,𝑚𝑒𝑎𝑛 (5)

𝐶𝑂𝑃 = 𝑏0 + 𝑏1𝑇𝑒𝑜 + 𝑏2𝑇𝑐,𝑚𝑒𝑎𝑛 + 𝑏3𝑇𝑒𝑜𝑇𝑐,𝑚𝑒𝑎𝑛 + 𝑏4𝑇
2
𝑒𝑜 + 𝑏5𝑇

2
𝑐,𝑚𝑒𝑎𝑛 (6)

On the other hand, the studies from [19,20] provide correlations
including compressor speed as an additional variable. In [20], the
functionals obtained for air source heat pumps were second-order
polynomials as a function of condenser outlet temperature, air inlet
temperature and compressor speed (Eqs. (7) and (8)).

�̇�𝑐 = 𝑎0 + 𝑎1𝑇𝑎𝑖 + 𝑎2𝑇𝑐𝑜 + 𝑎3𝑓𝑐 + 𝑎4𝑇𝑎𝑖𝑇𝑐𝑜 + 𝑎5𝑓𝑐𝑇𝑎𝑖 + 𝑎6𝑓𝑐𝑇𝑐𝑜 + 𝑎7𝑇
2
𝑎𝑖+

𝑎8𝑇
2
𝑐𝑜 + 𝑎9𝑓

2
𝑐

(7)

�̇�𝑐 = 𝑏0 + 𝑏1𝑇𝑎𝑖 + 𝑏2𝑇𝑐𝑜 + 𝑏3𝑓𝑐 + 𝑏4𝑇𝑎𝑖𝑇𝑐𝑜 + 𝑏5𝑓𝑐𝑇𝑎𝑖 + 𝑏6𝑓𝑐𝑇𝑐𝑜 + 𝑏7𝑇
2
𝑎𝑖+

𝑏8𝑇
2
𝑐𝑜 + 𝑏9𝑓

2
𝑐

3

(8)
As we can see, the current models in the literature include from 1
to 3 independent variables. Unfortunately, this number of parameters is
still insufficient because current units with variable speed components
have a 5D domain (compressor speed, sink/source temperatures, and
sink/source mass flow rate).

On the other hand, it is important to remark on the importance
of using simple and compact models in heat pump applications. For
example, the use of dynamic models allows the analysis of different
control strategies [21–25] to optimize performance for air conditioning
systems in buildings depending on the cooling and heating demands
and the climatic region. Such dynamic models require direct feed-
back related to the heat pump component, where the abovementioned
polynomial models can be implemented in a simple way predicting
the heat pump performance depending on the external parameters.
Another interesting challenge can also be using these models as soft-
sensors [26] or for fault detection [27–30]. In the first case, the use
of pre-fitted polynomial equations allows substituting physical sensors,
such as electrical power meters or Coriolis flow meters, by predicting
the electrical energy consumption or condenser and evaporator capaci-
ties with the polynomial models and complementing the information
monitored in real installations. On the other hand, if these physical
sensors are available, these measurements can be compared with the
value provided by the pre-fitted polynomials and obtain direct feedback
between the expected performance for a specific value of the external
variables and the current performance measured, allowing to detect
possible deviations caused by faults.

Against this background, the present study aims to analyze the most
suitable polynomial models to predict the performance in current units
considering this increase in the number of independent variables. They
will be developed as a function of the external parameters in order to
increase applicability. In this sense, this work aims to answer relevant
questions such as which are the external variables to be included
in the polynomial model depending on the operating mode, analyze
the performance dependence on the selected external variables, and
determine the most appropriate polynomial expressions to minimize
prediction errors. The unit selected in this analysis is a new prototype
of Dual Source Heat Pump (DSHP) with reverse cycle capability. Some
questions regarding how this new typology of unit works will be
included in the study to improve the understanding of how the models
have been developed. As will be seen in the following sections, the
operating modes in which the unit operates can be extrapolated to the
main types of heat pumps and chillers currently available on the market
(air source and ground source equipment). Consequently, this study is
not only focused on modeling a specific unit, allowing the results of
this work to be extended to other types of units and providing relevant
results to the heat pump field.

2. Methodology

As already shown in Section 1, the topic analyzed in this work is at
present poorly developed. It comprises a limited number of publications
by some authors considering very simple units with a limited number
of boundary variables. As previously mentioned, current units include
a large number of variable speed components and the number of inde-
pendent variables that determine the unit performance has increased.
Therefore, the main problem is that there is currently no clear method-
ology for characterizing units with a large number of independent
variables. In the field of current heat pump units, these variables
include, for example, the frequency of the compressor, selected by the
unit to cover the required user demand, or the supply temperature
to the building, whose value will depend on the thermal load to be
compensated and the season of the year.

Another challenge is the required information. The development of
accurate polynomial models requires a huge dataset to describe the
behavior of the unit under different working conditions. They allow
the unit performance to be characterized over the entire working map.
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As will be described below, the first problem when characterizing
systems with 5 variables is the size of the experimental sample to be
obtained. The second problem is that we need to know the type of
mathematical expression to use in the polynomial model, which will
be defined mainly by the relationship between the independent vari-
ables and the variables we wish to characterize (response variables).
Therefore, to be sure of using an adequate polynomial model, an ideal
scenario would be to generate the complete performance maps for the
unit characterized.

Unfortunately, this implies considering a high number of levels in
the independent variables and performing a fine mesh grid of points
for the experimental domain considering a complete full factorial test
plan. For example, selecting a system with 5 independent variables and
5 levels would produce a total of 3125 experimental test points. This
means that the required experimental matrices include a large number
of points and, in most cases, are impossible to obtain in the laboratory
due to limited economic resources and time.

Due to the abovementioned problems, the approach used in this
work has been to substitute the classical experimental campaigns with
simulation results. For this purpose, the commercial software IMST-
ART was selected to obtain a detailed model of the DSHP by modeling
its internal components. By using this detailed model, the complete
performance maps of the unit were generated for the analysis of the
performance dependence with the external variables in order to explore
the best polynomial expressions and adjust them to the simulated
results. The prediction errors for the final models have been evaluated
by using the Maximum Relative Error (MRE), the Root Mean Square
Error (RMSE) and the Coefficient of Variation of the RMSE (CV𝑅𝑀𝑆𝐸),
i.e. the ratio of the RMSE to the mean of the response variable. Since
this paper aims at generating the models from simulated results, there
is no final adjustment to experimental data. This will be part of a
future research work, where the polynomial models presented here will
be complemented with an analysis of how to set up the experimental
matrices and where to place the test points in the working domain
by using Design of Experiments methodologies (DoE), and how to
readjust the models of this work using experimental results to increase
its accuracy.

A brief summary of the following sections is presented in order
to assist the reader in understanding how this work is structured.
Section 3 includes a brief description of the DSHP, highlighting the
possible operating modes and the working range of the unit. Section 4
briefly describes how the detailed model of the DSHP was developed
in the IMST-ART software necessary to generate the simulation results.
Finally, Section 5 includes a complete description of how the polyno-
mial models have been obtained and Section 6 a brief summary of the
prediction errors.

3. DSHP unit

GSHP (Ground Source Heat Pump) systems have demonstrated
superior efficiency compared to traditional air-to-water heat pumps.
Urchueguía [31] conducted research and found that GSHP systems
can lead to an impressive reduction of up to 40% in annual electric-
ity consumption compared to conventional air-to-water heat pumps.
Nevertheless, a primary challenge with GSHPs is their substantial
initial investment cost. In this sense, an alternative strategy involves
integrating GSHP systems with an additional thermal source through
hybrid systems. The Dual Source Heat Pump analyzed in this work,
which combines ground and air as heat sources, offers two fundamental
benefits. Firstly, by incorporating an air heat exchanger, it becomes
possible to significantly reduce the size of the ground heat exchanger,
leading to a notable reduction in the overall system cost. Secondly, by
optimizing the system’s operation, the flexibility to choose the most
appropriate heat source can result in a significantly improved seasonal
performance, removing for instance defrost cycles typically required in
air source heat pumps installed in cold regions.
4

w

Table 1
DSHP components.

Component Manufacturer Hydraulic loop Size

Compressor XHV-025a Copeland – 25 cm3

BPHE F85 SWEP User 1.08 m2

BPHE F80AS SWEP Ground 1.08 m2

BPHE B26 SWEP DHW 0.656 m2

RTPFHx – Air 38.56 m2

Liquid receiver – – 6.6 l
EEV E2V14 Carel – 8.3 kW (R410a)

a Originally designed for R410A. Oil changed to POE32 according to manufacturer’s
recommendations.

The DSHP analyzed in this work is one of the three prototypes
designed inside the framework of the GEOTeCH project [32]. Specif-
ically, this first prototype helped set an initial design to improve
subsequent prototypes. Some of the main problems were defining a
suitable interconnection typology and their manage for the internal
components – finally implemented on the refrigerant side – the number
of heat exchangers required according to the desired operating modes,
and sizing the components for the required nominal heating capacity
defined in the project. The main characteristics of this first prototype
are the following:

• Reversible unit with Plug&Play construction.
• Domestic Hot Water (DHW) production.
• Nominal heating capacity: 8 kW.
• Refrigerant: R32.

In particular, this prototype was designed by the Italian company
HiRef [33] in collaboration with the Institute for Energy Engineer-
ing (IUIIE) located at the Polytechnic University of Valencia (UPV).
This unit includes a Round Tube Plate Fin Heat exchanger (RTPFHx)
and three Braze Plate Heat Exchangers (BPHEs) connected in parallel
with a suitable interconnection of solenoid valves and check valves
in the refrigeration circuit. This configuration allows selection of the
desired source/sink interconnecting the Heat eXchangers (HXs) with an
inverter scroll compressor and the Electronic Expansion Valve (EEV).
Additionally, a liquid receiver is installed at the condenser outlet to
store any liquid refrigerant that will be excess to requirements in
some modes and operating conditions. Therefore, the HP operates with
a subcooling of ≈0 K and the EEV sets a constant superheat of 5
K at the suction pipe. The current design makes the unit especially
flexible, being able to switch the most advantageous source from an
efficiency point of view – especially in medium climates – and including
variable speed components to adapt to different heating loads and
different temperature variations efficiently. Table 1 shows a summary
of the main components installed in this unit and Fig. 1 includes the
final Plug&Play solution. The following two subsections will show the
temperature ranges in which this machine can work and the operating
modes available in this unit and depending on the operating conditions
and the selected source/sink.

3.1. Operating conditions

The operating conditions of the DSHP have been set in terms of
user side and source/sink side, as they were defined in the Deliverable
4.1 [34] of the GEOTeCH [32] project, Table 2.

These temperature values are used to define the range conditions
that need be evaluated to characterize the performance of this unit and
they represent the maximum temperature range in which the system
will work.

As an example, for low temperature heating (radiant floor), the
water temperature to the user side (production of the heat pump) is
expected to be somewhere between 35 and 40 ◦C. In this situation,

hen the ground source is selected, the brine temperature to the heat
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Fig. 1. DSHP unit.
Table 2
Operating conditions (secondary fluid values)a.

Primary operation (Secondary operation is
DHW with user side 50–55 ◦C)

User Temp. (◦C) Source/sink Temp. (◦C)
(COLD CLIMATE)

Source/sink Temp. (◦C)
(WARM CLIMATE)

Ground Air Ground Air

Heating-low temperature (radiant floor) 35/40 −5/10 5/15 5/20 5/20
Heating-medium temperature
(convector/radiator)

40/45 −5/10 5/15 5/20 5/20

Heating-high temperature (radiator) 45/55 −5/10 5/15 5/20 5/20
Winter-
DHW

50/55 −5/10 5/20 5/20 5/25

Cooling-high temperature (radiant surface) 18/26 10b/30 18/30 10/35 18/40
Cooling-medium temperature (air handling) 12/16 10b/30 18/30 10/35 18/40
Cooling-low temperature
(air handling & dehumidification)

6/10 10b/30 18/30 10/35 18/40

Summer-
DHW

50/55 10b/30 18/30 10/35 18/40

a User temp. defined as supply temp. and ground and air temp. as return (borehole) and air inlet (coil) temp.
b Free-cooling for brine temperatures below 10 ◦C.
pump is expected to vary between −5 and 10 ◦C (cold climate), and
between 5 and 15 ◦C in the air, when the heat pump works with the
air source.

3.2. Operating modes

In order to cover all demands, the DSHP is able to operate in nine
different working modes, which are summarized in Table 3. They are
primarily classified depending on the season: when the system operates
in summer mode, it will work as a chiller; when it operates in winter
mode, it will work as a heat pump.

The unit is also able to operate in free-cooling conditions when
the return temperature from the borehole loop is lower than 10 ◦C.
However, this extra mode is not included in Table 3 because in this
5

condition, the unit is switched off and the present work only analyzes
the working maps of the unit. Moreover, modes 6S, 6W and 7S and
7W corresponds to the same type of heat pump, i.e, the unit works
with the same heat exchangers as condenser and evaporator, but in
different season. Modes 6S and 6W corresponds to domestic hot water
production selecting the air as source. Modes 7S and 7W supplies
also domestic hot water but selecting the ground as source. Therefore
there are a total of 7 different operating modes if we consider only
the different heat exchanger connection when the unit selects the
condenser and evaporator.

According to Table 3, the unit is provided with three Brazed Plate
Heat Exchanger (BPHEs) to cover the User and DHW demands and for
the heat transfer in the Ground side. Then, a Round Tube Plate Fin Heat
exchanger (RTPFHx) is also installed for the heat transfer in the air side.
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Fig. 2. DSHP basic diagram.
Table 3
Operating modes.

Mode Summer Mode Winter

Condenser Evaporator Condenser Evaporator

Heating & Cooling
1-SAa Air User 4-WAf User Air
2-SGb Ground User 5-WGg User Ground

DHW & Cooling
3-DHWUc DHW User

Domestic Hot Water
6S-DHWAd DHW Air 6W-DHWAd DHW Air
7S-DHWGe DHW Ground 7W-DHWGe DHW Ground

a SA: Summer Air.
b SG: Summer Ground.
c DHWU: Domestic Hot Water User.
d DHWA: Domestic Hot Water Air.
e DHWG: Domestic Hot Water Ground.
f WA: Winter Air.
g WG: Winter Ground.

Fig. 2 shows a simple diagram of the DSHP including the appointed heat
exchangers.

Finally, a brief description is given below for the 9 operating modes
to better understand how the unit works:

• Mode 1: SUMMER (AIR). The unit is working as a chiller, so
producing chilled water at the internal heat exchanger (USER
in Fig. 2). Condensation occurs at the air-to-refrigerant Heat
eXchanger (HX) (AIR in Fig. 2).

• Mode 2: SUMMER (GROUND). The unit is working as a chiller,
so producing chilled water at the internal heat exchanger (USER
in Fig. 2). Condensation occurs at the brine-to-refrigerant HX
(GROUND in Fig. 2).

• Mode 3: SUMMER (DHW - USER). The unit is working as a chiller,
so producing chilled water at the internal heat exchanger (USER
in Fig. 2). Condensation occurs at the dedicated BPHE (DHW in
Fig. 2). The nomenclature DHW - USER refers to the fact that the
6

DHW is produced employing the USER (internal circuit) as the
heat source. In this mode, the system is producing chilled water
and DHW at the same time. The DHW production is therefore
conditional on the existence of the cooling load.

• Mode 4: WINTER (AIR). The unit is working as a heat pump,
so producing hot water at the internal heat exchanger (USER in
Fig. 2). Evaporation occurs at the air-to-refrigerant HX (AIR in
Fig. 2).

• Mode 5: WINTER (GROUND). The unit is working as a heat
pump, so producing hot water at the internal heat exchanger
(USER in Fig. 2). Evaporation occurs at the brine-to-refrigerant
HX (GROUND in Fig. 2).

• Mode 6S: SUMMER (DHW - AIR). The unit is working in summer
conditions as a heat pump, so producing DHW at the dedi-
cated BPHE (DHW in Fig. 2). Evaporation occurs at the air-to-
refrigerant HX (AIR in Fig. 2). The nomenclature DHW - AIR
refers to the fact that the DHW is produced employing AIR as
the heat source. DHW production is therefore independent of the
building’s thermal load with no chilled water production.

• Mode 7S: SUMMER (DHW - GROUND). The unit is working in
summer conditions as a heat pump, so producing DHW at the
dedicated BPHE (DHW in Fig. 2). Evaporation occurs at the brine-
to-refrigerant HX (GROUND in Fig. 2). The nomenclature DHW -
GROUND refers to the fact that the DHW is produced employing
the brine coming from the ground as the heat source. DHW
production is therefore independent of the building’s thermal load
with no chilled water production.

• Mode 6W: WINTER (DHW - AIR). The unit is working in winter
conditions as a heat pump, so producing DHW at the dedi-
cated BPHE (DHW in Fig. 2). Evaporation occurs at the air-to-
refrigerant HX (AIR in Fig. 2). This mode is identical to Mode 6S
but the operating temperatures will be remarkably different.

• Mode 7W: WINTER (DHW - GROUND). The unit is working in
winter conditions as a heat pump, so producing DHW at the
dedicated BPHE (DHW in Fig. 2). Evaporation occurs at the brine-
to-refrigerant HX (GROUND in Fig. 2). This mode is identical
to Mode 7S but the operating temperatures will be remarkably
different.
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𝑚

Fig. 3. Steps to obtain polynomial models.
4. DSHP detailed model

This section introduces the detailed model of the DSHP developed
for each operating mode in the commercial simulation tool IMST-
ART. The main objective of this detailed model was to generate the
complete working maps of the unit as a virtual test and then, to
find better empirical equations for the characterization of the unit
performance. The simulation software used is IMST-ART but any other
simulation software can be generally considered to obtain simulation
data for the complete unit map (e.g., VapCyc or CYCLE_D-HX). This
tool has been validated in many studies, such as [35–38], where the
experimental results for different HP technologies have been compared
with experimental tests conducted in the laboratory under steady-state
conditions. Commonly, the prediction errors in IMST-ART are between
5% and 10% of MRE when comparing performance simulation results
with experimental results. As concerns the DSHP detailed model, it
was implemented by being provided with all the geometric and per-
formance data for the individual components installed in the DSHP to
IMST-ART (compressor, HX, etc.). As mentioned above, the DSHP can
operate 7 working modes. Therefore, seven models were implemented
in the IMST-ART software selecting the corresponding heat exchangers
available in each operating mode.

The data for every individual component was extracted from the
manufacturers’ catalogs. Manufacturers usually have their own soft-
ware where they include information related to their products, for
example, the performance curves of circulation pumps [39,40], the
geometric parameters and performance of heat exchangers [41], or the
swept volume, energy consumption, and mass flow rate of the com-
pressor [42]. The option selected for the compressor submodel was to
introduce the compressor performance as AHRI polynomials, including
the compressor frequency as an additional independent variable. The
model reported by [43] – suitable for rotary compressors and also for
scroll compressors [10] – was selected for this purpose. It includes the
following functionals:

First of all, a nominal frequency (50 Hz) is selected adjusting Eqs.
(9) and (10) for the prediction of the compressor power input (�̇� ∗

𝑐 )
and the mass flow rate (�̇�∗

𝑟𝑒𝑓 ) at this frequency as a function of the
condensing and evaporating temperatures (𝑇𝑐 and 𝑇𝑒):

̇ ∗𝑟𝑒𝑓 = 𝑎0 + 𝑎1𝑇𝑒 + 𝑎2𝑇𝑐 + 𝑎3𝑇𝑒𝑇𝑐 + 𝑎4𝑇
2
𝑒 + 𝑎5𝑇

2
𝑐 (9)

�̇� ∗ = 𝑏 + 𝑏 𝑇 + 𝑏 𝑇 + 𝑏 𝑇 𝑇 + 𝑏 𝑇 2 + 𝑏 𝑇 2 (10)
7

𝑐 0 1 𝑒 2 𝑐 3 𝑒 𝑐 4 𝑒 5 𝑐
The equations above includes the main terms of the map-based
models defined in the standard [9]. These terms are the linear predic-
tors (𝑇𝑒, 𝑇𝑐), quadratic terms (𝑇 2

𝑒 , 𝑇 2
𝑐 ) and the first order interaction

term (𝑇𝑒 × 𝑇𝑐) of the condensation temperature and the evaporation
temperature.

Then, Eqs. (11) and (12) correct the other compressor frequencies
(𝑓𝑐) to the performance at the nominal frequency (𝑓 ∗

𝑐 ):

𝑘𝑀 =
�̇�𝑟𝑒𝑓

�̇�∗
𝑟𝑒𝑓

= 𝑐0 + 𝑐1(𝑓𝑐 − 𝑓 ∗
𝑐 ) + 𝑐2(𝑓𝑐 − 𝑓 ∗

𝑐 )
2 (11)

𝑘𝑃 =
�̇�𝑐

�̇� ∗
𝑐

= 𝑑0 + 𝑑1(𝑓𝑐 − 𝑓 ∗
𝑐 ) + 𝑑2(𝑓𝑐 − 𝑓 ∗

𝑐 )
2 (12)

Finally, in order to introduce the compressor submodel in ART, the
abovementioned equations were recomposed as a set of second-order
AHRI polynomials by considering different discretized levels for the
value of the compressor speed.

5. DSHP polynomial models

Once the operation of the DSHP and the detailed model developed
to generate the operating maps have been introduced, this section will
focus on performing the polynomial models from the analysis of the
simulation results. It includes the best strategy for selecting the inde-
pendent variables, the range covered in the simulation maps, and an
analysis of the observed trends ending with the model construction. A
simple representation of the abovementioned workflow is represented
in Fig. 3.

5.1. Response variables and independent variables in the DSHP

The performance of a vapor compression heat pump or refrigera-
tion equipment is characterized by three response variables: condenser
capacity (�̇�𝑐), evaporator capacity (�̇�𝑒) and compressor or unit energy
consumption (�̇�𝑐 or �̇�𝐻𝑃 ).

At the same time, in variable speed units, the value of the per-
formance will be a function of the compressor frequency (𝑓𝑐) and
the operating conditions at the evaporator and condenser heat ex-
changers (HXs). Therefore, the independent variables to model the
performance are the compressor frequency and a set of variables that
fix the boundary conditions for the condenser and the evaporator.
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Regarding the boundary conditions in the HX, there are two possible
pproaches in order to select the independent variables this includes:

On the one hand, we can select the independent variables in the
rimary loop as evaporation and condensation temperatures. This is
he common approach used, for example, in the characterization of
he main component in HPs, the compressor. Nevertheless, the use of
ondensation and evaporation temperatures has the disadvantage of
eeding measurements in the refrigerant loop. These measurements are
onitored by researchers in the laboratory but they are not usually

vailable in real installations.
Then, on the other hand, another approach is to select the indepen-

ent variables in the secondary loop. In this situation, the boundary
onditions for the condenser or evaporator are characterized by only
wo independent variables, and these variables can be any combination
f the three variables controlled in the secondary loops: inlet and
utlet temperatures, and mass flow rate. This corresponds to the normal
peration of these units. The source/sink conditions and user demand,
ogether with the compressor frequency, set the condensation and
vaporation temperatures in the refrigerant loop.

Therefore, due to the fact that secondary loop variables are usually
onitored in real installations and are easy to measure, they will

e selected as independent variables in order to construct the final
orrelations for the characterization of the performance in this unit. In
his sense, the final models will depend only on the external variables,
hich will make it easier to use in many possible scenarios.

Now, we are going to identify the set of independent variables
or the DSHP. The following subsection describes the independent
ariables involved in the process for the main operating modes, Winter
round or Winter Air modes, when the DSHP works as a brine-to-water
P or air-to-water HP.

.1.1. Winter ground and winter air modes
Fig. 4 shows a schematic diagram for Winter Ground mode includ-

ng the independent variables in the hydraulic loops (User and Ground
oops), the response variables of interest (�̇�𝑐 , �̇�𝑒 and �̇�𝑐) and the
ompressor frequency (𝑓𝑐).

In this operating mode, the HP works as a geothermal HP. For that
eason, the independent variables are the compressor frequency, the
ass flow rate in the hydraulic loops (controlled by the frequency of

he circulation pumps), the return temperature in the Ground BPHE
𝑇𝑒𝑖, this is the brine return temperature from the borehole HX) and
he supply temperature in the User BPHE (𝑇𝑐𝑜, this is the hot water

supply temperature to the building).
This set of 5 independent variables can be selected in order to

model the performance of the unit. However, the independent variables
highlighted in red in the figure above were the independent variables
selected to model the performance in this operating mode.

The temperature difference across the BPHE (𝑑𝑇𝑐 and 𝑑𝑇𝑒) in the
secondary loops was selected rather than the mass flow rate because, in
real installations, the inlet and outlet temperatures are usually always
measured and monitored while mass flow rate is seldom measured. This
8

is an equivalent representation of the mass flow rate in the secondary
loops. When we increase or decrease the velocity of the circulation
pumps, the values of 𝑑𝑇𝑐 and 𝑑𝑇𝑒 also decrease or increase for a given
apacity. Both 𝑑𝑇𝑐 and 𝑑𝑇𝑒 are defined as positive, i.e. 𝑑𝑇𝑐 = 𝑇𝑐𝑜 − 𝑇𝑐𝑖
nd 𝑑𝑇𝑒 = 𝑇𝑒𝑖 − 𝑇𝑒𝑜.

Additionally, the outlet temperature in the secondary side of the
PHE (𝑇𝑒𝑜) was also selected rather than 𝑇𝑒𝑖 in the evaporator and
eeping 𝑇𝑐𝑜 in the condenser. Due to the fact that the BPHEs in this
nit always work in counter-current, the secondary outlet temperatures
re a better representation of the evaporation or condensation temper-
tures, which set the refrigerant conditions in the HXs and therefore
he performance of the unit.

Selecting the 5 independent variables described above (𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒,
𝑐𝑜 and 𝑑𝑇𝑐), Eqs. (13)–(15) allow to the performance of the DSHP to
e calculated to include the effect of the auxiliary components:
Winter Ground - Performance including the auxiliary compo-

ents

̇ ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = �̇�𝑐 (𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑜, 𝑑𝑇𝑐 ) +
[

𝜂𝑝 ⋅ �̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 − 𝑃ℎ,𝑢𝑠𝑒𝑟
]

(13)

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�𝑒(𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑜, 𝑑𝑇𝑐 ) −
[

𝜂𝑝 ⋅ �̇�𝑔𝑟𝑜𝑢𝑛𝑑,𝑝𝑢𝑚𝑝 − 𝑃ℎ,𝑔𝑟𝑜𝑢𝑛𝑑
]

(14)

̇ 𝐷𝑆𝐻𝑃 = �̇�𝑐 (𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑜, 𝑑𝑇𝑐 ) + �̇�𝑝𝑎𝑟 + �̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 + �̇�𝑔𝑟𝑜𝑢𝑛𝑑,𝑝𝑢𝑚𝑝

(15)

On the one hand, the variables �̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 and �̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 are the capacities
including the heat injected by the circulation pumps, where �̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔
rejects the heat from the condenser to the User and �̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 absorbs
the heat from the Ground in the evaporator. Then, �̇�𝐷𝑆𝐻𝑃 is the total
electrical consumption of the unit and it is calculated by adding the
parasitic and circulation pumps consumption to the compressor energy
consumption.

On the other hand, the highlighted parts in the equations above
are the variables �̇�𝑐 , �̇�𝑐 and �̇�𝑒 and they exclude the effect of the
auxiliary components. As mentioned above, they have been selected as
response variables to obtain the empirical models reported in this work.
If we exclude the effects of the auxiliary components over the response
variables, we will simplify the construction of the response models.
Related to these effects, only implies a minor correction over �̇�𝑐 , �̇�𝑐 ,
and �̇�𝑒 parameters. The characterization of the auxiliary components is
also included in the supplementary material, and the equations above
together with the expressions defined in the supplementary material
allows the effect of the auxiliary components to be included in the
empirical models developed.

Now, setting aside the Winter Ground mode and focusing on the
Winter Air mode, Fig. 5 shows the variables involved in the process
when the unit works as an air-to-water HP.

This figure includes the same independent variables selected in
Winter Ground with the exception of the variables which relate to the
evaporator. In Winter Air, the unit works with the Round Tube Plate Fin
Heat Exchanger (RTPFHx) as the evaporator and therefore the variables
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Fig. 5. Winter Air: Response and control variables.
𝑒𝑜 and 𝑑𝑇𝑒 are replaced by the air temperature at the inlet of the
TPFHx (𝑇𝑒𝑖) and the frequency of the fan (𝑓𝑓𝑎𝑛). Furthermore, the
elative humidity (𝑅𝐻) is an extra variable to take into account.

Due to the fact that the RTPFHx works as an evaporator, it may
nvolve condensation of humid air – sensible and latent capacity – on
he heat transfer surfaces when the external wall surfaces of the round
ubes are below the corresponding dew point temperatures. As will
e seen in Section 5.4, the inclusion of 𝑅𝐻 as an extra independent
ariable will be necessary in the calculation of the capacities and it is
xcluded from the compressor energy consumption.

Taking into account the selected independent variables (𝑓𝑐 , 𝑇𝑒𝑖,
𝑓𝑓𝑎𝑛, 𝑅𝐻 , 𝑇𝑐𝑜 and 𝑑𝑇𝑐), Eqs. (16)–(18) are the expressions to calculate
the performance including the effect of the auxiliary components:

Winter Air - Performance including the auxiliary components

�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = �̇�𝑐 (𝑓𝑐 , 𝑇𝑒𝑖, 𝑓𝑓𝑎𝑛, 𝑅𝐻, 𝑇𝑐𝑜, 𝑑𝑇𝑐 ) +
[

𝜂𝑝 ⋅ �̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 − 𝑃ℎ,𝑢𝑠𝑒𝑟
]

(16)

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�𝑒(𝑓𝑐 , 𝑇𝑒𝑖, 𝑓𝑓𝑎𝑛, 𝑅𝐻, 𝑇𝑐𝑜, 𝑑𝑇𝑐 ) (17)

�̇�𝐷𝑆𝐻𝑃 = �̇�𝑐 (𝑓𝑐 , 𝑇𝑒𝑖, 𝑓𝑓𝑎𝑛, 𝑇𝑐𝑜, 𝑑𝑇𝑐 ) + �̇�𝑝𝑎𝑟 + �̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 + �̇�𝑓𝑎𝑛 (18)

In this case, the electrical consumption of the circulation pump in
the evaporator side is replaced by the electrical consumption of the fan.
Eq. (17) can also be corrected by the heat injected of the fan. However,
in order to simplify the expression and following the guidelines of the
BS EN Standard 14511-3:2018 [44], a correction of the capacity with
the heat injected by fans is not required (It is expected to be low).

Then, like Winter Ground mode, the highlighted parts in the equa-
tions above (�̇�𝑐 , �̇�𝑐 and �̇�𝑒) will be the response variables correlated
in Winter Air mode and they exclude the effect of the auxiliary com-
ponents. The supplementary material also includes the characterization
of the fan.

5.1.2. Summer and DHW modes
The subsection above analyzes the independent variables selected in

the main operating modes, Winter Ground and Winter Air. As concerns
the remaining operating modes, Summer Ground, DHW Ground and
DHW User modes operate with two BPHEs as evaporator and condenser
(brine-to-water or water-to-water HP).

They will have the same schematic diagram as Winter Ground
(Fig. 4) but work with the corresponding hydraulic loops selected in
each operating mode (see Section 3.2). Therefore, they will include
the same independent variables as Winter Ground mode. Eqs. (13)–
(15) must be modified to include the correction with the corresponding
circulation pumps (this depends on the hydraulic loops selected).

Then, on the other hand, DHW Air mode operates with the RTPFHx
as the evaporator including the same independent variables as Winter
Air mode and replacing the User loop with the DHW loop in the con-
denser. Eqs. (16) and (18) must be modified including the correction
9

with the circulation pump in the DHW loop.
Finally, Fig. 6 is the schematic diagram for Summer Air mode, and
the only difference from Winter Air mode is that now the condenser
is the RTPFHx and the evaporator is the User BPHE. Therefore, it
will include the independent variables 𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑖 and 𝑓𝑓𝑎𝑛. The
relative humidity is not included as an independent variable because
there are no dehumidification conditions when the RTPFHx works as a
condenser.

Eqs. (19)–(21) are the expressions to calculate the performance
including the effect of the auxiliary components in Summer Air mode:

Summer Air - Performance including the auxiliary components

�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = �̇�𝑐 (𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑖, 𝑓𝑓𝑎𝑛) (19)

�̇�𝑐𝑜𝑜𝑙𝑖𝑛𝑔 = �̇�𝑒(𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑖, 𝑓𝑓𝑎𝑛) −
[

𝜂𝑝 ⋅ �̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 − 𝑃ℎ,𝑢𝑠𝑒𝑟
]

(20)

�̇�𝐷𝑆𝐻𝑃 = �̇�𝑐 (𝑓𝑐 , 𝑇𝑒𝑜, 𝑑𝑇𝑒, 𝑇𝑐𝑖, 𝑓𝑓𝑎𝑛) + �̇�𝑝𝑎𝑟 + �̇�𝑢𝑠𝑒𝑟,𝑝𝑢𝑚𝑝 + �̇�𝑓𝑎𝑛 (21)

5.2. Development of the virtual test database by using the DSHP detailed
model

Once we have identified all the independent variables for the 7
operating modes, the second step is to look for the functionals that are
able to predict the response variables (�̇�𝑐 , �̇�𝑒 and �̇�𝑐) with the highest
accuracy in the experimental domain.

For this purpose, researchers usually carry out experimental cam-
paigns in order to characterize the performance of units, such as
the characterization of refrigerating compressors in the 2-dimensional
space defined by the condensation and evaporation temperatures [9].

However, as we have identified in the subsections above the ex-
perimental domain for new heat pumps and refrigeration equipment is
increased because many of them incorporate variable speed compres-
sors and also variable speed circulation pumps and fans. In the DSHP,
this experimental domain is a 6-dimensional space in Winter Air and
DHW Air modes – RH is an extra parameter – and a 5-dimensional space
for the rest of operating modes (Winter Ground, Summer Ground, DHW
Ground, DHW User and Summer Air).

Unfortunately, the characterization of equipment with so many
independent variables cannot be completed exhaustively by experimen-
tation because of the huge amount of data required. The definition of
the experimental points to test will be a function of the number of
independent variables and the number of levels selected for each one.

For example, if we consider the Winter Ground mode with 5 in-
dependent variables, we will obtain the following full factorial test
plans:

• 3 levels for each variable ⇒ 35 = 243 test points.
• 4 levels for each variable ⇒ 45 = 1024 test points.
• 5 levels for each variable ⇒ 55 = 3125 test points.
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Fig. 6. Summer Air: Response and control variables.
Table 4
DSHP virtual tests.
𝑓𝑐 𝑇𝑐𝑜 or 𝑇𝑐𝑖 𝑑𝑇𝑐 or 𝑓𝑓𝑎𝑛 𝑇𝑒𝑜 or 𝑇𝑒𝑖 𝑑𝑇𝑒 or 𝑓𝑓𝑎𝑛 Virtual testsa

Hz ◦C 𝐾 or % ◦C 𝐾 or %

SA: (𝑓𝑐 , 𝑇𝑐𝑖 , 𝑓𝑓𝑎𝑛 , 𝑇𝑒𝑜 , 𝑑𝑇𝑒)
[30, 40, 50, 60, 70] [15, 21, 27, 33, 39] [20, 35, 50, 65, 80] [6, 9, 12, 15, 18] [2, 3, 5, 7, 9] 3125

SG: (𝑓𝑐 , 𝑇𝑐𝑖 , 𝑑𝑇𝑐 , 𝑇𝑒𝑜 , 𝑑𝑇𝑒)
[30, 40, 50, 60, 70] [6, 11, 16, 21, 26] [2, 3, 5, 7, 9] [6, 9, 12, 15, 18] [2, 3, 5, 7, 9] 3125

DHWU: (𝑓𝑐 , 𝑇𝑐𝑜 , 𝑑𝑇𝑐 , 𝑇𝑒𝑜 , 𝑑𝑇𝑒)
[30, 40, 50, 60, 70] [50, 52, 55, 58, 60] [5, 10, 20, 30, 40] [6, 9, 12, 15, 18] [2, 3, 5, 7, 9] 3125

WA: (𝑓𝑐 , 𝑇𝑐𝑜 , 𝑑𝑇𝑐 , 𝑇𝑒𝑖 , 𝑓𝑓𝑎𝑛)
[30, 40, 50, 60, 70] [35, 40, 45, 50, 55] [2, 3, 5, 7, 9] [4, 7, 11, 15, 19] [20, 35, 50, 65, 80] 3125

WG: (𝑓𝑐 , 𝑇𝑐𝑜 , 𝑑𝑇𝑐 , 𝑇𝑒𝑖 , 𝑑𝑇𝑒)
[30, 40, 50, 60, 70] [35, 40, 45, 50, 55] [2, 3, 5, 7, 9] [−5, 0, 5, 10, 15] [2, 3, 5, 7, 9] 3125

DHWA: (𝑓𝑐 , 𝑇𝑐𝑜 , 𝑑𝑇𝑐 , 𝑇𝑒𝑖 , 𝑓𝑓𝑎𝑛)
[30, 40, 50, 60, 70] [50, 52, 55, 58, 60] [5, 10, 20, 30, 40] [5, 11, 17, 23, 29] [20, 35, 50, 65, 80] 3125

DHWG: (𝑓𝑐 , 𝑇𝑐𝑜 , 𝑑𝑇𝑐 , 𝑇𝑒𝑖 , 𝑑𝑇𝑒)
[30, 40, 50, 60, 70] [50, 52, 55, 58, 60] [5, 10, 20, 30, 40] [−5, 2, 10, 18, 25] [2, 3, 5, 7, 9] 3125

a 5 levels for each of the 5 control variables ⇒ 55 = 3125 virtual tests by operating mode ⇒ Total virtual tests: 21875.
g

Considering therefore that the performance dependence with each
independent variable is not linear and it includes at least some cur-
vature, the number of levels to be considered should be around 4 or
5. This results in really large experimental matrices with around 1000
or 3000 test points, and in this unit these amount of points must be
tested in each of the 7 operating modes (around 7000 or 21000 test
points). Of course, it would be completely unfeasible to conduct a full
factorial plan, due to the significant amount of time and effort needed
and an alternative approach is required. However, current simulation
tools in the field of engineering bring us the opportunity to substitute
experimentation with simulation results. This allow us to generate a
huge amount of simulation data that would otherwise be impossible to
obtain by experimentation.

In this sense, the detailed model of the DSHP implemented in
the IMST-ART software was used to perform a virtual database with
simulation data for the entire working maps of the DSHP. The generated
database includes the full factorial for the 5 control variables, selecting
5 levels for each one.

Therefore, a high-resolution mesh grid of virtual tests for the re-
sponse surfaces was generated, allowing us to explore the better poly-
nomials to predict the HP performance.

Table 4 shows the levels selected – based on the operating ranges
introduced in Section 3.1 – for the independent variables in order to
simulate the full factorial plans and generate a virtual database with a
total of 21 875 points. The total number of virtual tests generated in
IMST-ART can be obtained as the full factorial for the total number of
control variables and their levels.

In Winter Air and DHW Air modes, the relative humidity was also
included as an independent variable in the polynomial models to take
into account the dehumidification process in the evaporator. However,
in order to decrease the number of simulation points, it is not included
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in the full factorial, and the humidity conditions in the air are fixed
as a dry and wet bulb temperature difference of 1 ◦C in air inlet
temperatures of less than 11 ◦C. Then, the humidity ratio corresponding
to the moist air conditions of 11(10) ◦C is fixed in air inlet temperatures
reater than 11 ◦C.

According to the methodology described above, Section 5.3 ex-
plores the best functionals for the polynomial models by using the
abovementioned virtual test database.

5.3. Exploring functionals with the virtual database

The development of an empirical polynomial model is not an easy
task and it involves the use of statistical and graphical techniques in
order to find a suitable functional to characterize the response variables
of interest. As mentioned above, the response variables selected are �̇�𝑐 ,
�̇�𝑐 and �̇�𝑒 and they will be characterized for the 7 operating modes.
Therefore, we need to find 21 polynomial equations to characterize the
performance of the DSHP. In order to describe the process appropriately
and obtain the best polynomial equations, this section includes the
construction of the polynomial models for the main operating mode,
Winter Ground. Furthermore, Section 5.4 describes how to include the
dehumidification effect in Winter Air for the characterization of the
capacities. A summary for the final polynomial models developed in
the 7 operating modes has been included as supplementary material.

5.3.1. Winter ground polynomial models
Starting with the characterization of the performance in Winter

Ground mode, the first thing to do is to explore the relationship
between the independent variables and the response variables.

Typically, matrix correlation plots are the most common graphs
to show this. For example, selecting �̇�𝑐 to start the analysis, Fig. 7
provides the correlation matrix for this response variable.
It includes the following information:
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Fig. 7. WG: Correlation matrix �̇�𝑐 .
• The density plots with the representation of the data distribution
for the independent and response variables (the diagonal of the
matrix). In these density plots, the 𝑦-axis is rescaled between
0 and 1, where the 𝑥-axis shows the data distribution for each
variable. In this sense, the independent variables show a single
density curve – we can observe the different levels considered –
to simplify the visualization. On the other hand, several density
curves have been included for each compressor frequencies in the
response variable (�̇�𝑐 , right lower corner plot). This will be useful
later when analyzing transformations on the response variable to
simplify the final models.

• Scatter plots with all the bivariate representations (at the lower
part of the diagonal). It also includes a linear adjustment for all
the data represented in each plot. These graphs are very useful
for analyzing the various dependencies between the response and
independent variables.

• Color series in the scatter plots. The selected variable to define
the series is the compressor frequency (𝑓𝑐). That is the main
independent variable, as we will soon see.

• The correlation coefficient of Pearson (𝑐𝑐𝑝) and the partial cor-
relation coefficient of Pearson (𝑝𝑐𝑐𝑝) (at the upper part of the
diagonal). These coefficients measure the level of correlation
between variables. They will be discussed in more detail later.

• Variable labels at the top (x-axis) and right side (y-axis). By
combining them, we can identify: the variables considered on the
scatter plot axes, the pair of variables to which the correlation
coefficients refer, and the variable considered in the density plots.

As we can see, only the last row and column provides us with
information about the relationship between �̇�𝑐 and the independent
variables. The other plots are the combination between independent
variables, and therefore it does not demonstrate any dependence. The
only dependence is presented in the plot 𝑇𝑒𝑜 vs. 𝑑𝑇𝑒. This is because
the real boundary variable in the normal operation of the unit, and
also the one selected to generate the full factorial in the virtual test, is
𝑇𝑒𝑖 (𝑇𝑒𝑜 = 𝑇𝑒𝑖 − 𝑑𝑇𝑒).

However, we obtained better results in the performance character-
ization when we took 𝑇𝑒𝑜 as the independent variable rather than 𝑇𝑒𝑖.
As previously discussed, the secondary outlet temperatures are a better
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representation of the evaporation and condensation temperature when
the BPHE work in counter-current, so we took 𝑇𝑒𝑜 as the independent
variable rather than 𝑇𝑒𝑖, and therefore it is included in the correlation
matrix.

First, we are going to analyze the results of the statistical coefficients
of Pearson. These two coefficients measure the relationship between
two continuous variables and show how strong this is. The value varies
between −1 and 1, with the following results:

• 1 indicates a strong positive relationship.
• −1 indicates a strong negative relationship.
• A result of zero indicates no relationship at all.

This helps us to identify which are the most important independent
variables. As given in Fig. 7, the main independent variable that fixes
the value of �̇�𝑐 is the compressor frequency with a strong positive rela-
tionship. This is consistent with the normal operation of compressors.
When the compressor speed is increased, the mass flow rate and the
electrical consumption also increase.

In this case, the values for the correlation coefficient and the par-
tial correlation coefficient among �̇�𝑐 and 𝑓𝑐 are 0.881 and 0.986.
The difference between them is that the partial correlation coefficient
measures the dependence between the response and one independent
variable, when the effect of the other independent variables is removed.
Therefore, it is a better statistical indicator when we have so many
independent variables, removing the interaction effect between them.
As we can see in the correlation matrix above, the value of the partial
correlation coefficient always indicates a stronger dependence com-
pared to the correlation coefficient in all the relationships between the
response and independent variables. As we will soon see, this value of
0.986 between �̇�𝑐 and 𝑓𝑐 will allow us to transform the response and
simplify the model construction.

The second main independent variable is 𝑇𝑐𝑜 which also has a strong
positive relationship with the compressor consumption (𝑝𝑐𝑐𝑝 = 0.948).
Once again, this result is to be expected, due to the fact that the
compressor installed in the DSHP is a scroll compressor. As has been
reported in [10], when the frequency remains constant, the electrical
consumption in scroll compressors is mainly fixed by the condensation
temperature (or condensation pressure). Now, if we set the boundary
conditions in the condenser, selecting the independent variables in the
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Fig. 8. WG: Correlation matrix �̇�𝑐 .
secondary loop, this dependence will be reproduced mainly by 𝑇𝑐𝑜 and,
to a lesser extent, 𝑑𝑇𝑐 . In this case, the 𝑝𝑐𝑐𝑝 of 𝑑𝑇𝑐 is −0.345 with a
slight negative dependence. When the value of 𝑑𝑇𝑐 is increased, the
mass flow rate in the secondary loop of the condenser decreases. So, for
a given supply temperature to the building, we have a slight reduction
in the condensation temperature and pressure ratio, a slight rise in the
compressor efficiency, and therefore a small reduction in �̇�𝑐 .

Then, regarding the independent variables relating to the evapora-
tor, we have a positive relationship between �̇�𝑐 and 𝑇𝑒𝑜 (𝑝𝑐𝑐𝑝 = 0.492,
a secondary dependence compared to 𝑓𝑐 and 𝑇𝑐𝑜), and a null or really
small effect with 𝑑𝑇𝑒 (𝑝𝑐𝑐𝑝 = 0.04). The effect of the evaporation
temperature/pressure on �̇�𝑐 was also analyzed in [10] for a large
number of scroll compressors, and it presented a positive (low range
of evaporation pressure) or negative relationship (middle range of
evaporation pressure). In this case, we obtained similar results for the
relationship between �̇�𝑐 and 𝑇𝑒𝑜: a positive relationship in the WG
mode (low range of 𝑃𝑒) and a negative relationship in SG mode with a
𝑝𝑐𝑐𝑝 = −0.596 (middle range of 𝑃𝑒).

From the discussion above we can say that, in WG mode, the
compressor consumption is mainly fixed by 𝑓𝑐 and 𝑇𝑐𝑜 with a strong
positive relationship. Then, we have a secondary positive dependence
with 𝑇𝑒𝑜 and small dependencies with 𝑑𝑇𝑐 (negative) and 𝑑𝑇𝑒 (really
small and slight positive).

These results can also be observed in the scatter plots of the corre-
lation matrix. Of course, having so many independent variables makes
identifying the relationships a complicated process. The clearest de-
pendencies can be seen for the main variables 𝑓𝑐 and then 𝑇𝑐𝑜. As
mentioned above, the first one shows a clear positive dependence and,
by selecting a specific level of frequency, we can observe a vertical
deviation due to the effect of the other independent variables. This
deviation is even greater as 𝑓𝑐 increases, and it is confirmed by the
density plot of �̇�𝑐 (The range on the 𝑥-axis of the density plot, the
right lower corner plot, increases at higher compressor frequencies).
Therefore, if we construct a polynomial model to correlate �̇�𝑐 , we
will need to consider some interaction terms with 𝑓𝑐 . Then, the scatter
plot of 𝑇𝑐𝑜 shows the same positive dependence with a high degree
of vertical deviation. In this case, thanks to the color series, we can
identify that this vertical deviation is mostly caused by 𝑓𝑐 .

Now, making the same analysis on �̇�𝑐 and �̇�𝑒, Figs. 8 and 9 shows
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the correlation matrices for the capacities.
According to the calculated values of the 𝑝𝑐𝑐𝑝, the order from the
most important variables (strong dependence) to secondary variables
(slight dependence) is:

• �̇�𝑐 ⇒ 𝑓𝑐 (0.977), 𝑇𝑒𝑜 (0.955), 𝑇𝑐𝑜(−0.567), 𝑑𝑇𝑒 (0.236) and 𝑑𝑇𝑐
(0.084).

• �̇�𝑒 ⇒ 𝑓𝑐 (0.963), 𝑇𝑒𝑜 (0.951), 𝑇𝑐𝑜(−0.752), 𝑑𝑇𝑒 (0.228) and 𝑑𝑇𝑐
(0.138).

Therefore, the main independent variable is still 𝑓𝑐 with the same
strong positive relationship. We have always obtained the same results
for all the response variables (�̇�𝑐 , �̇�𝑐 and �̇�𝑒) in the 7 operating modes.
However, for the capacities, the other main independent variable is
𝑇𝑒𝑜 rather than 𝑇𝑐𝑜. In this case, as has been reported in [10], the
mass flow rate in scroll compressors is mainly fixed by the evaporation
temperature for a given compressor speed, and therefore 𝑇𝑒𝑜 is now
the second main relationship concerning the capacities and, to a lesser
extend 𝑑𝑇𝑒.

Then, as concerns the condenser, 𝑇𝑐𝑜 presents a negative depen-
dence and 𝑑𝑇𝑐 a slight positive dependence.

On the one hand, when we have high values of hot water produc-
tion, the condensation temperature is also higher; therefore for a fixed
value of evaporation temperature, the pressure ratio increase and the
volumetric efficiency on the compressor is decreased, with a negative
effect on the capacities. On the other hand, as mentioned above, when
𝑑𝑇𝑐 is increased, the mass flow rate in the secondary loop of the
condenser decreases. So, we have a slight reduction in the condensation
temperature, a slight rise in the volumetric efficiency, and therefore a
small rise in the capacities.

Once a preliminary analysis of the relationships between the re-
sponse and the independent variables has been concluded, the second
step is to find a suitable polynomial model to reproduce them.

In this sense, the first model to test would be a simple linear model
including all the independent variables. This is the simplest model that
we can build, and it should always be the first step when we construct
a response surface model. Firstly selecting �̇�𝑐 to construct a response
surface model, Fig. 10 and Table 5 on the left side show the results for
the linear model. Moreover, they include the results of a second model
(stepwise model) that uses automatic term selection tools to simplify
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Fig. 9. WG: Correlation matrix �̇�𝑒.
Fig. 10. WG: Linear model and stepwise model.
the comparison between these two models. This second model will be
introduced later, when we finish analyzing the simple linear model.

Analyzing the results, we can establish that this first model, the
linear model, with so few terms is not able to predict �̇�𝑐 with good
accuracy. The graph predicted vs. experimental (Fig. 10-left) shows
high values for MRE, RMSE and CV𝑅𝑀𝑆𝐸 . In addition, we can see how
the represented points describe a parabola, which is indicative that
there are some non-linear relationships not explained by the model.
The latter can also be checked in the model’s diagnostic plots (Fig. 11).

The residuals vs. fitted plot also shows a parabolic dependence,
indicating that the residuals are not uncorrelated due to the unex-
plained relationships. Furthermore, the normal q-q plot indicates that
the residuals do not have a normal distribution. Hence, we need to
add more terms to the polynomial model in order to explain these
relationships.

Regarding the steps to add terms in a polynomial model, there are
different approaches which can be used.
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For example, it is possible to construct the model adding terms until
the added term is not statistically significant (forward regression). This
statistical significance is measured by the p-value considering that a
predictor should be included in the model when it has a p-value < 0.05.
Table 5 also includes the p-value of the predictors adding significance
stars to the calculated regression coefficients.

Then, the other option is to use the reverse method (backward re-
gression). In this case, we select a specific polynomial degree including
all the predictors in the model (linear terms, interaction terms, etc.).
Then, the predictors with highest p-value are removed iteratively until
only significant predictors remain.

In both cases, we get compact polynomial models able to predict
the response variable with a low deviation. It is important to note that
lower order terms should not be removed from the model before higher
order terms in the same independent variable, even if it shows a non
significant p-value [see 45, pg. 130-131].
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Fig. 11. WG: Linear model diagnostic plots.
Fig. 12. WG: Stepwise model diagnostic plots.
It is likely that the methods described above are useful in many
applications and provide us with a simple way to construct accurate
polynomial models. However, when we have a significant number of
independent variables, these methodologies become unwieldy.

In order to simplify the model construction when a significant
number of independent variables are involved in the modeled process,
a third option is to use the stepwise regression. In this case, the
model construction is carried out by an automatic procedure. This
method combines backward elimination and forward selection in a
criterion-based procedure.

Selecting this third option applied to a second-order polynomial
model and considering the Akaike (AIC) criterion, the stepwise regres-
sion procedure obtains the model provided in Fig. 10 and Table 5 on
the right side. The stepAIC() function [see 46, pg. 143] has been
used to facilitate the application of the stepwise regression procedure.

Let us now consider the results for this second model. We can see
that the values of MRE and RMSE have decreased significantly. More-
over, Fig. 12 shows a lower scale in the residuals with low grouping
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patterns and all the regression coefficients included in Table 5 are
statistically significant.

Regarding these regression coefficients, we can compare them with
the coefficients obtained at the beginning in the adjustment of the first
model. If we look at the sign of each of the coefficients in the simple lin-
ear model, we can see that they correspond to the sign obtained in the
calculation of the partial correlation coefficients of Pearson (Fig. 7). On
the other hand, the second model proposed does not keep this equality.
This is completely normal due to a greater number of predictors having
been introduced, which may include interaction terms and quadratic
terms for the same independent variable. This means that the effect of
an independent variable on the response variable is divided into several
terms of the model.

However, if we take a look at the total number of terms included
in the second model, we will notice that the stepwise methodology has
only eliminated one term (𝑑𝑇𝑐 ×𝑑𝑇𝑒), with a total of 20 regression coef-
ficients. It is possible that some terms provide little information despite
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Fig. 13. WG: �̇�𝑐 and �̇�𝑐∕𝑓𝑐 vs. pressure ratio.
Table 5
WG: Linear model and stepwise model coefficients.

�̇�𝑐 (W) (linear model) �̇�𝑐 (W) (stepwise regression model)

(𝐼𝑛𝑡.) −1.413e+04 (±1.92e+02)*** 7.096e+04 (±1.35e+03)***
𝑓𝑐 3.850e+01 (±2.26e−01)*** −2.704e+02 (±1.63e+00)***
𝑇𝑐𝑜 3.825e+01 (±4.53e−01)*** −3.918e+02 (±6.18e+00)***
𝑑𝑇𝑐 −1.310e+01 (±1.25e+00)*** 1.834e+02 (±8.66e+00)***
𝑇𝑒𝑜 7.286e+00 (±4.53e−01)*** −6.209e+01 (±5.62e+00)***
𝑑𝑇𝑒 1.500e+00 (±1.33e+00)* −1.498e+01 (±1.06e+01)**
(𝑓𝑐 2) 1.461e−01 (±2.28e−03)***
(𝑇𝑐𝑜2) 3.798e−01 (±9.11e−03)***
(𝑑𝑇𝑐 2) 4.150e−01 (±7.68e−02)***
(𝑇𝑒𝑜2) −2.150e−01 (±9.11e−03)***
(𝑑𝑇𝑒2) −1.318e−01 (±8.02e−02)**
𝑓𝑐 × 𝑇𝑐𝑜 7.586e−01 (±3.81e−03)***
𝑓𝑐 × 𝑑𝑇𝑐 −2.919e−01 (±1.05e−02)***
𝑓𝑐 × 𝑇𝑒𝑜 1.989e−01 (±3.81e−03)***
𝑓𝑐 × 𝑑𝑇𝑒 3.437e−02 (±1.12e−02)***
𝑇𝑐𝑜 × 𝑑𝑇𝑐 −5.157e−01 (±2.10e−02)***
𝑇𝑐𝑜 × 𝑇𝑒𝑜 5.586e−01 (±7.62e−03)***
𝑇𝑐𝑜 × 𝑑𝑇𝑒 1.297e−01 (±2.24e−02)***
𝑑𝑇𝑐 × 𝑇𝑒𝑜 −8.192e−02 (±1.98e−02)***
𝑇𝑒𝑜 × 𝑑𝑇𝑒 −9.163e−02 (±2.78e−02)***

Num.Obs. 3125 3125
R2 Adj. 0.978 1.000
AIC 37 089.8 23 799.3
MRE (%) 33.735 5.354
RMSE (W) 91.212 10.829
CV𝑅𝑀𝑆𝐸 (%) 4.835 0.574
Range (W) [890, 3558] [890, 3558]

a + p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001.
b Temperatures (K).
c Compressor frequency (Hz).

being statistically significant and the model can be further compacted,
but with a total of 20 coefficients the model obtains approximately 5%
of MRE. Removing terms will increase this error.

In this sense, applying a transformation in the response variable can
simplify the model construction and improve the prediction results.
This is a common technique used in regression models. For example,
the Box–Cox power transformation is commonly applied when models
violate the normality assumption [see 47, pg. 199-200]. Another possi-
bility is to carry out a transformation using the independent variables.
For this purpose, we need to know and understand the physical process
modeled.
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From the results obtained in the correlation matrices, we could
see that the most relevant independent variable is 𝑓𝑐 when we char-
acterize the compressor consumption and also the capacities, with a
strong positive dependence. Mainly, the compressor speed will fix the
refrigerant mass flow rate in the primary loop and hence the electrical
consumption in the compressor and the capacities. From the equations
to calculate the compressor efficiency and the volumetric efficiency,
Eqs. (22)–(24) show how to remove the main dependence of the
compressor speed in the unit performance:

�̇�𝑐 =
�̇�𝑟𝑒𝑓 𝛥ℎ𝑖𝑠

𝜂𝑐
⇒ �̇�𝑐 = 𝜌𝑠 𝑛 𝑉𝑠

𝜂𝑣
𝜂𝑐

𝛥ℎ𝑖𝑠 ⇒
�̇�𝑐
𝑛

= 𝜌𝑠 𝑉𝑠 𝛥ℎ𝑖𝑠
𝜂𝑣
𝜂𝑐

(22)

�̇�𝑐 = �̇�𝑟𝑒𝑓 𝛥ℎ23 ⇒ �̇�𝑐 = 𝜌𝑠 𝑛 𝑉𝑠 𝜂𝑣 𝛥ℎ23 ⇒
�̇�𝑐
𝑛

= 𝜌𝑠 𝑉𝑠 𝜂𝑣 𝛥ℎ23 (23)

�̇�𝑒 = �̇�𝑟𝑒𝑓 𝛥ℎ13 ⇒ �̇�𝑒 = 𝜌𝑠 𝑛 𝑉𝑠 𝜂𝑣 𝛥ℎ13 ⇒
�̇�𝑒
𝑛

= 𝜌𝑠 𝑉𝑠 𝜂𝑣 𝛥ℎ13 (24)

Therefore, a possible transformation to apply could be to divide the
response variables by 𝑓𝑐 , so we obtain �̇�𝑐∕𝑓𝑐 , �̇�𝑐∕𝑓𝑐 , and �̇�𝑒∕𝑓𝑐 as
new response variables. Fig. 13 shows the effect when we apply this
transformation, plotting �̇�𝑐 and �̇�𝑐∕𝑓𝑐 as a function of the pressure
ratio. Clearly, the major effects of 𝑓𝑐 are removed from the response
variable �̇�𝑐∕𝑓𝑐 . The figure on the left side shows different groups
or levels for the electrical consumption depending on the compressor
speed but, once the transformation is applied, the figure on the right
side shows how these levels converge in a single group with only a
slight dependence of the compressor speed.

At this time, it is important to keep in mind that, when a transfor-
mation is applied, the interpretations must be based on the transformed
variables, not on the original variables. Thus, it is recommended to
regenerate the correlation matrices and recheck the dependencies of
the new response variables with the independent variables. Figs. 14–16
are the correlation matrices generated for the new response variables.

If we look at the correlation matrices included above, we will
also see that the dependence on the compressor frequency has been
practically removed. Then, regarding the values of the pccp, we can see
that they increase for the rest of the independent variables, maintaining
the same sign. Therefore, the rest of the dependencies continue to
maintain the same trend with a greater significance.

Let us now include a final response surface model for the charac-
terization of �̇� ∕𝑓 rather than �̇� . In order to build it, the stepwise
𝑐 𝑐 𝑐
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Fig. 14. WG: Correlation matrix �̇�𝑐∕𝑓𝑐 .
Fig. 15. WG: Correlation matrix �̇�𝑐∕𝑓𝑐 .
regression method was applied considering a second-order polynomial
with a greater penalty in the terms of inclusion. The objective was
to include only the most relevant terms to obtain a compact poly-
nomial model without distribution patterns in the residuals plot. The
independent variable 𝑓𝑐 is also included in order to reproduce the
second-order dependencies that the transformation has not eliminated.
Moreover, an extra term (1∕𝑓𝑐) was also included to decrease the error
prediction. This coefficient corresponds to an interception term when
we recalculate �̇�𝑐 from �̇�𝑐∕𝑓𝑐 . Table 6, Figs. 17 and 18 include the
results for this last model.

As can be seen in the results included above, this last model im-
proves the results of the second model adjusted with a significant
reduction in the number of regression coefficients, with an MRE of
16
less than 2%. The values of MRE, RMSE and CV𝑅𝑀𝑆𝐸 have been
recalculated for the compressor consumption rather than �̇�𝑐∕𝑓𝑐 in
order to compare the results with the previous models adjusted. More-
over, Fig. 18 on the left side shows a lower scale in the residuals
without grouping patterns and the residuals have a normal distribution
(Fig. 18-right). These residuals have also been recalculated as values
for the compressor consumption.

Therefore, due to the fact that this last model has a lower predic-
tion error with only 12 coefficients, it has been selected as the final
model for the characterization of the compressor energy consumption
in Winter Ground. Regarding the capacities, if we apply the same steps
described above, we will obtain the same polynomial model but with
the interaction term 𝑇 ×𝑑𝑇 removed as a non significant term. These
𝑐𝑜 𝑐
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Fig. 16. WG: Correlation matrix �̇�𝑒∕𝑓𝑐 .
Table 6
WG: �̇�𝑐∕𝑓𝑐 model.

�̇�𝑐∕𝑓𝑐 (W/Hz)

(𝐼𝑛𝑡.) 1.162e+03 (±1.35e+01)***
(𝑇𝑐𝑜2) 7.612e−03 (±1.00e−04)***
𝑇𝑐𝑜 −6.997e+00 (±6.74e−02)***
(𝑇𝑒𝑜2) −3.968e−03 (±7.56e−05)***
𝑇𝑒𝑜 −1.214e+00 (±4.83e−02)***
𝑑𝑇𝑐 3.013e+00 (±7.38e−02)***
𝑑𝑇𝑒 3.174e−02 (±1.74e−03)***
𝑓𝑐 −1.602e−01 (±1.08e−02)***
(1/𝑓𝑐 ) 2.991e+02 (±2.53e+00)***
𝑇𝑐𝑜 × 𝑇𝑒𝑜 1.089e−02 (±7.90e−05)***
𝑇𝑐𝑜 × 𝑑𝑇𝑐 −1.029e−02 (±2.32e−04)***
𝑇𝑒𝑜 × 𝑓𝑐 1.125e−03 (±3.95e−05)***

Num.Obs. 3125
R2 Adj. 1.000
AIC −4384.6
MRE (%) 1.385
RMSE (W) 5.524
CV𝑅𝑀𝑆𝐸 (%) 0.293
Range (W) [890, 3558]

a + p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001.
b Temperatures (K).
c Compressor frequency (Hz).

results are summarized in supplementary material, together with the
models obtained for the rest of the operating modes.

5.4. Winter air polynomial models

In order to not extend the explanation, this subsection only includes
some special aspects to consider when we characterize an aerothermal
unit. This mainly relates to how to include the dehumidification effect
in the unit performance when the RTPFHx works as an evaporator.

This effect does not influence the characterization of the compressor
consumption, but it must be included in the characterization of the
capacities. It directly affects the evaporator capacity, increasing its
value due to the extra latent capacity when dehumidification conditions
are present. Then, this rise in the evaporator capacity will also modify
the value of the condenser capacity (�̇� = �̇� + 𝜉 �̇� ).
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𝑐 𝑒 𝑐
Fig. 17. WG: �̇�𝑐∕𝑓𝑐 model.

As in Winter Ground mode, the response variables characterized
have been �̇�𝑐∕𝑓𝑐 , �̇�𝑐∕𝑓𝑐 and �̇�𝑒∕𝑓𝑐 and the polynomial models have
been obtained considering a second-order polynomial and the stepwise
methodology. The independent variables to include are 𝑓𝑐 , 𝑇𝑒𝑖, 𝑓𝑓𝑎𝑛,
𝑇𝑐𝑜, 𝑑𝑇𝑐 and the humidity conditions fixed by 𝑅𝐻 . Additionally, during
the model construction, it was found that applying a transformation
over the predictor 𝑓𝑓𝑎𝑛 and considering 1∕𝑓𝑓𝑎𝑛 as an independent
variable improved the results. Then, the extra term 1∕𝑓𝑐 , considered
in Winter Ground, is also included.

Regarding the humidity conditions in the evaporator, the boundary
variable is the air relative humidity (𝑅𝐻) at the inlet of the RTPFHx

At the beginning, this variable was considered in the model’s con-
struction in order to introduce the dehumidification effect. However,
directly considering RH as a predictor only slightly improved the
results, and the analysis of the residuals continued to show effects not
explained by the model.
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Fig. 18. WG: �̇�𝑐∕𝑓𝑐 model diagnostic plot.
This was an expected value due to the fact that the dehumidification
process in the RTPFHx occurs only when the external wall surfaces of
the round tubes are below the corresponding dew point temperatures,
but:

1. ‘‘How can we reproduce the dehumidification effect in a polynomial
model?’’

2. ‘‘Which is the independent variable to include when the external
variables are the only input information?’’

Clearly, the independent variable selected must be able to increase
the capacity value taking into account the latent heat under dehumidi-
fication conditions. On the other hand, this term should not modify the
value of the capacity when there is no condensation in the RTPFHx.

The solution adopted was to estimate the difference between the air
inlet humidity ratio (𝑤𝑎𝑖) and the air humidity ratio considering an air
temperature equal to the evaporation temperature (𝑤𝑠𝑎𝑡), because the
temperature in the external wall surfaces of the round tubes is expected
to be close to the evaporation temperature. This means that we will
need to include the air inlet temperature, the relative humidity and
some estimation for the evaporation temperature as input information.
This estimation of the evaporation temperature will be necessary to
build the polynomial models taking just the external variables into
account as available information.

Therefore, in order to estimate the evaporation temperature, a
constant temperature approach has been considered. For Winter Air
mode, this temperature approach is calculated as the mean of the values
obtained in the virtual database, i.e. 𝛿𝑇𝑒 = 6𝐾. Then, the evaporation
temperature and the difference in the humidity ratio are estimated as:

𝑇𝑒 ≈ 𝑇𝑎𝑖 − 𝛿𝑇𝑒 (25)

𝛥𝑤 = 𝑤𝑎𝑖(𝑇𝑎𝑖, 𝑅𝐻, 𝑃𝑎𝑡𝑚) −𝑤𝑠𝑎𝑡(𝑇𝑎𝑖 − 𝛿𝑇𝑒, 𝑃𝑎𝑡𝑚) (26)

The values calculated with the equation above can be positive or
negative. If the calculated value is positive, we will have condensation
in the RTPFHx. Therefore, in order to reproduce the dehumidification
process adequately, we must to recalculate 𝛥𝑤 as:

𝛥𝑤′ = max
[

𝑤𝑎𝑖(𝑇𝑎𝑖, 𝑅𝐻, 𝑃𝑎𝑡𝑚) −𝑤𝑠𝑎𝑡(𝑇𝑎𝑖 − 𝛿𝑇𝑒, 𝑃𝑎𝑡𝑚), 0
]

(27)

Therefore, the 𝛥𝑤′ calculated with Eq. (27) provides us with an
independent variable able to modify the capacity value only when we
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have dehumidification conditions in the RTPFHx. The only requirement
will be to estimate 𝛥𝑤′ as is described above using a psychrometric
chart or any software able to obtain the psychrometric properties of
the humid air. In order to calculate these properties, the HAPropsSI()
function available in the Coolprop [48] software has been used.

Finally, the polynomial models adjusted for Winter Air mode in-
clude 𝛥𝑤′(𝑇𝑎𝑖, 𝑅𝐻, 𝛿𝑇𝑒, 𝑃𝑎𝑡𝑚) and 𝑓𝑐 , 𝑇𝑒𝑖, 𝑓𝑓𝑎𝑛, 𝑇𝑐𝑜, 𝑑𝑇𝑐 as independent
variables. These models are also summarized in the supplementary
material.

6. Summary of results

Once the procedure followed to obtain the polynomial models from
the analysis of the virtual database has been described, this section in-
cludes a summary of results. Three polynomial equations were obtained
for each operating mode to predict the compressor energy consumption
and evaporator and condenser capacities. Therefore, considering the
seven operating modes, a total of 21 polynomial models were fitted
for characterizing the DSHP unit. These models have been fitted by
regression adjustment using the data for each operating mode available
in the virtual database. As previously mentioned, the analysis has
been performed on a dual source heat pump in this study. Therefore,
these polynomial models are suitable for characterizing aerothermal
and geothermal heat pumps and chillers. They offer a simple way
of describing the behavior of these units, allowing a straightforward
prediction of their performance. Similarly, this technique is commonly
used in refrigeration compressors, where the polynomials developed
in this work allow considering these units as simple components that
can be implemented in systems with a greater number of elements
and complexity. Table 7 includes a summary of the prediction errors
between the prediction of the polynomial models compared to the
fitted data. A complete summary, including the value of the regression
coefficients and comparative plots, is included in the supplementary
material.

As can be seen, the results predicted by the developed polynomial
models are in very good agreement with the simulated results generated
with the DSHP detailed model (<5% of MRE and most cases <2% with a
CV𝑅𝑀𝑆𝐸 < 1%). It is essential to emphasize that within the simulations
generated by IMST-ART, every operating mode incorporates the full
working map. Therefore, selecting all the simulated results as training
points allows us to obtain accurate polynomial models and remove

possible extrapolation errors.
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Table 7
Prediction errors for the final polynomial models.

�̇�𝑐 �̇�𝑐 �̇�𝑒

Winter Ground
MRE (%) 1.385 1.867 3.204
RMSE (W) 5.524 32.030 31.981
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.293 0.477 0.596

Summer Ground
MRE (%) 1.269 1.141 1.286
RMSE (W) 3.578 38.031 38.663
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.287 0.373 0.417

DHW Ground
MRE (%) 1.506 4.259 7.834
RMSE (W) 8.963 50.027 56.302
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.411 0.658 0.929

DHW User
MRE (%) 1.150 1.458 2.587
RMSE (W) 7.123 39.704 49.260
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.313 0.432 0.655

Winter Air
MRE (%) 1.806 2.465 2.891
RMSE (W) 6.319 58.656 51.994
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.333 0.720 0.766

Summer Air
MRE (%) 3.355 1.477 1.894
RMSE (W) 8.381 36.179 35.344
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.534 0.375 0.417

DHW Air
MRE (%) 1.383 2.648 3.878
RMSE (W) 9.953 57.066 60.869
𝐶𝑉𝑅𝑀𝑆𝐸 (%) 0.448 0.626 0.808

7. Conclusions

This paper presents a detailed analysis of how to model geother-
mal and aerothermal heat pumps and chillers using empirical models
capable of accurately predicting the unit’s performance for the entire
working map. The following main conclusions have been obtained:

• The new prototype of DSHP analyzed in this work operates with
R32 refrigerant and includes a variable speed compressor which
gives full capabilities for efficient modulating operation. The unit
can select a total of 7 operating modes by selecting between heat
pump or chiller operation and allowing the use of geothermal and
aerothermal loops as sources. Therefore, considering the same
unit, this work shows how to obtain a suitable characterization
by using empirical models for the main heat pump and chillers
technologies available in the market.

• The performance of current vapor compression heat pump and re-
frigeration units with variable speed components has, in general,
5 independent variables, for instance: inlet and outlet tempera-
ture of the secondary flow at the evaporator and the condenser,
plus the compressor frequency. Therefore, the response surface
for the evaporator capacity, condenser capacity, and energy con-
sumption lies on a 5D domain.

• A substantial number of test points would be necessary to conduct
an experimental campaign using a full factorial test plan, such
as 3125 points when considering 5 levels for each independent
variable. For the detailed analysis of the performance response
surfaces of the unit, a dataset of virtual experiments was gener-
ated using a detailed model developed in the commercial software
IMST-ART. The detailed model can predict the unit performance
with an error of less than 10%. The performance maps generated
for the 7 operating modes include a total of 21875 simulation
points.

• Simulations using a detailed model of the unit have proven to
be effective in generating the unit performance maps. This ap-
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proach has allowed the subsequent analysis of the simulations in
order to establish the most appropriate polynomial expressions.
Furthermore, this approach can be combined with the gener-
ation of experimental results with which, once the simulation
results fix the polynomial expressions, they can be readjusted to
experimental data, thus increasing the accuracy of the models.

• The results show that the unit’s performance can be characterized
very efficiently by adequate polynomials. The analysis of the vir-
tual database has obtained these polynomials. This analysis found
that the polynomials include a smaller number of terms if we se-
lect the energy consumption and capacities divided by compressor
speed as response variables. The independent variables selected
to perform the polynomial models are the external variables.
Therefore, the models generated in this work characterize the unit
as a single component and can be easily implemented in more
complex system models with a larger number of components.

This study generally shows how to build polynomial models to
characterize current heat pump units and chiller with variable speed
components. The selected approach demonstrated to obtain satisfactory
results for modeling systems with a large number of independent
variables. Considering the unit as a single component provides these
models with great flexibility, allowing the engineer or researcher to
implement them while developing models that include more complex
systems with larger components. The polynomial equations developed
have been obtained from an exhaustive analysis of many simulation
data for different heat pump technologies. These equations can be used
to model other units only requiring a minimum number of training data
to rescale the corresponding regression coefficients. Future investiga-
tions of this work are intended to analyze the minimum sample size
needed and the most appropriate Design of Experimental methodology
to optimize the acquisition of new training data in other units.
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