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ABSTRACT: Despite the demonstrated learning benefits of peer evaluation, fears of
teachers about its low reliability may restrict its use. In this study, the validity of peer
assessment, in terms of agreement with the ratings of the teacher, has been tested in an
organic chemistry course. The students were organized into small groups and
commissioned to produce a screencast video on a molecule. Both students and teachers
assessed the screencasts on five different dimensions. The internal consistency of the rating
scale was confirmed. Comparing both data sets revealed fair correlations in all cases but
statistically significant differences in four dimensions. The grades awarded by peers were
lower than those granted by the teacher, which contradicts most of the results found in the
literature. Statistically significant differences (p < 0.05) are compatible with the good
agreement as reported by the Intraclass Correlation Coefficient and vice versa. Further
research is necessary to elucidate the effect of diverse variables on the raters’ agreement,
improving the validity of peer evaluation.
KEYWORDS: Chemical Education Research, First-Year Undergraduate, Organic Chemistry, Assessment, Molecular Properties,
Peer Evaluation, Inter-rater Agreement

Peer assessment (PA) is how students grade their
classmates’ activities using pre-agreed relevant criteria. A

wide range of activities subject to PA is reported in the
literature, often presented in the context of a team. Group
activities have the ability to promote highly valued learning
outcomes such as teamwork, leadership, communication,
problem-solving, and critical thinking skills.1 In particular,
student-generated videos have proven to be an effective tool
for learning. Before producing a screencast video, students
have to research the information needed and generate the
corresponding sequence and representations.2 The interest in
this type of assignment in the teaching and learning of organic
chemistry is grounded in the visual nature of this discipline.
Feedback from different sources, such as mentors, lecturers,

or peers, can significantly enhance the student learning
process.3 PA has been repeatedly advocated in the literature
as an effective pedagogical strategy for enhanced learning.1,3−5

PA increases students’ engagement, promotes students’ critical
thinking, and increases students’ motivation to learn.4 The
positive formative effects of PA on student achievement and
attitudes are as good as or better than the effects of teacher
assessment.6 When students take the rater role, reviewing their
peer’s work allows them to reflect critically on their own
understanding and performance.7 Therefore, PA is a reciprocal
process in which the rater also benefits by expanding their own
understanding of the matter.3 Bruffee8 points out that
“conversation with people we regard as our peers�our equals,
members of our own community�is almost always the most

productive kind of conversation. So students have to converse
with their peers about writing both directly and indirectly”.
Research on the learning benefits of PA in chemistry courses is
still scarce but very promising, as shown by previous
studies9−13

In addition to the learning benefits of PA, some practical
advantages should also be pointed out.3 PA can greatly
increase the efficiency of teachers’ grading, both functioning as
a formative pedagogical tool14 or a summative assessment
tool.15 With increased student numbers and greater pressures
on curriculum time, developments in PA can be an effective
resource in the modern educational setting.3

On the other side, some practical restrictions have been
pointed out to affect the successful implementation of this
practice, such as constraints of time and classroom space3 or
the fact that it might be difficult to manage for large classes.
From a psychological perspective, students may consider that
PA is challenging and socially inconvenient,16−18 while
resenting some distrust in fellow students’ abilities to peer-
assess,19 especially if they have the attitude that they come to
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university in order to receive feedback from experts. Overall,
issues related to the reliability of PA seem to be the most
restrictive against its use,4,5,18 hence depriving many students
of its learning benefits. This article presents a literature
overview on the validity of peer assessment in higher education
and reports the findings of a project where the peer grades
were compared to the teacher grades.

■ LITERATURE REVIEW
Despite the great potential of PA for meaningful long-term
learning, both researchers and practitioners remain concerned
about the students’ ability to assign valid ratings to their peers’
work.20 Validity refers to the agreement between peer ratings
and teacher ratings, assuming teacher ratings to be the gold
standard.5 In the last 25 years, several reviews and meta-
analyses have been published on PA,4−6,21−27 and concerning
its validity, several of these works provide interesting
conclusions based on aggregated data. In their meta-analysis,
Van Zundert et al.21 explored the factors leading to satisfactory
psychometric qualities in PA, such as a good correlation
between the peers and the staff’s marks, and found that, when
expressed in terms of the agreement between PA and staff
assessment, the psychometrics were generally satisfactory.
Falchikov and Goldfinch5 reported a meta-analysis on forty-
eight quantitative studies that included comparisons of
numerical marks or grades awarded by peers and faculty and
found a good mean correlation (r = 0.69). Li et al.4 and
Sanchez et al.27 reported similar aggregated results, and
Sluijsman et al.24 also found an overall good agreement
between the two raters. Topping6 asserted that PA is of
adequate reliability and validity in a wide variety of
applications. In spite of the general optimistic conclusions
normally reached from aggregated data, individual studies
report inconsistent results. Table 1 compiles some papers
published since 2012 where the ratings of teachers and
students have been compared in a variety of science and

engineering higher education studies. Two different aspects
should be commented on in this body of literature: the
diversity of the conclusions reached on the validity of PA and
the statistical methods used for comparison.
While some studies report overrating,17,33,39 many other

studies report varying degrees of agreement.40,41,13 The
correlation coefficients reported range from poor (0.21;35

0.2942) to moderate (0.47;41 0.6018) to high (0.9843).
Although individual cases of underrating are common, only
one study was found where underrating is the general tendency
observed.38

The inconsistent outcome of individual studies is probably
due to the great number of variables affecting the validity of
PA. In their review, Li et al.4 list 17 variables, which were
classified into two categories. On the one hand, those related
to PA settings include the PA mode (paper- or computer-
based), the subject area, and the task. On the other hand, those
related to PA procedures include the constellation of assessors
and assessees, the number of peer raters per assignment, and
the activity being compulsory or voluntary.47 The quality of the
peer rating improves when PA is supported by training,
checklists, exemplification, teacher assistance, and monitoring4

and when peer raters are familiar with explicit rating criteria.5

In this respect, providing students with an assessment tool that
clearly establishes the assessment criteria is important to
minimize disagreement. Previous research on rating instru-
ments confirms that they increase peer assessment construct
validity.41 The internal consistency of this instrument should
constantly be tested to warrant consistent results from different
parts of a measure.
When quantitative data are analyzed statistically, some

studies merely present the mean values for bulk comparison.
For instance, Davey and Palmer34 present a dispersion plot and
compare both grades by means of their ratio and difference.
Correlation coefficients are frequently used to report raters’
agreement.5 Even if it is a good measure of how two variables

Table 1. Recent Studies on the PA Validity, in Terms of the Agreement of Grades Awarded by Peers and Staff, that Have Been
Reported in Higher Education Science and Technology Studiesa

Reference Context Activity Statistical Analyses Main Result

De Meulemeester et
al.28

Health science: medicine, dentistry and biomedical sciences
(first year)

Research
paper

Pearson’s r, paired sample t
tests

Strong correlations
and overrating

Sańchez Gonzaĺez29 Energy engineering (fourth year) Workshop
activity

None Overrating

DuCoin et al.30 Medical education (third year) Simulated
procedures

Percentage agreement and
kappa

Good agreement

Sealey31 Clinical Exercise Physiology (fourth year) and Postgraduate
Diploma in Clinical Exercise Physiology

Written
assignment

Paired samples t test and
correlations

Overrating

Arlianty and
Febriana32

Physical chemistry (second semester) Experiment None Overrating

Hassell and Lee33 Civil engineering and Computer science (first year) Short speech ANOVA and Spearman’s
correlation coefficient

Overrating

Davey and Palmer34 Chemical engineering (third year) Problem
solving

Dispersion plots Good agreement

Gerczei35 Biochemistry (third and fourth years) Mini-
conference

Correlation coefficient Similarity

Hamer et al.36 Software engineering programming Project Pearsons r, Paired samples t
test

Good correlation

Verkade and Bryson-
Richardson37

Genetics (final year) Oral
presentation

Pearsons r, Paired t tests Strong correlation,
overmarking

Atares Huerta et al.13 Organic chemistry (first year) Posters Pearsons r, ICC Overrating and
underrating

English et al.38 Medicine (first year) Paper Bland−Altman plot Underrating
aOverrating: the grades awarded by peers are higher than those awarded by the teacher. Underrating: the grades awarded by peers are lower than
those awarded by the teacher.
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correlate, it merely quantifies how close points lie to any
straight line. In fact, two sets of ratings can strongly correlate
while being significantly different, as observed previously.28,39

Measuring the agreement between two raters goes beyond
checking for mere correlation and requires that the scores
awarded by different raters are equal.5 The Intraclass
Correlation Coefficient (ICC) has been used to test the
inter-rater agreement in several studies.18,44,45 This coefficient
can be interpreted as the total amount of variance in the score
that can be attributed to the actual object. High agreement
between raters would result in little variation of scores awarded
by different raters to the same object and high ICC (close to 1)
results.

■ RATIONALE FOR THIS STUDY
As shown in the previous sections, extensive research has been
done on the validity of PA in Higher Education and its
inconsistent outcome depending on a wide variety of factors.
Previous research has stressed the necessity of conducting new
studies to improve the quality and accuracy of PA.4

Since peer evaluation is the major tool to evaluate scientific
research, students interested in science are well served by being
introduced to this evaluation method.35 In the specific field of
physical sciences, peer assessment includes alternatives to the
traditional tutor-marked methods for laboratory work,
scientific group projects, and student poster presentations.3

In a previous study, we carried out a PA experiment based
on poster presentations.13 In the present study, we decided to
integrate screencasts into our practice, given the advantages of
their use.2 To the best of our knowledge, no studies on the
validity of PA with this activity have been done. This work
intends to make its contribution to the application of PA to
this particular activity in our academic context: a first year
undergraduate organic chemistry course.

■ RESEARCH QUESTIONS
The outcome of PA depends on numerous variables, some of
which are constrained in a specific academic context. In our
case, the most important nonmodifiable features were the area
(organic chemistry) and the academic level (first year).
Keeping in mind the potential benefits of PA for meaningful
learning, we wondered how much validity would be within
reach in a particular PA activity involving a specific rating scale
and assignment. We chose to assign the production of
screencasts based on both the lack of studies where it is
used and its visual nature, which makes it especially interesting
for the teaching and learning of chemistry. Therefore, in this
study, we address the following research questions:
RQ1: Does the rating scale used in this activity have good

internal consistency to measure the quality of the screencast
that the students produce?
RQ2: Considering our academic context and the constraints

of the variables affecting the outcome of PA, is peer assessment
a valid practice in terms of the agreement between the peers’
and the teacher’s ratings?

■ METHODOLOGY

Context and Project Description
This research was conducted in two consecutive academic
years (2019−2020 and 2020−2021) in an introductory course
in organic chemistry for Food Science and Technology. The
mean age of the students in the class participating in this study

was 19 (47.3% male, 52.7% female). At the beginning of the
semester, the students were introduced to the assignment of
producing a 5 min screencast video on a molecule of interest in
organic chemistry for Food Science and Technology.
Poliformat, the university’s course management system, was
used to provide the students with concise instructions, the
rubric that would be used for assessment, and example
screencasts for guidance. Within 2 weeks, the three-member
groups were formed, and the molecules were assigned by the
teacher. One month later, the screencasts were submitted, and
the assessment process began.
Assessment of the Screencasts

A total of 64 screencasts were submitted (29 in 2019−2020
and 35 in 2020−2021) and independently evaluated by both
the instructor and the students over a 2 week period. The
students were provided with the same rubric (a matrix
describing scaled levels of achievement for a set of dimensions)
that the teacher used, which is shown in Table 2. The five
dimensions considered were

(1) compliance with rules
(2) technical assessment and formal aspects
(3) oral and written expression
(4) bibliographic references and sources of information
(5) conceptual correctness and scientific vocabulary

Based on this rubric, both raters scored each screencast on
each criterion on a 0 to 10 scale. This numeric scale was
selected because it is normally used by the staff; hence,
students can naturally assess their own performance on this
numeric scale. Each screencast was graded by at least five
groups of students (screencast submitted by group 1 was
graded by groups 2 to 6, and so on), and their qualifications
were averaged to get the mean student rate per item (MSR).
These would be compared with the teacher ratings (TR),
which were awarded by the teacher of the course. The
granularity of the scores was 1.
Statistical Analysis

In order to answer RQ1, Cronbach’s alpha was calculated. This
parameter quantifies the internal consistency of a rating scale
in terms of the agreement among the answers to the different
items.
In accordance with the approach typically taken in the

literature, we calculated the Pearson product-moment
correlation between the TR and the MSR. Paired-sample t
tests were conducted to look for differences between the
grades awarded by both raters. When significant differences
could not be confirmed at the 95% confidence level (p > 0.05),
equivalence tests were run to confirm the equivalence. These
three tests were carried out using a Statgraphics Centurion XVI
(Manugistics Corp., Rockville, MD).
The fact that each group of students evaluates only a small

subset of all the screencasts produced may cause a reviewer−
screencast interaction, rendering correlation coefficients less
trustworthy.18 The solution to this problem is to use the
Intraclass Correlation Coefficients (ICC), which is a common
measure of the reliability of either different judges or different
items on a scale.46 Essentially, the ICC increases as the mean
square of the effect of the assignment increases, and it goes
down as the mean square of the interaction of assignments
with reviewers increases. This calculation was conducted using
the Statistical Package for Social Sciences (SPSS) version 20.0.
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■ FINDINGS

General Development of the Activity

More than 90% of the enrolled students participated in this
voluntary activity. While they were producing the screencasts,
the teacher’s ordinary weekly office hours were sufficient to
provide the necessary guidance. At this stage of the activity, it
did not involve a significant time requirement from the teacher.
During the assessment period, no difficulties were reported,
which probably relates to the suitability of the scaffolded peer
review process.
Evidence of Validity

While developing the rating scale, the authors focused on
creating an instrument that would show strong evidence of
consistent scores among raters. First, we consulted bibliog-
raphy on prior rubrics used to compare scores provided by
different raters, such as those shown in Table 1. Although no
studies on screencast assessment were found, an initial version
of the instrument was produced, which we tested in a previous
study where PA was compared with teacher assessment on a
poster assignment (Atares Huerta et al.13). Both for that study
and for the present study, we had the instrument reviewed by
colleagues to verify that it represented the actual quality traits
being included. In the present case, we outlined a set of criteria
to assist the raters, both teachers and students, in recognizing
mastery attributes in the screencasts. Lastly, in the present
study, we report that the raters were in fact able to use the
rating scale consistently.
Internal Consistency of the Rating Scale

Despite the fact that each of the items of the rubric constitutes
by itself a quality factor of the screencasts produced, we
wondered whether a general indicator of screencast quality
could be the outcome of our rubric. Under this hypothesis, we
used Cronbach’s alpha index as a useful estimate of single-
administration reliability conceptualized as item consistency,48

that is “the proportion of the test variance due to all common
factors among the items”.49 Although an alpha threshold value
of 0.7 is often reported in the literature for acceptable
consistency, there is no standard criterion and the value of
alpha should be interpreted in the specific context.48 In the
present study, Cronbach’s alpha values were 0.7825 and 0.8533
for the ratings awarded by the instructor and the students,
respectively. These high values of the parameter confirm the
internal consistency of the rating scale aiming to measure the
quality of the screencast videos produced. Moreover, they
demonstrate that the ratings awarded per item can be used to
calculate an average score for the general quality of the
screencast, which will be onward referred to as global.
Peer Evaluation vs Instructor Evaluation

Figure 1 plots the individual grades awarded by both raters,
which reflect the high quality of the screencasts. Most scores
ranged between 7 and 10. Table 3 shows the incidences of
overrating and underrating. Out of the 320 ratings assigned
(64 screencasts times five items each), the students overrated
their peers on 92 occasions, while on 215 occasions, the
opposite was true. This resulted in 45 and 18 underrated and
overrated global grades, respectively. Underrating was notice-
ably relevant for item 3 (oral and written expression), whereas
item 5 (conceptual correctness and scientific vocabulary)
showed the most balanced trend.T
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Correlation Tests

Prior to the statistical analyses, the normality of the data was
examined. Table 4 shows the standard skewness and kurtosis of
the data sets, which were within the +3 and −3 criteria in most
cases.41 The normality of the data supports the quality of
subsequent statistical analyses. The two variables were subject
to a Pearson correlation analysis, and the resulting r
coefficients of the individual items and the global grade are
shown in Table 4, along with their corresponding linear
equations related to the two variables. All correlations were
significantly positively linear and statistically significant at the
99.0% confidence level.

Figure 1. Teacher grades (black) and mean student grades (gray) on each item and globally, on the 64 screencasts, labeled on the x axis. Item 1:
compliance with rules; item 2: technical assessment, formal aspects; item 3: oral and written expression; item 4: bibliographic references and
sources of information; item 5: conceptual correctness and scientific vocabulary.

Table 3. Incidence of Underrating and Overrating on Each
Item and Globally

Dimension Underrating Overrating

Global 45 18
(1) compliance with rules 46 14
(2) technical assessment, formal aspects 42 18
(3) oral and written expression 50 11
(4) bibliographic references and sources of
information

43 20

(5) conceptual correctness and scientific
vocabulary

34 29
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The results of r ranged between 0.41 and 0.61, similar to
previous studies.41,18 The best correlation was observed for
item 4 (bibliographic references and sources of information),
probably because the acceptability of information sources is a
relatively objective item to assess. The second-best correlation
coefficient was that of the global grade, in agreement with the
observations of Falchikov and Goldfinch,5 who stated that
global judgments with clearly stated criteria showed better
agreement than judgments on separate dimensions. The worst
correlation was found for item 3 (oral and written expression),
where underrating was most prevalent.
Once moderate correlations had been found, it was

hypothesized that the score given by the students could be
predicted from the score given by the instructor. Linear
regressions with no intercept were performed with TR as the
independent variable to predict MSR. The resulting equations
and determination coefficients (R2) are shown in Table 4. Over
97% of the variability of MSR is explained by the TR variable.
Figure 2 is a scatterplot of global MSR vs global TR, including
the correlation line and the regression model.

The results of correlation and regression analyses demon-
strated the fairly linear shape of the dispersion plots, even
though the data were clustered between 7 and 10. Despite the
linear trends, the agreement between both raters should not be
blindly trusted on the value of a correlation coefficient. Further
analyses were carried out to study the differences and
agreement between the raters.
Dependent Samples t Test

As commented above, good correlation results are not
incompatible with significant differences between the grades
awarded by the two raters. Table 5 shows the mean and
standard deviation of TR and MSR on each item and globally,
along with the results of the dependent sample t test.
Except for item 5 (conceptual correctness and scientific

vocabulary), the p-values were lower than the usually chosen
cutoff of 0.05, which demonstrates that, with that exception,
the students were harsher than the expert assessor. This is
coherent with the high incidence of underrating compared to
overrating and with the average scores provided by the two
raters. To the best of our knowledge, these results are
incoherent with most of the previous research on PA, since
underrating has very rarely been the main conclusion of
previous studies. The most differing averages of TR and MSR,
and hence the most remarkable underrating, were found in
item 3 (oral and written expression). This is probably because
students may be unable to recognize correct statements, both
oral and written, from their peers. On the contrary, by having
greater understanding and confidence in the subject, the
teacher is more able to recognize the student’s expressions and
understanding.
In the case of item 5, no significant differences between TR

and MSR were detected, and the null hypothesis could not be
rejected at the 95% confidence level (p > 0.05). An equivalence
test (the two one-sided tests, TOST procedure) was run,
where upper and lower equivalence bounds have to be
specified based on the smallest effect of interest. The
boundaries set in this case were −0.5 and 0.5, and the
equivalence between both raters was demonstrated at the 95%
confidence level. The equivalence of both sets of ratings is
probably due to the nature of item 5, which deals with

Table 4. Standard Skewness and Kurtosis, Linear Equations, Pearson Correlation Coefficients, Regression Model, and
Determination Coefficientsa

Dimension Standard Skewness Standard Kurtosis Linear Equations r Regression Model R2

Global 0.78 −0.99 MSR = 0.4516TR + 4.4360 0.6078b MSR = 0.947TR 0.992b

1 3.81 3.50 MSR = 0.2483TR + 6.3881 0.4293b MSR = 0.928TR 0.976b

2 2.15 1.68 MSR = 0.3189TR + 5.3740 0.5012b MSR = 0.926TR 0.983b

3 1.88 0.68 MSR = 0.3425TR + 5.2214 0.4060b MSR = 0.913TR 0.987b

4 1.11 −0.95 MSR = 0.4848TR + 3.9292 0.5832b MSR = 0.934TR 0.977b

5 2.55 0.26 MSR = 0.2195TR + 7.0569 0.4136b MSR = 0.992TR 0.983b

aTR: teacher ratings; MSR: mean students ratings. bp < 0.01.

Figure 2. Scatterplot of global MSR vs global TR (n = 64). Linear
correlation (solid line) and regression model (dashed line)

Table 5. Average Values and Standard Deviations (in Parentheses) of TR, MSR, t statistics, p-Values, and Effect Size on Each
Item and Globally

Dimension Item 1 Item 2 Item 3 Item 4 Item 5 Global

TR 9.1 (1.6) 8.7 (1.3) 9.1 (1.0) 8.5 (1.5) 9.0 (1.3) 8.9 (1.0)
MSR 8.7 (0.9) 8.1 (0.8) 8.3 (0.8) 8.0 (1.3) 9.0 (0.7) 8.4 (0.7)
t statistics −2.70 −3.65 −5.80 −2.69 0.49 −4.22
p 0.0088 0.0005 0.0000 0.0090 0.6291 0.0001
Effect size −0.38 −0.51 −0.82 −0.38 0.07 −0.60
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conceptual correctness and scientific vocabulary. These aspects
are strongly related to basic concepts, which are very clearly
defined. More specifically, this item relates to the correct
denomination of the molecule’s functional groups. Hence, a
screencast video in which this is done would be awarded a
good grade by both raters.
Agreement Tests (ICC)

Considering the different models available to calculate ICC in
SPSS, we used those that fit to our experimental design and the
absolute agreement type. In this study, the ICC represents the
total amount of variance in the scores, which is attributable to
the actual quality of each screencast. Hence, the highest value
of ICC (1) would be obtained if the two raters fully agreed on
the score awarded to every screencast, and ICC would
decrease to 0 as the agreement between the raters diminishes.
Table 6 shows the results of ICC.

The results showed moderate strength, and the agreement
reached between the two raters depended on the item
considered. The best agreement was reached for item 4
(bibliographic references and sources of information), which
was even higher than the agreement on the global grade.
Probably, this stems from the same cause that led to the high r
coefficient for item 4, that is, the objectivity of the criterion, as
stated above.
On the contrary, the worst agreement was reached for item 3

(oral and written expression), coherently with the high
incidence of underrating observed. As stated above, this may
relate to the student’s inability to perceive the correct
statement. This is coherent with that found in a previous
study on poster presentations, despite the different nature of
the communication tools used in both activities.13

The results of ICC reveal how this analysis may involve a
step further in inter-rater agreement studies. On the one hand,
no significant differences between means were found for TR
and MSR on item 5, even though the agreement shown by the
ICC value is only sufficient (0.515). On the contrary, the good
agreement found for item 4 (ICC = 0.709) is not incompatible
with significant differences between raters at the 95%
confidence level.

■ CONCLUSIONS
This study sheds light on best practices for designing peer
assessment activities in a first-year undergraduate course. To
study the validity of peer assessment, a screencast assignment
was put forward and the agreement between the grades
awarded by the teacher and the students, while using the same
grading instrument, was quantified. In response to Research
Question 1, the internal consistency of the rating scale used to
measure the quality of the screencast videos was verified. In

addition to the actual experiment, we intend to make a
contribution concerning the use of correlation coefficients to
study the inter-rater agreement. A correlation coefficient only
describes how two variables correlate, whereas the ICC looks
for actual agreement between the grades awarded by different
raters.
The findings on the inter-rater agreement were dependent

on the dimension assessed. Where a statistically significant
difference was found (p < 0.05), students did not overrate but
repeatedly underrated their classmates. Overrating was not
observed in any of the dimensions tested. This difference in
marking is likely the result of a different perspective between
the lecturer and students, and the possible sources of these
differences have been discussed. Coherently with our results,
and going back to RQ2, peer assessment is a promising
practice that does not necessarily imply overrating between
peers. Coherently with this, we can state that concerns about
the reliability of PA are probably not a good reason for
preventing instructors from implementing this approach, as
long as appropriate scaffolds for peer review are implemented.

■ LIMITATIONS
The present work aimed to study the validity of peer
assessment based on the agreement of the scores given by
the two raters. It did not look into the consistency across peer
raters or the effect of peer assessment on students’ learning.
Both of these issues need to be addressed in future research.
We also focused on the product of the collaboration of the
group rather than the actual collaboration, which could also be
the focus of future studies to widen the knowledge of PA
benefits. Further research into student engagement with peer
feedback would also be valuable.
We found good internal consistency of the scores provided

to the items in the rating scale, and hence, the average of the
scores was used as a measure of the global quality of the
screencasts. Further research should focus on the specific items
of the rubric, as well as on additional items that would also
have an impact on screencast quality. The fact that reliability
has been tested by a single-administration coefficient also
constitutes a limitation of this work.
It is worth mentioning that the high quality of the

screencasts, resulting in ratings mostly varying between 7
and 10, resulted in data clustering and probably played against
the accuracy of the correlations. Had the study resulted in a
wider dispersion of the grades, which implies having some low
grades, a better accuracy of the correlations would probably
have been attained. Despite this drawback, we consider this
clustering as a positive outcome of the activity, which reflects
the engagement of the students in the production of good-
quality screencast videos.
The different ways in which students and faculty interpret

and apply the evaluation criteria may cause disagreement
between the raters. The reasons behind the underrating
observed should be further explored. It might be worthy of
inquiry in a follow-up study to interview the participants for
depth analysis to find detailed reasons for underrating. In any
case, given the potential value of PA, future work is required to
understand how peer marking can be used more effectively.

■ IMPLICATIONS
Some teaching implications related to the activity carried out
in this study should be pointed out, which affects the practical

Table 6. Intraclass Correlation Coefficient (ICC) for
Average Measures of Peer Grading and Instructor Grading
Scores (n = 64)

Dimension ICC p

Global 0.687 (good) 0.000
Item 1 0.518 (sufficient) 0.001
Item 2 0.585(sufficient) 0.000
Item 3 0.470 (sufficient) 0.000
Item 4 0.709 (good) 0.000
Item 5 0.515 (sufficient) 0.003
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relevance of this study for instructors. Starting the activity
reported here required relevant organizational effort from the
teacher. Diverse aspects demanded time and attention, such as
the rating instrument, the need to make regular announce-
ments to the students, the organization of the groups, the video
submission, the rating organization, and finally the assessment
itself. In some cases, since this study was performed in large
first-year pregraduate courses, its organization was more
necessary and time-consuming.
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